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Disaster Recovery mit CVO und AVS
(Gastspeicher)

Die Notfallwiederherstellung in der Cloud ist eine robuste und kostengunstige
Maoglichkeit, Workloads vor Site-Ausfallen und Datenbeschadigungen wie Ransomware
zu schutzen. Mit NetApp SnapMirror kénnen lokale VMware-Workloads, die tUber den
Gast verbundenen Speicher verwenden, auf NetApp Cloud Volumes ONTAP repliziert
werden, das in Azure ausgefuhrt wird.

Uberblick

This covers application data; however, what about the actual VMs
themselves. Disaster recovery should cover all dependent components,
including virtual machines, VMDKs, application data, and more. To
accomplish this, SnapMirror along with Jetstream can be used to seamlessly
recover workloads replicated from on-premises to Cloud Volumes ONTAP while
using vSAN storage for VM VMDKs.

Dieses Dokument bietet eine schrittweise Anleitung zum Einrichten und
Durchfihren einer Notfallwiederherstellung unter Verwendung von NetApp
SnapMirror, JetStream und der Azure VMware Solution (AVS).
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Annahmen

Dieses Dokument konzentriert sich auf die In-Guest-Speicherung flir Anwendungsdaten (auch als
Gastverbindung bezeichnet) und wir gehen davon aus, dass die lokale Umgebung SnapCenter fiir
anwendungskonsistente Sicherungen verwendet.

Dieses Dokument gilt fiir alle Sicherungs- oder Wiederherstellungsldsungen von Drittanbietern.
@ Befolgen Sie je nach der in der Umgebung verwendeten Lésung Best Practices, um
Sicherungsrichtlinien zu erstellen, die den SLAs des Unternehmens entsprechen.

Verwenden Sie fur die Konnektivitat zwischen der lokalen Umgebung und dem virtuellen Azure-Netzwerk die
Express Route Global Reach oder ein virtuelles WAN mit einem VPN-Gateway. Segmente sollten basierend
auf dem lokalen VLAN-Design erstellt werden.

Es gibt mehrere Optionen zum Verbinden lokaler Rechenzentren mit Azure, weshalb wir in

@ diesem Dokument keinen bestimmten Workflow beschreiben kénnen. Informationen zur
geeigneten Methode zur Konnektivitat zwischen lokalen Standorten und Azure finden Sie in der
Azure-Dokumentation.

Bereitstellen der DR-Losung

Ubersicht iiber die Lésungsbereitstellung

1. Stellen Sie sicher, dass Anwendungsdaten mit SnapCenter unter Einhaltung der erforderlichen RPO-
Anforderungen gesichert werden.

2. Stellen Sie Cloud Volumes ONTAP mit der richtigen Instanzgréf3e bereit, indem Sie den Cloud Manager
innerhalb des entsprechenden Abonnements und virtuellen Netzwerks verwenden.

a. Konfigurieren Sie SnapMirror fur die relevanten Anwendungsvolumes.

b. Aktualisieren Sie die Sicherungsrichtlinien in SnapCenter , um SnapMirror -Updates nach den
geplanten Jobs auszuldsen.

3. Installieren Sie die JetStream DR-Software im lokalen Rechenzentrum und starten Sie den Schutz fiir
virtuelle Maschinen.

4. Installieren Sie die JetStream DR-Software in der privaten Azure VMware Solution-Cloud.

5. Unterbrechen Sie wahrend eines Katastrophenfalls die SnapMirror Beziehung mithilfe von Cloud Manager
und I6sen Sie ein Failover virtueller Maschinen zu Azure NetApp Files oder zu vSAN-Datenspeichern am
angegebenen AVS DR-Standort aus.

a. Verbinden Sie die ISCSI-LUNs und NFS-Mounts fiir die Anwendungs-VMs erneut.

6. Rufen Sie ein Failback zur geschitzten Site auf, indem Sie SnapMirror nach der Wiederherstellung der
primaren Site rickwarts neu synchronisieren.

Bereitstellungsdetails



Konfigurieren Sie CVO auf Azure und replizieren Sie Volumes nach CVO

Der erste Schritt besteht darin, Cloud Volumes ONTAP auf Azure zu konfigurieren ("Link" ) und replizieren
Sie die gewtlinschten Volumes mit den gewtinschten Frequenzen und Snapshot-Aufbewahrungen auf
Cloud Volumes ONTAP .
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pesdrsglnld_sed6_copy

grsdrsqinid_scdb
ANFCVODRDemo =

1300e3u2s

7 setomnds il snapmirroned

gestirsgliag scab_copy . May 6, 2022, 11:43:52 AN
ANFCVODRDEMG & seconds idle snapmirrored

(+)
e 130.6% KiB

Konfigurieren Sie AVS-Hosts und CVO-Datenzugriff

Zwei wichtige Faktoren, die bei der Bereitstellung des SDDC berticksichtigt werden mussen, sind die
Grolie des SDDC-Clusters in der Azure VMware-Lésung und die Dauer des Betriebs des SDDC. Diese
beiden wichtigen Uberlegungen fiir eine Disaster-Recovery-Lésung tragen zur Senkung der
Gesamtbetriebskosten bei. Das SDDC kann aus nur drei Hosts bestehen, bei einer vollstandigen
Bereitstellung kann es aber auch ein Cluster mit mehreren Hosts sein.

Die Entscheidung zur Bereitstellung eines AVS-Clusters basiert in erster Linie auf den RPO/RTO-
Anforderungen. Mit der Azure VMware-Losung kann das SDDC rechtzeitig bereitgestellt werden, um es
entweder auf Tests oder einen tatsachlichen Katastrophenfall vorzubereiten. Ein Just-in-Time
bereitgestelltes SDDC spart ESXi-Hostkosten, wenn Sie nicht mit einer Katastrophe zu kdmpfen haben.
Diese Art der Bereitstellung beeintrachtigt die RTO jedoch um einige Stunden, wahrend SDDC
bereitgestellt wird.

Die am haufigsten eingesetzte Option besteht darin, SDDC im standig eingeschalteten Pilotlichtmodus
laufen zu lassen. Diese Option bietet einen kleinen Platzbedarf von drei Hosts, die immer verfiigbar sind.
Darlber hinaus beschleunigt sie die Wiederherstellungsvorgange, indem sie eine laufende Basislinie fiir
Simulationsaktivitdten und Konformitatsprifungen bereitstellt und so das Risiko einer Betriebsabweichung
zwischen den Produktions- und DR-Standorten vermeidet. Der Pilotlicht-Cluster kann bei Bedarf schnell
auf das gewunschte Niveau hochskaliert werden, um ein tatsachliches DR-Ereignis zu bewaltigen.

Informationen zum Konfigurieren von AVS SDDC (sei es auf Abruf oder im Pilotlichtmodus) finden Sie
unter"Bereitstellen und Konfigurieren der Virtualisierungsumgebung auf Azure" . Stellen Sie als
Voraussetzung sicher, dass die auf den AVS-Hosts befindlichen Gast-VMs nach dem Herstellen der
Verbindung Daten von Cloud Volumes ONTAP nutzen kénnen.

Nachdem Cloud Volumes ONTAP und AVS ordnungsgemal’ konfiguriert wurden, beginnen Sie mit der
Konfiguration von Jetstream, um die Wiederherstellung lokaler Workloads auf AVS (VMs mit
Anwendungs-VMDKs und VMs mit In-Guest-Speicher) zu automatisieren. Verwenden Sie dazu den VAIO-
Mechanismus und nutzen Sie SnapMirror fir Anwendungs-Volume-Kopien auf Cloud Volumes ONTAP.


vmw-azure-avs-guest-storage.html
vmw-azure-avs-setup.html

Installieren Sie JetStream DR im lokalen Rechenzentrum

Die JetStream DR-Software besteht aus drei Hauptkomponenten: der JetStream DR Management Server
Virtual Appliance (MSA), der DR Virtual Appliance (DRVA) und Hostkomponenten (E/A-Filterpakete). Das
MSA wird verwendet, um Hostkomponenten auf dem Computercluster zu installieren und zu konfigurieren
und anschlieflend die JetStream DR-Software zu verwalten. Der Installationsvorgang lauft wie folgt ab:

1. Prifen Sie die Voraussetzungen.

N

zu erhalten.

Registrieren Sie den vCenter-Server beim MSA.

I e

. Fuhren Sie das Kapazitatsplanungstool aus, um Empfehlungen zu Ressourcen und Konfigurationen

. Stellen Sie den JetStream DR MSA auf jedem vSphere-Host im vorgesehenen Cluster bereit.

Starten Sie das MSA mit seinem DNS-Namen in einem Browser.

Nachdem JetStream DR MSA bereitgestellt und der vCenter Server registriert wurde, navigieren Sie
mit dem vSphere Web Client zum JetStream DR-Plug-In. Dies kann durch Navigieren zu
Rechenzentrum > Konfigurieren > JetStream DR erfolgen.
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7. Fuhren Sie Uber die JetStream DR-Schnittstelle die folgenden Aufgaben aus:

a. Konfigurieren Sie den Cluster mit dem E/A-Filterpaket.

Configure Clusters

Cluster Name &
A300-Cluster

selectal | | clearan | Q

Datacenter Name A
A300-DataCenter *

L

Cancel

=

b. Fligen Sie den Azure Blob-Speicher am Wiederherstellungsstandort hinzu.



Add Storage Site

Sorage Ste Type *

A Azure Blob Storage

Acoem Typa ™

Key Access

Sirage Ste Name (Provide & nam ko idenl)ty ihis San} *

ANFDOemoblobrepo

Acure Biot Storage Aot Name *
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Acate Bish Storage Aononl Key *

8. Stellen Sie die erforderliche Anzahl von DR Virtual Appliances (DRVAs) Uiber die Registerkarte

~2Appliances* bereit.

@ Verwenden Sie das Kapazitatsplanungstool, um die Anzahl der erforderlichen DRVAs

zu schatzen.

| JebStream DR

Protected Domains Statistics Storage Sites Appliances Configurations Task Log

DRVAS (DR Virtual Appliances)

|+°’_°m"” DRW\| *upgrade W Unconfigara Q
Name & Status & Child Alarm & Software Version 4 Details &

[ No DR Vitua! Applance configured. _I
= New Roplication Log Valume | Linconfigurs Q
Disk Path Name & Status Child Alarm & Size (availabletotal] & Details &

No DRVA selacted Select @ DRVA 1o view repication log volumes

Deploy New DR Virtual Appliance (DRVA)

1. Gengral

Name

Description {Optional)

Datacenter

Chustar

Resource Pool [Optional)

VM Folder (Optional)

Datastore

Number Of CPUs

Memary Size

Management Network

Host(iofilter) to DRVA Data Network
Replication Network 1o Object Store
Replication Log Network

3. DRVA Retwork 4. Summary

GCSDRPDON

Protecied Domain for WMS with ANF and JS
AJD0-DMACemME

A300-Cluster

AIDO_NFS_vMotion
8

1268

VM 187

vi_187

VM_187

Vh_167

9. Erstellen Sie Replikationsprotokollvolumes fir jeden DRVA mithilfe des VMDK aus den verfligbaren

Datenspeichern oder dem unabhangigen gemeinsam genutzten iSCSI-Speicherpool.




JetiStream DR
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10. Erstellen Sie auf der Registerkarte ,Geschitzte Domanen® die erforderliche Anzahl geschutzter
Domanen mithilfe von Informationen zur Azure Blob Storage-Site, der DRVA-Instanz und dem
Replikationsprotokoll. Eine geschiitzte Domane definiert eine bestimmte VM oder einen Satz von
Anwendungs-VMs innerhalb des Clusters, die gemeinsam geschitzt werden und denen eine
Prioritatsreihenfolge flr Failover-/Failback-Vorgange zugewiesen wird.

Create Protected Domain

1. Geneval 2. Primary Sie

Protected Domain Name GCSCRPD_Demolt
Priority Level (Optional)

Description Frotection domain ANF
Total estimated data size to be protected  1000GE

DR Virtual Appliance GCSORPDOM
Compression Yes

Compression Level Defautl

Nommal GC Storage Ovarhesd

Maximum GC Storage Overhasd

Replication Log Stofage

Banliration | na Gina

Create Protected Domain

1. Gansral 2 Primary Site 3, Summary
Compression Yes
Compression Level Defzult
MNormal GC Storage Overhead 5%
Maximum GC Storage Overnead 300%
Replication Log Sterage idevisdn
Replication Log Size 50GE
Metadata Size J158GE
Primary Site Datacenter A300-DataCanter
Primary Stie Cluster A300-Cluster
Sterage Site ANFORDemoF slovarSite
Enabla PITR No

11. Wahlen Sie die zu schiitzenden VMs aus und gruppieren Sie die VMs basierend auf der Abhangigkeit
in Anwendungsgruppen. Mithilfe von Anwendungsdefinitionen kdnnen Sie VM-Satze in logische
Gruppen gruppieren, die deren Startreihenfolge, Startverzégerungen und optionale
Anwendungsvalidierungen enthalten, die bei der Wiederherstellung ausgefihrt werden kénnen.



@ Stellen Sie sicher, dass fur alle VMs in einer geschitzten Domane derselbe
Schutzmodus verwendet wird.

CD Der Write-Back-Modus (VMDK) bietet eine héhere Leistung.
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12. Stellen Sie sicher, dass Replikationsprotokollvolumes auf Hochleistungsspeichern abgelegt werden.
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13. Wenn Sie fertig sind, klicken Sie auf ,Schutz starten® fir die geschiitzte Doméane. Dadurch wird die
Datenreplikation fur die ausgewahlten VMs in den angegebenen Blob-Speicher gestartet.



JebtStream DR
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14. Nach Abschluss der Replikation wird der VM-Schutzstatus als ,Wiederherstellbar® gekennzeichnet.

JebStream DR

Frotected Domains Statistics Storage Sites

Select Protected Domain: GCSDRPD_Demoldi -
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Cument RPO
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Wiger all
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© Recovarable
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oK Storage Site
Owner Site
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80K Wirits-Back{VMDK)
O 0K Writa-Back(VMDK)
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Failover-Runbooks kénnen so konfiguriert werden, dass sie die VMs gruppieren (eine
@ sogenannte Wiederherstellungsgruppe), die Startreihenfolge festlegen und die CPU-
/Speichereinstellungen zusammen mit den IP-Konfigurationen andern.

15. Klicken Sie auf ,Einstellungen® und dann auf den Link ,Runbook konfigurieren®, um die Runbook-

Gruppe zu konfigurieren.
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16. Klicken Sie auf die Schaltflache ,,Gruppe erstellen®, um mit der Erstellung einer neuen Runbook-

Gruppe zu beginnen.



Wenden Sie bei Bedarf im unteren Teil des Bildschirms benutzerdefinierte Vor- und

@ Nachskripte an, die vor und nach dem Betrieb der Runbook-Gruppe automatisch
ausgefuhrt werden. Stellen Sie sicher, dass sich die Runbook-Skripte auf dem
Verwaltungsserver befinden.

Failover Runbook Settings

| + Create Group | # Ean

[+] b Name #of VM... Power Off Retain MAC ...
© L] Indepenaent Viis 5

17. Bearbeiten Sie die VM-Einstellungen nach Bedarf. Geben Sie die Parameter fir die
Wiederherstellung der VMs an, einschlieflich der Startreihenfolge, der Startverzégerung (angegeben
in Sekunden), der Anzahl der CPUs und der Menge des zuzuweisenden Speichers. Andern Sie die
Startreihenfolge der VMs, indem Sie auf die Aufwarts- oder Abwartspfeile klicken. Es werden auch
Optionen zum Beibehalten des MAC bereitgestellt.

Create Runbook Group

1. General 3. Edit V4 Settings 4. Summary

D Retain MAC D Fower Off Vs

O Resst
VM Name Boot Sequence... Boot Delay cPU NIC...
GCS-DR-WinVid1 "t 4 bs 2
GCS-DR-SCA 2T 4 Bs A

GCS-DR-DC 3 i 4 g

'R Lo]

GCS-DR-LinVMI1 s = s 2 Vigw
GCS-DR-SOLOT 5t 4 0s 4 =i W -

View

© Double chek on the codl o chck en tha up'down icon 1o change value.

18. Fur die einzelnen VMs der Gruppe konnen statische IP-Adressen manuell konfiguriert werden.

Klicken Sie auf den Link ,NIC-Ansicht* einer VM, um ihre IP-Adresseinstellungen manuell zu
konfigurieren.
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19. Klicken Sie auf die Schaltflache ,Konfigurieren®, um die NIC-Einstellungen fiir die jeweiligen VMs zu

speichern.

Create Runbook Group

1. Genoral 2. Seloct VMs 1. Edit VM Setlings

Retain MAC [ power ommes

VM Name Boot Sequence.,, Boot Delsy cPuU
GCS-DR-WInVMO1 1 4 o5 e
GCS-DR-SCA 2t 4 r=

GCS-DR-LnVIADT it 4 be

sceorsas? © e o

GCS-DR-DC 5T 4 o

© Uauble click on tha cell or cick on fhe up/down icon 19 change value.

Script

Coaly
Config
Canfig

Lanlig

4. Suminary

O Resat




Configure Static IP Address

172.21 264 135

255.255.255.0

Ty *

172.21.284.1

172.30.153.20

0 Funbook Group craated successhully

Der Status der Failover- und Failback-Runbooks wird jetzt als ,Konfiguriert* aufgefiihrt. Failover- und
Failback-Runbookgruppen werden paarweise unter Verwendung derselben anfanglichen Gruppe von
VMs und Einstellungen erstellt. Bei Bedarf kbnnen die Einstellungen jeder Runbook-Gruppe individuell
angepasst werden, indem Sie auf den entsprechenden Link ,Details* klicken und Anderungen

11
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vornehmen.



Installieren Sie JetStream DR fiir AVS in der privaten Cloud

Eine bewahrte Methode fiir eine Wiederherstellungssite (AVS) besteht darin, im Voraus einen Pilot-Light-
Cluster mit drei Knoten zu erstellen. Dadurch kann die Infrastruktur des Wiederherstellungsstandorts
vorkonfiguriert werden, einschlie3lich der folgenden Punkte:

» Zielnetzwerksegmente, Firewalls, Dienste wie DHCP und DNS usw.
* Installation von JetStream DR flir AVS

 Konfiguration von ANF-Volumes als Datenspeicher und mehr

JetStream DR unterstitzt einen RTO-Modus nahezu Null fiir unternehmenskritische Domanen. Fir diese
Domanen sollte der Zielspeicher vorinstalliert sein. In diesem Fall ist ANF ein empfohlener Speichertyp.

@ Die Netzwerkkonfiguration einschlief3lich der Segmenterstellung sollte auf dem AVS-
Cluster so konfiguriert werden, dass sie den lokalen Anforderungen entspricht.

Abhangig von den SLA- und RTO-Anforderungen kdnnen Sie kontinuierliches Failover

@ oder den regularen (Standard-)Failover-Modus verwenden. Um eine RTO von nahezu Null
zu erreichen, sollten Sie am Wiederherstellungsort mit der kontinuierlichen Rehydrierung
beginnen.

1. Um JetStream DR flir AVS in einer privaten Azure VMware Solution-Cloud zu installieren, verwenden
Sie den Befehl ,Ausfiihren®. Gehen Sie im Azure-Portal zur Azure VMware-Ldsung, wahlen Sie die
private Cloud aus und wahlen Sie ,Befehl ausfliihren“ > ,Pakete” > ,JSDR.Configuration®.

Der Standard-CloudAdmin-Benutzer der Azure VMware-L6sung verfligt nicht Gber
ausreichende Berechtigungen, um JetStream DR fiir AVS zu installieren. Die Azure

@ VMware Solution ermdglicht eine vereinfachte und automatisierte Installation von
JetStream DR durch Aufrufen des Azure VMware Solution-Ausflihrungsbefehls fiir
JetStream DR.

Der folgende Screenshot zeigt die Installation mit einer DHCP-basierten IP-Adresse.

= Microsedt Azure Sebulf 1 HiBOUIT e, Setvices, atd 08 (G )

Poch 3 IMFACAL Run command - Install-JetDRWithDHCP
= ANFDathIus| Run command

Woslaad Networking

B ot rormg
© o

Operation

B fun command = Rurtaie i I

13
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2. Aktualisieren Sie den Browser, nachdem die Installation von JetStream DR fiir AVS abgeschlossen
ist. Um auf die JetStream DR-Benutzeroberflache zuzugreifen, gehen Sie zu SDDC Datacenter >
Konfigurieren > JetStream DR.

JetStream DR
Protected Domains Statistics Storage Sites Appliances Configurations Task Log
Site Details Alarm Settings
vCenter Server Hostname 172.30.156.2
Management Appliance Hostname anfjsval-msa
Software Version 4.0.2.450
Subscription ID - Configure
Tenant ID | Application ID = Configure
Application Secret - Configure
‘ Q¥ Configure Cluster | % Upgrade Wl Unconfigure. %% Resolve Configure Issue Q
[C] Cluster Name A Datacenter Name A Status A Software Version A Host Details A
[] Cluster-1 SDDC-Datacenter @ Ok 4.0.2.132 Details i
v

3. Fuhren Sie Uber die JetStream DR-Schnittstelle die folgenden Aufgaben aus:

a. Flgen Sie das Azure Blob Storage-Konto, das zum Schutz des lokalen Clusters verwendet
wurde, als Speicherstandort hinzu und fiihren Sie dann die Option ,Doméanen scannen® aus.

b. Wahlen Sie im angezeigten Popup-Dialogfenster die zu importierende geschutzte Domane aus
und klicken Sie dann auf den Link ,Importieren®.

Available Protected Domain(s) For Import

Protected Domain ...
GCSDRPD_Demol1  Protection domain AMF 5

4. Die Domane wird zur Wiederherstellung importiert. Gehen Sie zur Registerkarte ,Geschitzte
Domanen“ und tberprifen Sie, ob die gewiinschte Domane ausgewahlt wurde, oder wahlen Sie die
gewulnschte Domane aus dem Meni ,Geschiitzte Domane auswahlen® aus. Es wird eine Liste der
wiederherstellbaren VMs in der geschiitzten Domane angezeigt.



JetStream DR 5]
Protected Domains  Statistics  Storage Sites  Appliances  Configurations  TasklLog
Select Protected Domain: GCSDRPD Demo01 ~  Yiswal | + Create | # Dwiete Snore
conngurations s
Recoverable / Totai VMs Storage Site £ ANFDemoblobreparec I
Owner Sita
v
Protected WMs Setlings Alarms o O
Q
VM Name & Protection Status & Protaction Mode & Detaits
GCS-DR-DC @ Recoverable Write-Back(VMDK) Details ~
GCE-DR-LinVMO1 © Recoverable Wiite-BackiVMDK) Details
GCS-DR-SCA @ Recoverable Wiite-Back[VMOK] Datails
GCS-OR-5QL0Y @ Recoverable Write-Back(VMOK) Diglaits
GCS-DR-WinVM01 & Recoverable {b Weite-BackiVMDK) Dietaits

5. Nachdem die geschitzten Domanen importiert wurden, stellen Sie DRVA-Gerate bereit.

®

Diese Schritte konnen auch mithilfe von CPT-erstellten Planen automatisiert werden.

6. Erstellen Sie Replikationsprotokollvolumes mithilfe verfligbarer vSAN- oder ANF-Datenspeicher.

7. Importieren Sie die geschitzten Domanen und konfigurieren Sie die Wiederherstellungs-VA so, dass
ein ANF-Datenspeicher fiir VM-Platzierungen verwendet wird.

Continuous Failover Protected Domain

1. General 2a. Fallover Setlings

Protected Domain Name
Datacenter

Cluster

Resource Peol (Optional)
VM Folder (Optional)
Datastore

Internal Network
External Replication Network
Management Network
Storage Site

DR Virtual Appliance

Biilabing § o Bbasammn

2b. VM Sefiings

3. Recovery VA 4, DR Seftings 5. Summary

ANFPDO02
SDDC-Datacenter
Cluster-1

ANFRecoDSU002
DRSeg

DRSeg

DRSeg
ANFDemoblotreporee

ANFReEcDRVADDS
W

[

| Continuous Failover

Stellen Sie sicher, dass DHCP im ausgewahlten Segment aktiviert ist und gentigend
IPs verflgbar sind. Dynamische IPs werden voribergehend verwendet, wahrend

®

Domanen wiederhergestellt werden. Jede wiederherzustellende VM (einschlieRlich

kontinuierlicher Rehydration) erfordert eine individuelle dynamische IP. Nach Abschluss
der Wiederherstellung wird die IP freigegeben und kann wiederverwendet werden.

8. Wahlen Sie die entsprechende Failover-Option (kontinuierliches Failover oder Failover). In diesem
Beispiel wird die kontinuierliche Rehydration (kontinuierliches Failover) ausgewahlt.
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Obwohl sich die Modi ,Continuous Failover® und ,Failover hinsichtlich des Zeitpunkts
der Konfiguration unterscheiden, werden beide Failover-Modi mit denselben Schritten
konfiguriert. Als Reaktion auf ein Katastrophenereignis werden Failover-Schritte

@ konfiguriert und gemeinsam ausgefihrt. Ein kontinuierliches Failover kann jederzeit
konfiguriert und dann wahrend des normalen Systembetriebs im Hintergrund
ausgefihrt werden. Nach dem Auftreten eines Katastrophenereignisses wird ein
kontinuierliches Failover durchgefihrt, um den Besitz der geschutzten VMs sofort auf

den Wiederherstellungsstandort zu tbertragen (RTO nahe Null).

JebiStream DR
Protected Domains Statistics Storage Sites Appliances Configurations Task Log
Select Protected Domain: GCSDRPD_Demo01 ~  Mewall + Create
Modge imported Configurations
Recoverable / Total VMs 515 Storage Site A ANFDemoblobrepor
Owmer Site REMOTE (1722125311
Protected Vs Seftings Alarms o 0
VM Name & Protection Status & Protection Mode &
GCS-OR-DC @ Recoverable Write-Back{VIDK)
GCS-DR-LinVMO1T O Recoverable Write-Back{VMDOK)
GCS-DR-SCA @ Recovarable Writa-Back{VIMDH)
GCS-DR-30L01 0 Recoverable Wirite-Back{VIDH)
GCES-DR-WinvID1 @ Recoverable Wite-BackiVIDK)

B Deiete SuMore

O Restore
=* Failover
=¥ Contintous Fallove

=» Test Faitover

Q
Details
Detalls =
Retalls
Detadly
Details

Details

Der kontinuierliche Failover-Prozess beginnt und sein Fortschritt kann Uber die Benutzeroberflache
Uberwacht werden. Wenn Sie im Abschnitt ,Aktueller Schritt auf das blaue Symbol klicken, wird ein

Popup-Fenster mit Details zum aktuellen Schritt des Failover-Prozesses angezeigt.



Failover und Failback

1. Nach einem Desaster im geschutzten Cluster der On-Premises-Umgebung (Teil- oder
Komplettausfall) kdnnen Sie nach Aufhebung der SnapMirror -Beziehung flr die jeweiligen
Anwendungsvolumes das Failover fir VMs mit Jetstream auslosen.

@ Replication

& B ] 4.78 cis =8 0 @ B ® I
= Vohuene Relationships Replicated Cupacity Currently Transterring Healihy Falted
3 velume Relatianships Qc

Hrakth Stedum © Soure Volurmeg g Target Valumn Total Tranader Time 2 Sty ¥ Miirreer State i Lt Suecessiul Trammier

cAdialin._SEEh
ol g May 5, N2, TROBMAPR

= Ecadragdly pods i A1 Sevonds ! S Teed

= Ptaphelained 2 ANFOVOCADEMD bedomran ikl g P 3,66 K8 B
L4 3

E e 56 gesdrsgihid sca6_copy Informaton

(=) E & maniaes 56 deconds wile stapmirroded

taphe-33008325 ANFEYDERD

% 3 m,&,‘

) peudrigliog seds geadr=qiog. scAt.copy 10 ritiLites 18 e e

Ei L ¥ { ir

= Ftaphcl-ad0dekils AHFLVDORORED secands Revirse RESTIC

< »
« ¥

Eit Schaedule

Ecii Max Transfer Rate

Update

Delete

@ Replication

= 3 o 4,78 cin 0 @ 3 ® 0

== volurne Relatlonships Beplicated Capacity Currently Trarsferting Healthy Failed

Break Relationship

3 Volume Relationsiips Q.
(= =]
Heanhstatus ¢|  Source volume Are you sure that you want to break the relationship between "gesdrsgldb_seds” and t| LostSuccemsful Trarsfer 4
"gesdrsqldb_scd_copy™?
@. grsdrsgldb_sci6 d May 5. 2022, 120834 PM
ntaphc-a300eguzs 33.66 KB

I Cancel
= gesdrsqlhld_scds 2 o May 5 2022120915 PN
— ntaphti-a300eSuz5 6354 KiB

O —

Arsdrsyliog scdG copy.

10 minutes 18 May 5. 2022, 12:08:34 Ph

@ iz.;::j-lr;‘:;jzs . ANFQVODRDEmO - seconds ki HeHIRrec 104,34 KiB
@ Dieser Schritt kann leicht automatisiert werden, um den Wiederherstellungsprozess zu
erleichtern.

2. Greifen Sie auf die Jetstream-Benutzeroberflache auf AVS SDDC (Zielseite) zu und l6sen Sie die
Failover-Option aus, um das Failover abzuschlief3en. Die Taskleiste zeigt den Fortschritt der Failover-
Aktivitaten an.

Im Dialogfenster, das nach Abschluss des Failovers angezeigt wird, kann die Failover-Aufgabe als
geplant angegeben oder als erzwungen angenommen werden.
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JebStream DR

Protected Domains Statistics Storage Sites  Appliances  Configurations Task Log

Select P 'D_Demo01 ¥ ‘awsll | + Create | Dwmr Suore
Continuous Rehydration In Progress ‘Cenfigurations Dotaily
Storage Site A ANFDemoblobreporec 2
Onwner Site REMOTE ( 172.21.253.160 )
328.01 GB/6.19GB S — SODC-Datacentar\ Clustar-1
Current Step Recover VMs' data from Storage Sitel) Point.in-time Recovery Disabled v
Protected Vs Setlings Alarms o 0
Q

VI Hame & Protection Status 4 Protection Mode & Details

GCS-DR-DC @ Recoveratie Write-Back(VMDK) etally i
GCS-DR-LinVid0 1 8 Recoverable Write-Back(VMDK) Detalls
GCS-DR-SCA @ Rocovarable Write-Back(VMDK) Dotalis
GCS-DR-S0L01 @ Recoverable Write-Back(VIMDK) Catails
GCS-DR-Winviao1 O Recoverable Write-Back(VMDK) Details

Complete Continuous Failover for Protected Domain
VM Network Mapping
A
Proiected VM Network 4 Recovery VI Network
VM350 DREfrelchSeg - o
o 0
o

[] Pranned Failaver

HB Fatce Failover

Some VIES guest credential are required because of nehwork configurabtion: Configure

Cancel Coampleds Fallover

Beim erzwungenen Failover wird davon ausgegangen, dass auf den primaren Standort nicht mehr
zugegriffen werden kann und der Besitz der geschiitzten Domane direkt vom
Wiederherstellungsstandort Gbernommen werden sollte.

Force Fallover

Force Fallover of Protected Domain reqguested, Administrator consent ks
required!

Complete gwnership of this Protectad Domain will be taken gver by this
Site.

Are you sure you want to continue?

Cancel Confirm




Complete Continuous Fallover for Protected Domain

VM Network Mapping
Protected VM Network & Recovery VM Network o
VM_3510 DRStratchSeg - )
O O
b W
Other Settings

|:| Planned Failover
Force Failover

Some VI's guest credenlial are required because of netwark configuration Configura

Cancel Complate Fail over I

3. Nach Abschluss des kontinuierlichen Failovers wird eine Meldung angezeigt, die den Abschluss der
Aufgabe bestatigt. Wenn die Aufgabe abgeschlossen ist, greifen Sie auf die wiederhergestellten VMs
zu, um ISCSI- oder NFS-Sitzungen zu konfigurieren.

Der Failover-Modus andert sich in ,Wird im Failover ausgefthrt* und der VM-Status ist

(D ~Wiederherstellbar®. Alle VMs der geschutzten Domane werden jetzt am
Wiederherstellungsstandort in dem durch die Failover-Runbook-Einstellungen
angegebenen Zustand ausgefiihrt.

Um die Failover-Konfiguration und -Infrastruktur zu Uberprufen, kann JetStream DR im
Testmodus (Option ,Test-Failover®) betrieben werden, um die Wiederherstellung

@ virtueller Maschinen und ihrer Daten aus dem Objektspeicher in eine
Testwiederherstellungsumgebung zu beobachten. Wenn ein Failover-Verfahren im
Testmodus ausgefiihrt wird, ahnelt sein Ablauf einem tatsachlichen Failover-Prozess.
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Continuous Rehydration Task Result

Tank Cormplated Suctassauly with wamings.

Frotected Domain GCSORPDOOZ

Vils Recovary Statis ShELESE With wamings
Totad Vs Rocovered &

WIS} with warning 2 by

GC SRecoveryD Stafus:

Pr-l_;‘:r.r'nl Exgcution Status 0 Mol selingd
Runbook Execubon Status. O Succeus
Post-scrpt Execution Status 0 ot defined

4. Nachdem die virtuellen Maschinen wiederhergestellt wurden, verwenden Sie die Speicher-
Notfallwiederherstellung fiir den In-Guest-Speicher. Um diesen Prozess zu demonstrieren, wird in
diesem Beispiel ein SQL-Server verwendet.

5. Melden Sie sich bei der wiederhergestellten SnapCenter VM auf AVS SDDC an und aktivieren Sie
den DR-Modus.

a. Greifen Sie Uber den Browser auf die SnapCenter -Benutzeroberflache zu.

W heeps //ges-desc s gesde.come 2146 P~ &X O ges-dr-sclbgesdecom

Il NetApp .

SnapCenter”

Usemame gcadqadunmmo

Password s

b. Navigieren Sie auf der Seite ,Einstellungen® zu ,Einstellungen > Globale Einstellungen >
Notfallwiederherstellung®.

c. Wahlen Sie ,Notfallwiederherstellung aktivieren* aus.

d. Klicken Sie auf ,Ubernehmen®.
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Global Settings Policias Isug ang Access ftoles Crodenzisl

Global Settings

Mmooy

Reports Hypenizor Settmgs @

Hhosts Notification Server Settings @ a0
Sinrage Systems Confrguration Settmgs @

Purge jobs Settngs )

Damain Settings B

CA Certificate Settings @

& Enable Disaster E‘e{a‘cewm

e. Uberpriifen Sie, ob der DR-Job aktiviert ist, indem Sie auf Uberwachen > Jobs klicken.

Fir die Speicher-Notfallwiederherstellung sollte NetApp SnapCenter 4.6 oder
héher verwendet werden. Fur friihere Versionen sollten anwendungskonsistente
@ Snapshots (mit SnapMirror repliziert) verwendet und eine manuelle
Wiederherstellung durchgefiihrt werden, falls friihere Sicherungen am
Notfallwiederherstellungsstandort wiederhergestellt werden mussen.

6. Stellen Sie sicher, dass die SnapMirror -Beziehung unterbrochen ist.

@ Replication

3 P 4.78 cis 0 3 0
Valume Relatlonships

Repticated Capacity Currenily Transferring Healihy Fllled

3 volume Relationships

Targat Volume ] Total Transfer Time = Status 2 Mirror State b Lusa successiul Transfor

pradregidh scag_copy

o codrogld scds
) g ANFCVODRDems & minutes 41 seconds idle broken-off

Maphc-a300e3uRS

May 5, 2022 120834 Ph
3366 KB

? i 30k gesdragihild_sedb_copy " 3
(':J Srdraic ol o p) 4 minutes 56 feconds idle braken-of Mm% 2022, 1EOETS PY
! ntaphcl-3300e5125 ANFCVOOROEMO b ginivia ’ 69.84 K8

gesdrigliog sc46 sdrsqlion_scdf copy

) "
= ataphe-2300edu2s AREGYC e

10 manutes 18 May 5. 2022, 120834 Ph
I broken-aft
seconts we en 104.34 kI8

7. Fugen Sie die LUN von Cloud Volumes ONTAP mit denselben Laufwerksbuchstaben an die
wiederhergestellte SQL-Gast-VM an.
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47 Disk Management — O x
File Action View Help
o mERI =KD

Volume i Layout I Type ] File System I Status | Capacity | Free Spa... ! % Free
— Simple Basic Healthy (R... 450 MB 450 MB 100 %
- Simple Basic Healthy (E... 99 MB 99 MB 100 %
- (C:) Simple Basic INTFS Healthy (B... 89.45GB 6703GB T73%
== BACKUP (G:) Simple Basic NTFS Healthy (P... 9.97GB 9.92 GB 99 %
== DATA (E) Simple Basic NTFS Healthy (P... 24.88 GB 2457GB 9%
== LOG (F:) Simple Basic NTFS Healthy (P.. 9.97GB 893 GB %0 %
o Q

8. Offnen Sie den iSCSI-Initiator, I6schen Sie die vorherige getrennte Sitzung und fiigen Sie das neue
Ziel zusammen mit Multipath fir die replizierten Cloud Volumes ONTAP Volumes hinzu.

iSCSI Initiator Properties X

Targets Discovery Favorite Targets Volumes and Devices RADIUS Configuration
Quick Connect

To discover and log on to a target using a basic connection, type the IP address or
DNS name of the target and then dick Quick Connect.

Target: Quick Connect..,
Discovered targets
Refresh |
Name Status

ign. 1992-08.com.netapp:sn. 547772ccc478 11ecbb62000... Connected
ign. 1992-08.com.netapp:sn.aeab78ab720011ec939800... RecnmEecthg

9. Stellen Sie sicher, dass alle Festplatten mit denselben Laufwerksbuchstaben verbunden sind, die vor
DR verwendet wurden.



= | ThisPC - m] X
Computer View -
- v~ 4 Bl ThisPC » ~ & Search This PC 2
v o Quick access v Folders (6)
= P o - Desktop r——é:] Deocuments
4 Downloads + E
| Documents +
& Pictures 2 :“ Downloads B -"ﬁ Music
> 3 ThisPC
o Pictures . Videos
» g Network L
« Devices and drives (4)
H Local Disk (C:) DATA (E5)
- = I
My 57,1 GB free of 89.4 GB " Wye#® 245 GB free of 24.8 GB
LOG (F) BACKUP (Gt)
Wy 257 GB free of .97 GB Mg 51 GE free of 9.97 GB
I 10 iterns ==
10. Starten Sie den MSSQL-Serverdienst neu.
J, Services - O X
File Action View Help
e |mEdcd= Hem »enw
SQL Server (MSSQLSERVER) Name - Description  Status  Startup Type  Log A
1€}, SQL Full-tex Filter Daemon ... Serviceto la.. Running  Manual NT
Stop the service - RUED Db o TS
Betant toe service &),5QL Server Agent (Mss¢  Start ning  Automatic  GCS
1€, QL Server Browser Stop ning  Automatic Loc
po— ), SQL Server CEIP service Pause® © ning  Automatic NT
escription: p ; . L
Provides storage, processing and {2 SQL Server lntegmt!on g Resume '"Ing Autnmat:c NT
controlled access of data, and rapid & SQL Server Integration £ Automatic NT
transaction processing. -ﬁ!. SQL Server V5SS Writer Automatic Loc
i€, SSDP Discovery Manual Lec
i€}, State Repository Service Manual Lec.
), Still Image Acquisition £ Manual Loc”
£}, Storage Service Manual (Trig... Loc
o'} Storage Tiers Managem Manual Loc
1} Superfetch Manual Loc
& Sync Host_df23a This service ... Running  Automatic (D... Lec
{23, System Event Notification 5... Monitors sy... Runnin Automatic Loc v
g
< >
\ Extended / Standard /
Stop and Start service SQL Server (MSSQLSERVER) on Local Computer

11. Stellen Sie sicher, dass die SQL-Ressourcen wieder online sind.
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_0,; SQLQueryl.sqgl - GCS-DR-SQL03.CarDB (GCSDC\adminnime (66])) - Microsoft SQL Server Management Studio (Administrator)
Filee' Edit View Query Project Tools Window Heip
: Bro-LRP BNevauey ARIQJIPR XD |D-C-1E -
{ | CarDB - beecute » vEEBE|FEP SB35
SQLQueryl.sgl - G...DC\adminnimo (66)) & X
Conniect ™ ® a T Script for SelectTopNRows command from SSMS  *====" /
s LA o ESELECT TOP (180@) [Id]
® Systern Databases ~ , [Name ]
4 Database Snapshots [Price]
- i CarDB FROM [CarDB].[dbo].[Cars]
+ Database Diagrams @ o
Tables
System Tables
FileTables
External Tables 100% -
Graph Tables EE Remuts R
=) FH dbo.Cars
id MName Price
+ Columns y
1 [1]ca1 1000 L
+ Keys A |
Constraints - 2 Gz 2000
Triggers 3 3 Ca3 3000
r: Indexes 4 4 Card 4000
¥ Statistics 5 5 Ca5 5000
LV - -
< > @) Query executed successfully.

@ Im Falle von NFS hangen Sie die Volumes mit dem Mount-Befehl an und aktualisieren
Sie die /etc/fstab Eintrage.

Ab diesem Zeitpunkt kann der Betrieb wieder aufgenommen werden und das Geschaft kann normal
weiterlaufen.

Auf der NSX-T-Seite kann ein separates dediziertes Tier-1-Gateway zum Simulieren
von Failover-Szenarien erstellt werden. Dadurch wird sichergestellt, dass alle
Workloads miteinander kommunizieren kdnnen, jedoch kein Datenverkehr in die

@ Umgebung hinein oder aus ihr heraus geleitet werden kann, sodass alle Triage-,
Eindammungs- oder Hartungsaufgaben ohne das Risiko einer Kreuzkontamination
durchgefuhrt werden kdnnen. Dieser Vorgang liegt aulRerhalb des Rahmens dieses
Dokuments, kann jedoch problemlos zur Simulation der Isolation durchgefuihrt werden.

Nachdem die primare Site wieder betriebsbereit ist, kbnnen Sie ein Failback durchfihren. Der VM-Schutz
wird von Jetstream wieder aufgenommen und die SnapMirror -Beziehung muss umgekehrt werden.

1. Stellen Sie die lokale Umgebung wieder her. Je nach Art des Katastrophenfalls kann es erforderlich
sein, die Konfiguration des geschiitzten Clusters wiederherzustellen und/oder zu Gberprifen.
Gegebenenfalls muss die JetStream DR-Software neu installiert werden.

2. Greifen Sie auf die wiederhergestellte lokale Umgebung zu, gehen Sie zur Jetstream DR-
Benutzeroberflache und wahlen Sie die entsprechende geschiitzte Doméne aus. Nachdem die

geschutzte Site fur das Failback bereit ist, wahlen Sie die Failback-Option in der Benutzeroberflache
aus.

Der vom CPT generierte Failback-Plan kann auch verwendet werden, um die
Ruckgabe der VMs und ihrer Daten aus dem Objektspeicher zuriick in die
urspringliche VMware-Umgebung zu initiieren.



JetStream DR

Protected Domains Statistics Storage Sites Appliances Configurations Task Log

Select Protected Domain: GCSDRPD_Demo01 ~ View all

Maode Running in Failover Configurations
Active Site (EEENRETRY  Storage Site
Owner Site

Recoverable / Total ViMs 414
Protected VMs Settings Alarms (ol e]

VM Name & Protection Status &

GCS-DR-DC @ Recoverable

GCS-DR-LinVMO1 © Recoverable

GCS-DR-SCA © Recoverable

GCS-DR-5QL01 @ Recoverable

GCS-DR-WinviMo1 @ Recoverable

@

| + Create ‘ | W Detete = More
] O Restore
£\ ANFCVODR
REMOTE { 1723 = Fallhacbt}
Q

Protection Mode & Details
Write-Back(VMDK) Details a
Write-Back{VMDK) Datails
Wirite-Back(VIMDK) Details
Write-Back{VMDK) Details

‘Write-Back(VMDK)

Geben Sie die maximale Verzdégerung an, nachdem die VMs am
Wiederherstellungsstandort angehalten und am geschitzten Standort neu gestartet

@ wurden. Die fir diesen Vorgang bendtigte Zeit umfasst die Fertigstellung der
Replikation nach dem Stoppen der Failover-VMs, die zum Bereinigen der

Detaile

Wiederherstellungssite benétigte Zeit und die zum Neuerstellen der VMs auf der
geschitzten Site bendtigte Zeit. NetApp empfiehlt 10 Minuten.

Failback Protected Domain

1. General 2a. Failback Settings 2b. VM Setlings
Failback Datacenter
Failback Cluster
Failback Resource Pool
VM Folder (Optional)
Failback Datastore
Maximum Defay After Stopping
Internal frbtwérk
External Replication Network
Management Network
Storage Site
DR Virtual Appliance
Replication Loa Storage

3. Recovery VA
A300-DataCenter
AZ00-Cluster

A300_NFS_vMation
10 Minutes
VM_187

vM_187

V_187
ANFCVODR
GCSDRVAQQZ
Idevisdb

4, DR Settings

Cancel

Back

5. Summary

s

| Failback ‘

3. Schlieen Sie den Failback-Prozess ab und bestatigen Sie anschlielend die Wiederaufnahme des

VM-Schutzes und der Datenkonsistenz.
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Failback Task Resuit

o Task Completed Successfully

Protected Domain

VMs Recovery Status

Total VMs Recovered

GCSRecovery03 Status:
Pre-script Execution Status
Runbook Execution Status

Post-script Execution Status
o o

GCSDRPDOD2
@ Success
4

© Not defined
© Success
© Not defined

4. Nachdem die VMs wiederhergestellt wurden, trennen Sie den sekundaren Speicher vom Host und
stellen Sie eine Verbindung zum primaren Speicher her.

Health Status = Source Volume

Target Volume

Total Transfer Time

Status

Mirror State

Last Successful Transfer

@ grsdrsqidh_scdé
ntaphci-a300e%u2s
@ gesdrsglhld_sc4s

ntaphcl-a300e%u2s

@ gesdrsgllog.scd6
ntaphck-a3tdedu2s

3
e Volume Relationships

3 volume Relationships

Health Status Source Volume

gesdragidh_scdb_copy
ANFCYODADemo

gesdragihld_sca6_copy

ANFOVODRDemo

gesdrsqllog scab_copy

ANFOVODRDemo

6.54 cis

Replicated Capacity

Target Volume

& minutes 41 seconds

4 minutes 56 seconds

10 minutes 18
seconds

0

Idte

idle

idle

Currently Transferring

Total Transfer Time

broken-off

broken-off

braken-off

3

Healthy

Mirror State

May 5, 2022, 12:08:34 Ph

33,66 KiB

Information

Resyne

Reverse Resync &
Edit Schedule

Edit Max Transfer Rate

Delate

0

Failed

Last Successful Transfer

@ gesdrsgldb_sc46
ntaphci-a300esu2s

gesdrsglhid.scdé_copy

@ ANFCVODRDemo

@ gesdrsgllog_scds
ntaphcl-a200e9u2s

5. Starten Sie den MSSQL-Serverdienst neu.

6. Uberprifen Sie, ob die SQL-Ressourcen wieder online sind.

gesdrsqldb_scé6_copy

ANFCVODRDemo

gesdrsqlhid_sc46
ntaphci-a300e5u2s

gesdrsqliog_scd6_copy
ANFCVODRDema

19 seconds

1 minute 46 seconds

51 seconds

idle

idle

idle

snapmirrored

snapmirrored

snapmirrored

May 6. 2022, 11 :GS:O&I\
5.73 MiB

May 6. 2022, 11:01:39 AN
800.76 MIB

May 6. 2022, 11:03:15 AN
7B5.8 MIB



I “ SQLQuery1.sql - GCS-DR-SQLO3.CarDB (GCSDC\adminnimo (66)) - Microsoft SQL Server Management Studio (Administrator)
File Edit View Query Project Tools Window Help

) OB 02 RGP | BNewuey R LR X T 2-C-\ 8| -
% | come | pEecte v VEBE|FEE ARED FE =0,

Object Explorer

SQLQueryl.sql - G...DC\adminnimo (66)) + X

= ¥ s Jp====== Script for SelectTopMRows command from SSMS ======/
Connect~ ¥ °¥ o : S SELECT TOP (10@@) [Id]
[+ System Databases ~ , [Name]
£ Database Snapshots . [Price]
= @ CarDB FROM [CarDB].[dbeo].[Cars]
i Database Diagrams (o] e)
=] Tables
i System Tables
3 FileTables
3 External Tables W00% -~
i Graph Tables =
: Resuts 2l Messages
% BB dbo.Cars
i id Name Price
| Views .
T External Resources 1 ] G | 1000
i Synonyms e 2 G2 200
i Programmability 3 3 Card 3000
¥ Service Broker 4 4 Card 4000
. Storage 5 5 Car5 5000
i Cariirity s
@ Query executed successiully.

Um ein Failback zum primaren Speicher durchzufiihren, stellen Sie sicher, dass die
@ Beziehungsrichtung dieselbe bleibt wie vor dem Failover, indem Sie einen
umgekehrten Resynchronisierungsvorgang durchfiihren.

Um die Rollen des primaren und sekundaren Speichers nach dem umgekehrten
Resynchronisierungsvorgang beizubehalten, fihren Sie den umgekehrten
Resynchronisierungsvorgang erneut durch.

Dieser Prozess ist auf andere Anwendungen wie Oracle, dhnliche Datenbankvarianten und alle anderen
Anwendungen anwendbar, die tUber den Gast verbundenen Speicher verwenden.

Testen Sie wie immer die Schritte zur Wiederherstellung der kritischen Workloads, bevor Sie sie in die
Produktion portieren.

Vorteile dieser Losung

* Verwendet die effiziente und stabile Replikation von SnapMirror.
« Stellt mit ONTAP Snapshot-Aufbewahrung alle verfuigbaren Zeitpunkte wieder her.

* FUr alle erforderlichen Schritte zur Wiederherstellung von Hunderten bis Tausenden von VMs ist eine
vollstandige Automatisierung verfligbar, angefangen bei den Schritten zur Speicher-, Rechen-, Netzwerk-
und Anwendungsvalidierung.

» SnapCenter verwendet Klonmechanismen, die das replizierte Volume nicht andern.

o Dadurch wird das Risiko einer Datenbeschadigung bei Volumes und Snapshots vermieden.
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> Vermeidet Replikationsunterbrechungen wahrend DR-Test-Workflows.

> Nutzt die DR-Daten fiir Workflows, die Uber DR hinausgehen, wie etwa Entwicklung/Test,
Sicherheitstests, Patch- und Upgrade-Tests und Fehlerbehebungstests.

* Durch die CPU- und RAM-Optimierung kénnen die Cloud-Kosten gesenkt werden, indem die
Wiederherstellung auf kleineren Computerclustern ermdglicht wird.
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