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TR 4942: Migrieren Sie Workloads mit VMware
HCX zum FSx ONTAP Datenspeicher

Ein haufiger Anwendungsfall fur VMware Cloud (VMC) auf Amazon Web Services (AWS)
mit seinem zusatzlichen NFS-Datenspeicher auf Amazon FSx ONTAP ist die Migration
von VMware-Workloads. VMware HCX ist eine bevorzugte Option und bietet
verschiedene Migrationsmethoden zum Verschieben lokaler virtueller Maschinen (VMs)
und ihrer Daten, die auf allen von VMware unterstiutzten Datenspeichern ausgefuhrt
werden, in VMC-Datenspeicher, einschliel3lich zusatzlicher NFS-Datenspeicher auf FSx
ONTAP.

Ubersicht: Migrieren virtueller Maschinen mit VMware HCX,
FSx ONTAP -Zusatzdatenspeichern und VMware Cloud

VMware HCX ist in erster Linie eine Mobilitatsplattform, die die Workload-Migration, die Workload-
Neuverteilung und die Geschéaftskontinuitat tber Clouds hinweg vereinfachen soll. Es ist Teil von VMware
Cloud auf AWS und bietet zahlreiche Mdglichkeiten zur Migration von Workloads und kann fir Disaster
Recovery (DR)-Vorgange verwendet werden.

Dieses Dokument bietet eine Schritt-fir-Schritt-Anleitung zum Bereitstellen und Konfigurieren von VMware
HCX, einschlieRlich aller Hauptkomponenten, vor Ort und auf der Cloud-Rechenzentrumsseite, wodurch
verschiedene VM-Migrationsmechanismen ermdglicht werden.

Weitere Informationen finden Sie unter "VMware HCX-Benutzerhandbuch" Und "Checkliste B installieren —
HCX mit einer VMware Cloud on AWS SDDC-Zielumgebung" .

Schritte auf hoher Ebene

Diese Liste enthalt die wichtigsten Schritte zum Installieren und Konfigurieren von VMware HCX:
1. Aktivieren Sie HCX fiir das VMC-Software-Defined Data Center (SDDC) tiber die VMware Cloud
Services Console.

2. Laden Sie das OVA-Installationsprogramm fiir den HCX Connector herunter und stellen Sie es auf
dem lokalen vCenter Server bereit.

Aktivieren Sie HCX mit einem Lizenzschlissel.
Koppeln Sie den lokalen VMware HCX Connector mit VMC HCX Cloud Manager.

Konfigurieren Sie das Netzwerkprofil, das Computeprofil und das Service Mesh.
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(Optional) Fuhren Sie eine Netzwerkerweiterung durch, um das Netzwerk zu erweitern und eine
erneute IP-Vergabe zu vermeiden.

~N

Uberprifen Sie den Geréatestatus und stellen Sie sicher, dass eine Migration maglich ist.
8. Migrieren Sie die VM-Workloads.


https://techdocs.broadcom.com/us/en/vmware-cis/hcx/vmware-hcx/4-10/vmware-hcx-user-guide-4-10.html
https://techdocs.broadcom.com/us/en/vmware-cis/hcx/vmware-hcx/4-10/getting-started-with-vmware-hcx-4-10/install-checklist-b-hcx-with-a-vmc-sddc-instance.html
https://techdocs.broadcom.com/us/en/vmware-cis/hcx/vmware-hcx/4-10/getting-started-with-vmware-hcx-4-10/install-checklist-b-hcx-with-a-vmc-sddc-instance.html

Voraussetzungen

Bevor Sie beginnen, stellen Sie sicher, dass die folgenden Voraussetzungen erflllt sind. Weitere
Informationen finden Sie unter "Vorbereitung der Installation” . Nachdem die Voraussetzungen,
einschlieBlich der Konnektivitat, erfullt sind, konfigurieren und aktivieren Sie HCX, indem Sie einen
Lizenzschlussel von der VMware HCX-Konsole bei VMC generieren. Nachdem HCX aktiviert wurde, wird
das vCenter-Plug-in bereitgestellt und kann zur Verwaltung Uber die vCenter-Konsole aufgerufen werden.

Die folgenden Installationsschritte missen abgeschlossen sein, bevor Sie mit der Aktivierung und
Bereitstellung von HCX fortfahren:

1. Verwenden Sie ein vorhandenes VMC SDDC oder erstellen Sie ein neues SDDC, indem Sie
Folgendes befolgen:"NetApp Link" oder das "VMware-Link" .

2. Der Netzwerkpfad von der lokalen vCenter-Umgebung zum VMC SDDC muss die Migration von VMs
mithilfe von vMotion unterstitzen.

3. Stellen Sie sicher, dass die erforderlichen "Firewall-Regeln und Ports" sind fur vMotion-Datenverkehr
zwischen dem lokalen vCenter Server und dem SDDC vCenter zulassig.

4. Das FSx ONTAP NFS-Volume sollte als zusatzlicher Datenspeicher im VMC SDDC gemountet
werden. Um die NFS-Datenspeicher an den entsprechenden Cluster anzuhangen, folgen Sie den
Schritten in diesem"NetApp Link" oder das "VMware-Link" .


https://techdocs.broadcom.com/us/en/vmware-cis/hcx/vmware-hcx/4-10/vmware-hcx-user-guide-4-10/preparing-for-hcx-installations.html
vmw-aws-vmc-setup.html
https://docs.vmware.com/en/VMware-Cloud-on-AWS/services/com.vmware.vmc-aws.getting-started/GUID-EF198D55-03E3-44D1-AC48-6E2ABA31FF02.html
https://techdocs.broadcom.com/us/en/vmware-cis/hcx/vmware-hcx/4-10/vmware-hcx-user-guide-4-10/preparing-for-hcx-installations/network-port-and-protocol-requirements.html
vmw-aws-vmc-nfs-ds-overview.html
https://docs.vmware.com/en/VMware-Cloud-on-AWS/services/com.vmware.vmc-aws-operations/GUID-D55294A3-7C40-4AD8-80AA-B33A25769CCA.html

High-Level-Architektur

Zu Testzwecken wurde die fiir diese Validierung verwendete lokale Laborumgebung Uber ein Site-to-Site-
VPN mit AWS VPC verbunden, was eine lokale Konnektivitat mit AWS und mit VMware Cloud SDDC uber
ein externes Transit-Gateway ermdglichte. Der Datenverkehr fir die HCX-Migration und
Netzwerkerweiterung flief3t Gber das Internet zwischen lokalen Standorten und dem VMware Cloud-Ziel-
SDDC. Diese Architektur kann so geandert werden, dass private virtuelle Schnittstellen von Direct
Connect verwendet werden.

Das folgende Bild zeigt die Architektur auf hoher Ebene.
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Losungsbereitstellung

Befolgen Sie die Schritte, um die Bereitstellung dieser Lésung abzuschliel3en:



Schritt 1: Aktivieren Sie HCX iiber VMC SDDC mithilfe der Add-Ons-Option

Fuhren Sie zur Durchflhrung der Installation die folgenden Schritte aus:

1. Melden Sie sich bei der VMC-Konsole an unter "vmc.vmware.com" und greifen Sie auf das Inventar

ZU.

2. Um das entsprechende SDDC auszuwahlen und auf Add-Ons zuzugreifen, klicken Sie auf ,Details

zum SDDC anzeigen® und wahlen Sie die Registerkarte ,Add-Ons* aus.

3. Klicken Sie auf ,Fir VMware HCX aktivieren®.

®
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4. Nachdem die Bereitstellung abgeschlossen ist, validieren Sie die Bereitstellung, indem Sie
bestatigen, dass HCX Manager und die zugehdrigen Plug-Ins in der vCenter-Konsole verfligbar sind.

5. Erstellen Sie die entsprechenden Management Gateway-Firewalls, um die fir den Zugriff auf HCX
Cloud Manager erforderlichen Ports zu 6ffnen. HCX Cloud Manager ist jetzt flir HCX-Vorgange bereit.


https://vmc.vmware.com/home

Schritt 2: Bereitstellen der OVA-Installationsdatei im lokalen vCenter Server

Damit der lokale Connector mit dem HCX Manager in VMC kommunizieren kann, stellen Sie sicher, dass
die entsprechenden Firewall-Ports in der lokalen Umgebung gedffnet sind.

1. Navigieren Sie von der VMC-Konsole zum HCX-Dashboard, gehen Sie zu ,Administration“ und
wahlen Sie die Registerkarte ,Systemaktualisierung” aus. Klicken Sie auf ,Download-Link fir das
OVA-Image des HCX Connector anfordern®.

2. Nachdem Sie den HCX Connector heruntergeladen haben, stellen Sie die OVA auf dem lokalen
vCenter Server bereit. Klicken Sie mit der rechten Maustaste auf ,vSphere-Cluster” und wahlen Sie
die Option ,OVF-Vorlage bereitstellen®.
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3. Geben Sie die erforderlichen Informationen in den Assistenten ,OVF-Vorlage bereitstellen ein,
klicken Sie auf ,Weiter* und dann auf ,Fertig stellen“, um die VMware HCX Connector OVA
bereitzustellen.

4. Schalten Sie die virtuelle Appliance manuell ein. Eine Schritt-flir-Schritt-Anleitung finden Sie unter
"VMware HCX-Benutzerhandbuch" .


https://docs.vmware.com/en/VMware-HCX/services/user-guide/GUID-BFD7E194-CFE5-4259-B74B-991B26A51758.html

Schritt 3: HCX Connector mit dem Lizenzschliissel aktivieren

Nachdem Sie die VMware HCX Connector OVA vor Ort bereitgestellt und die Appliance gestartet haben,
fuhren Sie die folgenden Schritte aus, um HCX Connector zu aktivieren. Generieren Sie den
Lizenzschlissel von der VMware HCX-Konsole bei VMC und geben Sie die Lizenz wahrend der
Einrichtung des VMware HCX-Connectors ein.

1.

Gehen Sie in der VMware Cloud Console zu ,Inventar®, wahlen Sie das SDDC aus und klicken Sie
auf ,Details anzeigen®. Klicken Sie auf der Registerkarte ,Add-Ons* in der Kachel ,VMware HCX" auf
,HCX offnen”.

Klicken Sie auf der Registerkarte ,Aktivierungsschliissel“ auf ,Aktivierungsschlissel erstellen®.
Wahlen Sie als Systemtyp ,HCX-Connector“ aus und klicken Sie auf ,Bestatigen®, um den Schlissel
zu generieren. Kopieren Sie den Aktivierungsschlissel.

Activation Keys L pank

Activation Keys

@ Fir jeden vor Ort bereitgestellten HCX-Connector ist ein separater Schliissel
erforderlich.

Melden Sie sich beim lokalen VMware HCX Connector an unter
"https://hcxconnectorIP:9443" mit Administratoranmeldeinformationen.

@ Verwenden Sie das wahrend der OVA-Bereitstellung definierte Kennwort.

Geben Sie im Abschnitt ,Lizenzierung® den in Schritt 2 kopierten Aktivierungsschlissel ein und
klicken Sie auf ,Aktivieren®.

@ Damit die Aktivierung erfolgreich abgeschlossen werden kann, muss der lokale HCX-
Connector Uber einen Internetzugang verfligen.

Geben Sie unter ,Rechenzentrumsstandort” den gewlinschten Speicherort fir die lokale Installation
des VMware HCX Managers an. Klicken Sie auf ,Weiter".

Aktualisieren Sie unter ,Systemname* den Namen und klicken Sie auf ,Fortfahren®.
Wahlen Sie ,Ja“ und dann ,Weiter*.

Geben Sie unter ,Verbinden Sie lhr vCenter* die IP-Adresse oder den vollqualifizierten
Doméanennamen (FQDN) und die Anmeldeinformationen fiir den vCenter-Server ein und klicken Sie
auf ,Fortfahren®.

@ Verwenden Sie den FQDN, um spatere Kommunikationsprobleme zu vermeiden.

Geben Sie unter ,SSO/PSC konfigurieren“ den FQDN oder die IP-Adresse des Platform Services
Controllers ein und klicken Sie auf ,Fortfahren®.



@ Geben Sie die IP-Adresse oder den FQDN des vCenter-Servers ein.

10. Uberprifen Sie, ob die Informationen richtig eingegeben wurden, und klicken Sie auf ,Neu starten*.

11. Nach Abschluss wird der vCenter Server grin angezeigt. Sowohl der vCenter Server als auch SSO

mussen Uber die richtigen Konfigurationsparameter verfiigen, die mit denen auf der vorherigen Seite
Ubereinstimmen sollten.

@ Dieser Vorgang sollte etwa 10—-20 Minuten dauern und das Plug-In sollte dem vCenter
Server hinzugefligt werden.
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Schritt 4: Koppeln Sie den lokalen VMware HCX Connector mit dem VMC HCX Cloud Manager

1. Um ein Site-Paar zwischen dem lokalen vCenter Server und dem VMC SDDC zu erstellen, melden
Sie sich beim lokalen vCenter Server an und greifen Sie auf das HCX vSphere Web Client Plug-in zu.
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2. Klicken Sie unter ,Infrastruktur auf ,Site-Paarung hinzufligen“. Geben Sie zur Authentifizierung der
Remote-Site die URL oder IP-Adresse des VMC HCX Cloud Managers und die
Anmeldeinformationen fir die CloudAdmin-Rolle ein.

@ HCX-Informationen kénnen von der SDDC-Einstellungsseite abgerufen werden.
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3. Klicken Sie auf ,Verbinden®, um die Site-Kopplung zu starten.

@ VMware HCX Connector muss Uber Port 443 mit der HCX Cloud Manager-IP
kommunizieren kénnen.

4. Nachdem die Kopplung erstellt wurde, ist die neu konfigurierte Site-Kopplung auf dem HCX-
Dashboard verfligbar.



Schritt 5: Konfigurieren Sie das Netzwerkprofil, das Compute-Profil und das Service Mesh

Das VMware HCX Interconnect (HCX-1X)-Gerat bietet sichere Tunnelfunktionen uber das Internet und
private Verbindungen zum Zielstandort, die Replikations- und vMotion-basierte Funktionen ermoglichen.
Die Verbindung bietet Verschllisselung, Verkehrstechnik und ein SD-WAN. Flhren Sie die folgenden
Schritte aus, um die HCI-IX Interconnect Appliance zu erstellen:

1. Wahlen Sie unter ,Infrastruktur” die Optionen ,Interconnect” > ,Multi-Site Service Mesh*“ > ,Compute-
Profile® > ,Compute-Profil erstellen” aus.

Rechenprofile enthalten die Rechen-, Speicher- und

@ Netzwerkbereitstellungsparameter, die zum Bereitstellen einer virtuellen Interconnect-
Appliance erforderlich sind. Sie geben auch an, auf welchen Teil des VMware-
Rechenzentrums der HCX-Dienst zugreifen kann.

Ausflihrliche Anweisungen finden Sie unter "Erstellen eines Compute-Profils" .
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2. Nachdem das Compute-Profil erstellt wurde, erstellen Sie das Netzwerkprofil, indem Sie Multi-Site
Service Mesh > Netzwerkprofile > Netzwerkprofil erstellen auswahlen.

3. Das Netzwerkprofil definiert einen Bereich von IP-Adressen und Netzwerken, die von HCX fiir seine
virtuellen Appliances verwendet werden.

@ Dies erfordert zwei oder mehr IP-Adressen. Diese IP-Adressen werden vom
Verwaltungsnetzwerk an virtuelle Appliances zugewiesen.
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https://techdocs.broadcom.com/us/en/vmware-cis/hcx/vmware-hcx/4-10/vmware-hcx-user-guide-4-10/configuring-and-managing-the-hcx-interconnect/configuring-the-hcx-service-mesh/create-a-compute-profile.html
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Ausflihrliche Anweisungen finden Sie unter "Erstellen eines Netzwerkprofils" .

@ Wenn Sie Uber das Internet eine Verbindung mit einem SD-WAN herstellen, missen
Sie im Abschnitt ,Netzwerk und Sicherheit* 6ffentliche IPs reservieren.

4. Um ein Service Mesh zu erstellen, wahlen Sie die Registerkarte ,Service Mesh* innerhalb der Option
.interconnect” und wahlen Sie lokale und VMC SDDC-Sites aus.

Das Service-Mesh erstellt ein lokales und ein Remote-Compute- und Netzwerkprofilpaar.

Teil dieses Prozesses ist die Bereitstellung von HCX-Geraten, die sowohl auf den
@ Quell- als auch auf den Zielstandorten automatisch konfiguriert werden und so ein
sicheres Transport-Fabric erstellen.

5. Wahlen Sie die Quell- und Remote-Compute-Profile aus und klicken Sie auf ,Fortfahren®.

11


https://techdocs.broadcom.com/us/en/vmware-cis/hcx/vmware-hcx/4-10/vmware-hcx-user-guide-4-10/configuring-and-managing-the-hcx-interconnect/configuring-the-hcx-service-mesh/create-a-network-profile.html

Create Service Mesh
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6. Wahlen Sie den zu aktivierenden Dienst aus und klicken Sie auf ,Weiter".
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@ Fir Replication Assisted vMotion Migration, SRM Integration und OS Assisted
Migration ist eine HCX Enterprise-Lizenz erforderlich.

7. Geben Sie dem Service Mesh einen Namen und klicken Sie auf ,Fertig stellen, um mit dem
Erstellungsprozess zu beginnen. Die Bereitstellung sollte etwa 30 Minuten dauern. Nachdem das

Service Mesh konfiguriert wurde, wurden die virtuelle Infrastruktur und das Netzwerk erstellt, die zum
Migrieren der Workload-VMs erforderlich sind.
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Schritt 6: Migrieren von Workloads

HCX bietet bidirektionale Migrationsdienste zwischen zwei oder mehr unterschiedlichen Umgebungen wie
lokalen Umgebungen und VMC SDDCs. Anwendungs-Workloads kénnen mithilfe einer Vielzahl von
Migrationstechnologien wie HCX-Massenmigration, HCX vMotion, HCX Cold Migration, HCX Replication
Assisted vMotion (verfugbar mit HCX Enterprise Edition) und HCX OS Assisted Migration (verfigbar mit
HCX Enterprise Edition) zu und von HCX-aktivierten Sites migriert werden.

Weitere Informationen zu verfiigbaren HCX-Migrationstechnologien finden Sie unter "VMware HCX-
Migrationstypen"

Das HCX-IX-Gerat verwendet den Mobility Agent-Dienst, um vMotion-, Cold- und Replication Assisted
vMotion (RAV)-Migrationen durchzufihren.

Die HCX-IX-Appliance fligt den Mobility Agent-Dienst als Hostobjekt im vCenter Server

@ hinzu. Die in diesem Objekt angezeigten Prozessor-, Speicher-, Speicher- und
Netzwerkressourcen stellen nicht den tatsachlichen Verbrauch auf dem physischen
Hypervisor dar, auf dem die IX-Appliance gehostet wird.

vSphere Chant

14


https://techdocs.broadcom.com/us/en/vmware-cis/hcx/vmware-hcx/4-10/vmware-hcx-user-guide-4-10/migrating-virtual-machines-with-vmware-hcx/vmware-hcx-migration-types.html
https://techdocs.broadcom.com/us/en/vmware-cis/hcx/vmware-hcx/4-10/vmware-hcx-user-guide-4-10/migrating-virtual-machines-with-vmware-hcx/vmware-hcx-migration-types.html

VMware HCX vMotion

In diesem Abschnitt wird der HCX vMotion-Mechanismus beschrieben. Diese Migrationstechnologie
verwendet das VMware vMotion-Protokoll, um eine VM zu VMC SDDC zu migrieren. Die
Migrationsoption vMotion wird zum Migrieren des VM-Status jeweils einer einzelnen VM verwendet.

Bei dieser Migrationsmethode kommt es zu keiner Dienstunterbrechung.

Die Netzwerkerweiterung sollte vorhanden sein (fir die Portgruppe, an die die VM
@ angeschlossen ist), um die VM zu migrieren, ohne dass eine Anderung der IP-
Adresse erforderlich ist.

1. Gehen Sie im lokalen vSphere-Client zu ,Inventar®, klicken Sie mit der rechten Maustaste auf die
zu migrierende VM und wahlen Sie ,HCX-Aktionen® > ,Zu HCX-Zielsite migrieren®.

2. Wabhlen Sie im Assistenten ,Virtuelle Maschine migrieren® die Remote-Site-Verbindung (Ziel-
VMC-SDDC) aus.

15
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4. Klicken Sie nach Abschluss der Validierungsprifungen auf ,Los", um die Migration zu starten.



Die vMotion-Ubertragung erfasst den aktiven Speicher der VM, ihren

@ Ausfihrungsstatus, ihre IP-Adresse und ihre MAC-Adresse. Weitere
Informationen zu den Anforderungen und Einschrankungen von HCX vMotion
finden Sie unter "VMware HCX vMotion und Cold Migration verstehen" .

5. Sie kdnnen den Fortschritt und den Abschluss von vMotion Uber das Dashboard ,HCX >
Migration“ Gberwachen.
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VMware Replication Assisted vMotion

Wie Sie vielleicht der VMware-Dokumentation entnommen haben, kombiniert VMware HCX
Replication Assisted vMotion (RAV) die Vorteile von Massenmigration und vMotion. Bei der
Massenmigration wird vSphere Replication verwendet, um mehrere VMs parallel zu migrieren. Die
VM wird wahrend der Umschaltung neu gestartet. HCX vMotion migriert ohne Ausfallzeiten, wird
jedoch seriell jeweils eine VM in einer Replikationsgruppe durchgefuhrt. RAV repliziert die VM
parallel und halt sie bis zum Umschaltfenster synchron. Wahrend des Umschaltvorgangs wird
jeweils eine VM migriert, ohne dass es zu Ausfallzeiten fir die VM kommt.

Der folgende Screenshot zeigt das Migrationsprofil als Replication Assisted vMotion.

Warkload Mobility
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Die Dauer der Replikation kann im Vergleich zur vMotion einer kleinen Anzahl von VMs langer sein.
Synchronisieren Sie mit RAV nur die Deltas und schlieRen Sie den Speicherinhalt ein. Nachfolgend
sehen Sie einen Screenshot des Migrationsstatus. Er zeigt, dass die Startzeit der Migration fir jede
VM gleich ist, die Endzeit jedoch unterschiedlich ist.

66O

o

Weitere Informationen zu den HCX-Migrationsoptionen und zur Migration von Workloads von lokalen
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Standorten zu VMware Cloud on AWS mithilfe von HCX finden Sie im "VMware HCX-Benutzerhandbuch"

@ VMware HCX vMotion erfordert eine Durchsatzkapazitat von 100 Mbit/s oder mehr.

@ Der Zieldatenspeicher von VMC FSx ONTAP muss Uber ausreichend Speicherplatz fiir die
Migration verfligen.

Abschluss

Unabhangig davon, ob Sie eine reine Cloud oder eine Hybrid-Cloud anstreben und Ihre Daten sich auf
Speichersystemen beliebiger Art/Anbieter vor Ort befinden, bieten Amazon FSx ONTAP und HCX
hervorragende Optionen zum Bereitstellen und Migrieren der Workloads bei gleichzeitiger Reduzierung der
Gesamtbetriebskosten, indem die Datenanforderungen nahtlos in die Anwendungsebene integriert werden.
Wabhlen Sie fur jeden Anwendungsfall VMC zusammen mit dem FSx ONTAP -Datenspeicher, um die Vorteile
der Cloud schnell zu nutzen, eine konsistente Infrastruktur und Vorgange vor Ort und in mehreren Clouds zu
nutzen, Workloads in beide Richtungen zu portieren und Kapazitat und Leistung auf Unternehmensniveau zu
erreichen. Es handelt sich um denselben bekannten Prozess und dieselben bekannten Verfahren, die zum
Verbinden des Speichers und Migrieren von VMs mithilfe der VMware vSphere-Replikation, VMware vMotion
oder sogar NFC-Kopie verwendet werden.

Imbiss

Zu den wichtigsten Punkten dieses Dokuments gehdren:

 Sie kénnen jetzt Amazon FSx ONTAP als Datenspeicher mit VMC SDDC verwenden.

* Sie kdnnen Daten problemlos von jedem lokalen Rechenzentrum zu VMC migrieren, das mit FSx ONTAP
-Datenspeicher lauft

+ Sie kdnnen den FSx ONTAP Datenspeicher problemlos vergréfRern und verkleinern, um die Kapazitats-
und Leistungsanforderungen wahrend der Migrationsaktivitat zu erfillen.

Wo Sie weitere Informationen finden

Weitere Informationen zu den in diesem Dokument beschriebenen Informationen finden Sie unter den
folgenden Website-Links:

* VMware Cloud-Dokumentation
"https://docs.vmware.com/en/VMware-Cloud-on-AWS/"

» Amazon FSx ONTAP Dokumentation
"https://docs.aws.amazon.com/fsx/latest/ ONTAPGuide"
VMware HCX-Benutzerhandbuch

* "https://techdocs.broadcom.com/us/en/vmware-cis/hcx/vmware-hcx/4-10/vmware-hcx-user-guide-4-
10.html"

19


https://techdocs.broadcom.com/us/en/vmware-cis/hcx/vmware-hcx/4-10/vmware-hcx-user-guide-4-10/migrating-virtual-machines-with-vmware-hcx.html
https://docs.vmware.com/en/VMware-Cloud-on-AWS/
https://docs.aws.amazon.com/fsx/latest/ONTAPGuide
https://techdocs.broadcom.com/us/en/vmware-cis/hcx/vmware-hcx/4-10/vmware-hcx-user-guide-4-10.html
https://techdocs.broadcom.com/us/en/vmware-cis/hcx/vmware-hcx/4-10/vmware-hcx-user-guide-4-10.html

Copyright-Informationen

Copyright © 2026 NetApp. Alle Rechte vorbehalten. Gedruckt in den USA. Dieses urheberrechtlich geschiitzte
Dokument darf ohne die vorherige schriftiche Genehmigung des Urheberrechtsinhabers in keiner Form und
durch keine Mittel — weder grafische noch elektronische oder mechanische, einschliel3lich Fotokopieren,
Aufnehmen oder Speichern in einem elektronischen Abrufsystem — auch nicht in Teilen, vervielfaltigt werden.

Software, die von urheberrechtlich geschitztem NetApp Material abgeleitet wird, unterliegt der folgenden
Lizenz und dem folgenden Haftungsausschluss:

DIE VORLIEGENDE SOFTWARE WIRD IN DER VORLIEGENDEN FORM VON NETAPP ZUR VERFUGUNG
GESTELLT, D. H. OHNE JEGLICHE EXPLIZITE ODER IMPLIZITE GEWAHRLEISTUNG, EINSCHLIESSLICH,
JEDOCH NICHT BESCHRANKT AUF DIE STILLSCHWEIGENDE GEWAHRLEISTUNG DER
MARKTGANGIGKEIT UND EIGNUNG FUR EINEN BESTIMMTEN ZWECK, DIE HIERMIT
AUSGESCHLOSSEN WERDEN. NETAPP UBERNIMMT KEINERLEI HAFTUNG FUR DIREKTE, INDIREKTE,
ZUFALLIGE, BESONDERE, BEISPIELHAFTE SCHADEN ODER FOLGESCHADEN (EINSCHLIESSLICH,
JEDOCH NICHT BESCHRANKT AUF DIE BESCHAFFUNG VON ERSATZWAREN ODER
-DIENSTLEISTUNGEN, NUTZUNGS-, DATEN- ODER GEWINNVERLUSTE ODER UNTERBRECHUNG DES
GESCHAFTSBETRIEBS), UNABHANGIG DAVON, WIE SIE VERURSACHT WURDEN UND AUF WELCHER
HAFTUNGSTHEORIE SIE BERUHEN, OB AUS VERTRAGLICH FESTGELEGTER HAFTUNG,
VERSCHULDENSUNABHANGIGER HAFTUNG ODER DELIKTSHAFTUNG (EINSCHLIESSLICH
FAHRLASSIGKEIT ODER AUF ANDEREM WEGE), DIE IN IRGENDEINER WEISE AUS DER NUTZUNG
DIESER SOFTWARE RESULTIEREN, SELBST WENN AUF DIE MOGLICHKEIT DERARTIGER SCHADEN
HINGEWIESEN WURDE.

NetApp behalt sich das Recht vor, die hierin beschriebenen Produkte jederzeit und ohne Vorankindigung zu
andern. NetApp Ubernimmt keine Verantwortung oder Haftung, die sich aus der Verwendung der hier
beschriebenen Produkte ergibt, es sei denn, NetApp hat dem ausdrticklich in schriftlicher Form zugestimmit.
Die Verwendung oder der Erwerb dieses Produkts stellt keine Lizenzierung im Rahmen eines Patentrechts,
Markenrechts oder eines anderen Rechts an geistigem Eigentum von NetApp dar.

Das in diesem Dokument beschriebene Produkt kann durch ein oder mehrere US-amerikanische Patente,
auslandische Patente oder anhangige Patentanmeldungen geschutzt sein.

ERLAUTERUNG ZU ,RESTRICTED RIGHTS*: Nutzung, Vervielfaltigung oder Offenlegung durch die US-
Regierung unterliegt den Einschrankungen gemaf Unterabschnitt (b)(3) der Klausel ,Rights in Technical Data
— Noncommercial ltems* in DFARS 252.227-7013 (Februar 2014) und FAR 52.227-19 (Dezember 2007).

Die hierin enthaltenen Daten beziehen sich auf ein kommerzielles Produkt und/oder einen kommerziellen
Service (wie in FAR 2.101 definiert) und sind Eigentum von NetApp, Inc. Alle technischen Daten und die
Computersoftware von NetApp, die unter diesem Vertrag bereitgestellt werden, sind gewerblicher Natur und
wurden ausschlie3lich unter Verwendung privater Mittel entwickelt. Die US-Regierung besitzt eine nicht
ausschlieBliche, nicht Gbertragbare, nicht unterlizenzierbare, weltweite, limitierte unwiderrufliche Lizenz zur
Nutzung der Daten nur in Verbindung mit und zur Unterstitzung des Vertrags der US-Regierung, unter dem
die Daten bereitgestellt wurden. Sofern in den vorliegenden Bedingungen nicht anders angegeben, durfen die
Daten ohne vorherige schriftliche Genehmigung von NetApp, Inc. nicht verwendet, offengelegt, vervielfaltigt,
geandert, aufgefiihrt oder angezeigt werden. Die Lizenzrechte der US-Regierung fir das US-
Verteidigungsministerium sind auf die in DFARS-Klausel 252.227-7015(b) (Februar 2014) genannten Rechte
beschrankt.

Markeninformationen

NETAPP, das NETAPP Logo und die unter http://www.netapp.com/TM aufgefihrten Marken sind Marken von
NetApp, Inc. Andere Firmen und Produktnamen kénnen Marken der jeweiligen Eigentiimer sein.

20


http://www.netapp.com/TM\

	TR 4942: Migrieren Sie Workloads mit VMware HCX zum FSx ONTAP Datenspeicher : NetApp public and hybrid cloud solutions
	Inhalt
	TR 4942: Migrieren Sie Workloads mit VMware HCX zum FSx ONTAP Datenspeicher
	Übersicht: Migrieren virtueller Maschinen mit VMware HCX, FSx ONTAP -Zusatzdatenspeichern und VMware Cloud
	Lösungsbereitstellung
	Abschluss
	Imbiss
	Wo Sie weitere Informationen finden


