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Notfallwiederherstellung mit BlueXP DRaa$S
Uberblick

Die Notfallwiederherstellung hat fur jeden VMware-Administrator oberste Prioritat. Da
VMware ganze Server in einer Reihe von Dateien kapselt, aus denen die virtuelle
Maschine besteht, nutzen Administratoren blockspeicherbasierte Techniken wie Klone,
Snapshots und Replikate, um diese VMs zu schutzen. ONTAP -Arrays bieten integrierte
Replikation zum Ubertragen von Volume-Daten und damit der virtuellen Maschinen, die
sich auf den angegebenen Datastore-LUNs befinden, von einem Standort zum anderen.
BlueXP DRaasS lasst sich in vSphere integrieren und automatisiert den gesamten
Workflow flr nahtloses Failover und Failback im Katastrophenfall. Durch die Kombination
von Speicherreplikation mit intelligenter Automatisierung verfigen Administratoren jetzt
uber eine handhabbare Maoglichkeit, Notfallwiederherstellungsplane nicht nur zu
konfigurieren, zu automatisieren und zu testen, sondern sie im Katastrophenfall auch
problemlos auszufthren.

Der zeitaufwandigste Teil eines DR-Failovers in einer VMware vSphere-Umgebung ist die Ausfiihrung der
Schritte, die zum Inventarisieren, Registrieren, Neukonfigurieren und Einschalten der VMs am DR-Standort
erforderlich sind. Eine ideale Losung hat sowohl einen niedrigen RPO (gemessen in Minuten) als auch einen
niedrigen RTO (gemessen in Minuten bis Stunden). Ein Faktor, der bei einer DR-LOsung oft Ubersehen wird, ist
die Moglichkeit, die DR-Lésung in regelmafRigen Abstanden effizient zu testen.

Berlicksichtigen Sie beim Entwerfen einer DR-Lésung die folgenden Faktoren:

» Das Wiederherstellungszeitziel (RTO). Die RTO gibt an, wie schnell sich ein Unternehmen von einem
Desaster erholen kann, oder genauer gesagt, wie lange es dauert, den Wiederherstellungsprozess
auszufuhren, um die Geschaftsdienste wieder verfligbar zu machen.

» Das Wiederherstellungspunkiziel (RPO). Das RPO gibt an, wie alt die wiederhergestellten Daten nach ihrer
Bereitstellung im Verhaltnis zum Zeitpunkt des Katastrophenfalls sind.

» Skalierbarkeit und Anpassungsfahigkeit. Zu diesem Faktor gehort die Moglichkeit, die Speicherressourcen
bei steigender Nachfrage schrittweise zu erweitern.

Weitere technische Informationen zu den verfiigbaren Lésungen finden Sie unter:

* "DR mit BlueXP DRaaS fiur NFS-Datenspeicher"
* "DR mit BlueXP DRaaS fur VMFS-Datenspeicher"

DR mit BlueXP DRaaS fur NFS-Datenspeicher

Die Implementierung einer Notfallwiederherstellung durch Blockreplikation vom
Produktionsstandort zum Notfallwiederherstellungsstandort ist eine robuste und
kostenglnstige Methode zum Schutz von Workloads vor Standortausfallen und
Datenbeschadigungen, wie beispielsweise Ransomware-Angriffen. Mithilfe der NetApp
SnapMirror Replikation kdnnen VMware-Workloads, die auf lokalen ONTAP -Systemen
mit NFS-Datenspeicher ausgefuhrt werden, auf ein anderes ONTAP Speichersystem
repliziert werden, das sich in einem dafur vorgesehenen Wiederherstellungs-



Rechenzentrum befindet, in dem auch VMware bereitgestellt wird.

In diesem Abschnitt des Dokuments wird die Konfiguration von BlueXP DRaaS zum Einrichten der
Notfallwiederherstellung fir lokale VMware-VMs an einem anderen bestimmten Standort beschrieben. Als Teil
dieser Einrichtung werden das BlueXP -Konto, der BlueXP Connector und die ONTAP Arrays im BlueXP
Arbeitsbereich hinzugefligt, die fir die Kommunikation von VMware vCenter mit dem ONTAP Speicher
erforderlich sind. Dartber hinaus wird in diesem Dokument detailliert beschrieben, wie die Replikation
zwischen Standorten konfiguriert wird und wie ein Wiederherstellungsplan eingerichtet und getestet wird. Der
letzte Abschnitt enthalt Anweisungen zum Durchfiihren eines vollstandigen Site-Failovers und zum Failback,
wenn die primare Site wiederhergestellt und online gestellt wurde.

Mithilfe des in die NetApp BlueXP Konsole integrierten BlueXP disaster recovery -Dienstes kénnen
Unternehmen ihre lokalen VMware vCenter- und ONTAP -Speicher problemlos ermitteln. Organisationen
kénnen dann Ressourcengruppierungen erstellen, einen Notfallwiederherstellungsplan erstellen, ihn mit
Ressourcengruppen verkntpfen und Failover und Failback testen oder ausfiihren. SnapMirror bietet
Blockreplikation auf Speicherebene, um die beiden Sites mit inkrementellen Anderungen auf dem neuesten
Stand zu halten, was zu einem Recovery Point Objective (RPO) von bis zu 5 Minuten fuhrt. Darlber hinaus ist
es moglich, Disaster-Recovery-Verfahren zu simulieren, ohne die Produktion zu beeintrachtigen oder
zusatzliche Speicherkosten zu verursachen.

BlueXP disaster recovery nutzt die FlexClone -Technologie von ONTAP, um eine platzsparende Kopie des
NFS-Datenspeichers vom letzten replizierten Snapshot auf der Disaster Recovery-Site zu erstellen. Nach
Abschluss des Disaster-Recovery-Tests kdnnen Kunden die Testumgebung problemlos I6schen, ohne die
tatsachlich replizierten Produktionsressourcen zu beeintrachtigen. Im Falle eines tatsachlichen Failovers
orchestriert der BlueXP disaster recovery -Dienst alle notwendigen Schritte, um die geschitzten virtuellen
Maschinen mit nur wenigen Klicks automatisch am vorgesehenen Disaster-Recovery-Standort hochzufahren.
Der Dienst kehrt auflerdem die SnapMirror -Beziehung zum primaren Standort um und repliziert bei Bedarf alle
Anderungen vom sekundaren zum primaren Standort fiir einen Failback-Vorgang. Alle diese Funktionen sind
im Vergleich zu anderen bekannten Alternativen zu einem Bruchteil der Kosten erhaltlich.

On-premises Data Center (Prod) On-premises Data Center (DR)
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Erste Schritte

Um mit der BlueXP disaster recovery zu beginnen, verwenden Sie die BlueXP -Konsole und greifen Sie dann
auf den Dienst zu.

1. Melden Sie sich bei BlueXP an.
2. Wabhlen Sie in der linken Navigationsleiste von BlueXP ,Schutz“ > ,Notfallwiederherstellung® aus.

3. Das BlueXP disaster recovery wird angezeigt.
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Stellen Sie vor der Konfiguration des Notfallwiederherstellungsplans sicher, dass die folgenden
Voraussetzungen erfiillt sind:
* BlueXP Connector wird in NetApp BlueXP eingerichtet.

* Die BlueXP Connector-Instanz verfugt tber eine Verbindung zum Quell- und Ziel-vCenter und den
Speichersystemen.

* NetApp Data ONTAP Cluster zur Bereitstellung von NFS-Datenspeichern.

* In BlueXP werden lokale NetApp -Speichersysteme hinzugefligt, die NFS-Datenspeicher fir VMware
hosten.

 Bei der Verwendung von DNS-Namen sollte eine DNS-Auflésung vorhanden sein. Andernfalls verwenden
Sie IP-Adressen fiir das vCenter.

» Die SnapMirror Replikation ist fir die angegebenen NFS-basierten Datenspeichervolumes konfiguriert.
« Stellen Sie sicher, dass die Umgebung Uber unterstiitzte Versionen von vCenter Server und ESXi-Servern
verflgt.

Sobald die Verbindung zwischen Quell- und Zielstandort hergestellt ist, fahren Sie mit den
Konfigurationsschritten fort. Dies sollte einige Klicks dauern und etwa 3 bis 5 Minuten dauern.



NetApp empfiehlt, den BlueXP Connector am Zielstandort oder an einem dritten Standort
@ bereitzustellen, damit der BlueXP Connector tber das Netzwerk mit Quell- und Zielressourcen
kommunizieren kann.
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BlueXP disaster recovery

Der erste Schritt bei der Vorbereitung der Notfallwiederherstellung besteht darin, die lokalen vCenter- und
Speicherressourcen zu ermitteln und zur BlueXP disaster recovery hinzuzuflgen.

Offnen Sie die BlueXP -Konsole und wéhlen Sie in der linken Navigation Schutz > Notfallwiederherstellung.
Wahlen Sie vCenter-Server ermitteln oder verwenden Sie das Hauptmenu. Wahlen Sie Sites > Hinzufiligen
> vCenter hinzufiigen.
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Fugen Sie die folgenden Plattformen hinzu:

* Quelle. Lokales vCenter.
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» Ziel. VMC SDDC vCenter.



M NetApp BlueXP
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Sobald die vCenter hinzugefiigt wurden, wird die automatische Erkennung ausgelost.

Konfigurieren der Speicherreplikation zwischen Quellstandort-Array und
Zielstandort-Array

SnapMirror bietet Datenreplikation in einer NetApp Umgebung. Die SnapMirror -Replikation basiert auf der
NetApp Snapshot-Technologie und ist aulerst effizient, da sie nur die Blocke repliziert, die seit dem letzten
Update gedndert oder hinzugefuigt wurden. SnapMirror I&sst sich einfach mithilfe des NetApp OnCommand
System Manager oder der ONTAP CLI konfigurieren. BlueXP DRaaS erstellt auch die SnapMirror -Beziehung,
sofern Cluster- und SVM-Peering zuvor konfiguriert wurden.

In Fallen, in denen der primare Speicher nicht vollstandig verloren geht, bietet SnapMirror eine effiziente
Méoglichkeit zur Neusynchronisierung der primaren und DR-Sites. SnapMirror kann die beiden Sites neu
synchronisieren und nur geanderte oder neue Daten von der DR-Site zuriick zur primaren Site Ubertragen,
indem einfach die SnapMirror Beziehungen umgekehrt werden. Dies bedeutet, dass Replikationsplane in
BlueXP DRaaS nach einem Failover in beide Richtungen neu synchronisiert werden kénnen, ohne das
gesamte Volume erneut zu kopieren. Wenn eine Beziehung in umgekehrter Richtung erneut synchronisiert
wird, werden nur neue Daten an das Ziel zurlickgesendet, die seit der letzten erfolgreichen Synchronisierung
der Snapshot-Kopie geschrieben wurden.

Wenn die SnapMirror -Beziehung fiir das Volume bereits tber CLI oder System Manager
(D konfiguriert ist, Gbernimmt BlueXP DRaaS die Beziehung und fahrt mit den restlichen Workflow-
Vorgangen fort.

So richten Sie es fur VMware Disaster Recovery ein

Der Vorgang zum Erstellen der SnapMirror Replikation bleibt fir jede Anwendung derselbe. Der Vorgang kann
manuell oder automatisiert erfolgen. Am einfachsten ist es, BlueXP zu nutzen, um die SnapMirror -Replikation
zu konfigurieren. Dazu ziehen Sie das Quell ONTAP -System in der Umgebung einfach per Drag & Drop auf
das Ziel, um den Assistenten zu starten, der Sie durch den Rest des Prozesses fiihrt.
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BlueXP DRaa$S kann dies auch automatisieren, sofern die folgenden beiden Kriterien erflillt sind:

* Quell- und Zielcluster haben eine Peer-Beziehung.
* Quell-SVM und Ziel-SVM haben eine Peer-Beziehung.
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@ Wenn die SnapMirror -Beziehung fur das Volume bereits Gber die CLI konfiguriert ist, Gbernimmt
BlueXP DRaaS die Beziehung und fahrt mit den restlichen Workflow-Vorgangen fort.



Was kann BlueXP disaster recovery fiir Sie tun?

Nachdem die Quell- und Zielsites hinzugefligt wurden, fiihrt die BlueXP disaster recovery eine automatische
Tiefenerkennung durch und zeigt die VMs zusammen mit den zugehoérigen Metadaten an. Die BlueXP disaster
recovery erkennt aulRerdem automatisch die von den VMs verwendeten Netzwerke und Portgruppen und fillt
sie.
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Nachdem die Sites hinzugefligt wurden, kdnnen VMs in Ressourcengruppen gruppiert werden. Mit den BlueXP
disaster recovery kénnen Sie eine Reihe abhangiger VMs in logische Gruppen gruppieren, die ihre
Startreihenfolgen und Startverzégerungen enthalten, die bei der Wiederherstellung ausgefihrt werden kénnen.
Um mit der Erstellung von Ressourcengruppen zu beginnen, navigieren Sie zu Ressourcengruppen und
klicken Sie auf Neue Ressourcengruppe erstellen.
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@ Die Ressourcengruppe kann auch beim Erstellen eines Replikationsplans erstellt werden.

Die Startreihenfolge der VMs kann wahrend der Erstellung von Ressourcengruppen mithilfe eines einfachen
Drag-and-Drop-Mechanismus definiert oder geandert werden.
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Sobald die Ressourcengruppen erstellt sind, besteht der nachste Schritt darin, den Ausfihrungsentwurf oder
einen Plan zur Wiederherstellung virtueller Maschinen und Anwendungen im Katastrophenfall zu erstellen. Wie
in den Voraussetzungen erwahnt, kann die SnapMirror Replikation im Voraus konfiguriert werden, oder DRaaS
kann sie mithilfe des RPO und der Aufbewahrungsanzahl konfigurieren, die bei der Erstellung des
Replikationsplans angegeben wurden.
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Konfigurieren Sie den Replikationsplan, indem Sie die Quell- und Ziel-vCenter-Plattformen aus der Dropdown-
Liste auswahlen und die Ressourcengruppen auswahlen, die in den Plan aufgenommen werden sollen,
zusammen mit der Gruppierung, wie Anwendungen wiederhergestellt und eingeschaltet werden sollen, und
der Zuordnung von Clustern und Netzwerken. Um den Wiederherstellungsplan zu definieren, navigieren Sie
zur Registerkarte Replikationsplan und klicken Sie auf Plan hinzufiigen.

Wahlen Sie zuerst das Quell-vCenter und dann das Ziel-vCenter aus.
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Der nachste Schritt besteht darin, vorhandene Ressourcengruppen auszuwahlen. Wenn keine
Ressourcengruppen erstellt wurden, hilft der Assistent dabei, die erforderlichen virtuellen Maschinen basierend
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auf den Wiederherstellungszielen zu gruppieren (im Wesentlichen funktionale Ressourcengruppen zu
erstellen). Dies hilft auch dabei, die Vorgangsreihenfolge fur die Wiederherstellung virtueller
Anwendungsmaschinen zu definieren.

M NetApp  Bluexp

Add ropiication pian = | wCpnipe Marvers e Applicabong .?i Resourcd mapeang 4 | Becurence 5 | Revarw

I-"'._j N TTRALIB0.168 Sy TTRILSAI80
S o LB | sesBDamioDedd

Vietusl machiras § Rewnuce groups Selecied resource groups 18 reoacate

= Q% t @ g Selecied resousce goup {1

Db RS EG 0

[ L e

Die Ressourcengruppe ermdéglicht das Festlegen der Startreihenfolge per Drag-and-Drop-
@ Funktion. Damit Iasst sich die Reihenfolge, in der die VMs wahrend des
Wiederherstellungsprozesses eingeschaltet werden, einfach andern.

@ Jede virtuelle Maschine innerhalb einer Ressourcengruppe wird der Reihe nach basierend auf
der Reihenfolge gestartet. Zwei Ressourcengruppen werden parallel gestartet.

Der folgende Screenshot zeigt die Option zum Filtern virtueller Maschinen oder bestimmter Datenspeicher
basierend auf organisatorischen Anforderungen, wenn nicht zuvor Ressourcengruppen erstellt wurden.
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Sobald die Ressourcengruppen ausgewahlt sind, erstellen Sie die Failover-Zuordnungen. Geben Sie in diesem
Schritt an, wie die Ressourcen aus der Quellumgebung dem Ziel zugeordnet werden. Dazu gehdéren
Rechenressourcen und virtuelle Netzwerke. IP-Anpassung, Pre- und Post-Skripte, Boot-Verzégerungen,
Anwendungskonsistenz und so weiter. Ausfiihrliche Informationen finden Sie unter"Erstellen eines
Replikationsplans" .
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https://docs.netapp.com/us-en/bluexp-disaster-recovery/use/drplan-create.html#select-applications-to-replicate-and-assign-resource-groups
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StandardmafRig werden fur Test- und Failovervorgange dieselben Zuordnungsparameter

@ verwendet. Um verschiedene Zuordnungen fiir die Testumgebung festzulegen, wahlen Sie die
Option , Testzuordnung® aus, nachdem Sie das Kontrollkastchen wie unten gezeigt deaktiviert
haben:
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Wabhlen Sie den Wiederholungstyp aus. Einfach ausgedruckt: Wahlen Sie ,Migrieren“ (einmalige Migration mit
Failover) oder die Option ,Wiederkehrende kontinuierliche Replikation®. In dieser exemplarischen
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Vorgehensweise ist die Option ,Replizieren“ ausgewahlt.
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Uberpriifen Sie anschlieBend die erstellten Zuordnungen und klicken Sie dann auf Plan hinzufiigen.

VMs aus verschiedenen Volumes und SVMs koénnen in einen Replikationsplan aufgenommen

@ werden. Abhangig von der VM-Platzierung (sei es auf demselben Volume oder einem separaten
Volume innerhalb derselben SVM, separate Volumes auf verschiedenen SVMs) erstellt die
BlueXP disaster recovery einen Consistency Group Snapshot.
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BlueXP DRaaS besteht aus den folgenden Workflows:

 Test-Failover (einschlie3lich regelmaRiger automatisierter Simulationen)
* Failovertest bereinigen

* Ausfallsicherung

* Failback

Testen des Failovers

Test-Failover in BlueXP DRaaS ist ein Betriebsverfahren, das es VMware-Administratoren ermdglicht, ihre
Wiederherstellungsplane vollstandig zu validieren, ohne ihre Produktionsumgebungen zu stéren.
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BlueXP DRaaS bietet die Mdglichkeit, den Snapshot als optionale Funktion im Test-Failover-Vorgang
auszuwahlen. Mit dieser Funktion kann der VMware-Administrator Gberprifen, ob alle kirzlich in der
Umgebung vorgenommenen Anderungen auf die Zielsite repliziert werden und somit wahrend des Tests
vorhanden sind. Zu diesen Anderungen gehéren Patches fiir das VM-Gastbetriebssystem
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Wenn der VMware-Administrator einen Test-Failover-Vorgang ausflihrt, automatisiert BlueXP DRaaS die
folgenden Aufgaben:

* Auslésen von SnapMirror -Beziehungen, um den Speicher am Zielstandort mit allen kirzlich am
Produktionsstandort vorgenommenen Anderungen zu aktualisieren.
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« Erstellen von NetApp FlexClone -Volumes der FlexVol -Volumes auf dem DR-Speicherarray.
» Verbinden der NFS-Datenspeicher in den FlexClone -Volumes mit den ESXi-Hosts am DR-Standort.
* Verbinden der VM-Netzwerkadapter mit dem wahrend der Zuordnung angegebenen Testnetzwerk.

* Neukonfigurieren der Netzwerkeinstellungen des VM-Gastbetriebssystems wie fir das Netzwerk am DR-
Standort definiert.

 Ausflhren aller benutzerdefinierten Befehle, die im Replikationsplan gespeichert wurden.

 Einschalten der VMs in der im Replikationsplan festgelegten Reihenfolge.

viphere Chenl

Fiorege

Bereinigungs-Failover-Testvorgang

Der Bereinigungs-Failover-Testvorgang wird ausgefihrt, nachdem der Replikationsplantest abgeschlossen
wurde und der VMware-Administrator auf die Bereinigungsaufforderung reagiert.
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Durch diese Aktion werden die virtuellen Maschinen (VMs) und der Status des Replikationsplans auf den
Bereitschaftszustand zurlickgesetzt.

Wenn der VMware-Administrator einen Wiederherstellungsvorgang durchfiihrt, fihrt BlueXP DRaaS den
folgenden Prozess durch:

1. Es schaltet jede wiederhergestellte VM in der FlexClone -Kopie aus, die zum Testen verwendet wurde.

2. Es l6scht das FlexClone Volume, das wahrend des Tests zum Prasentieren der wiederhergestellten VMs
verwendet wurde.

Geplante Migration und Failover

BlueXP DRaaS bietet zwei Methoden zur Durchflihrung eines echten Failovers: geplante Migration und
Failover. Bei der ersten Methode, der geplanten Migration, werden das Herunterfahren der VM und die
Synchronisierung der Speicherreplikation in den Prozess integriert, um die VMs wiederherzustellen oder
effektiv an den Zielstandort zu verschieben. Fir die geplante Migration ist Zugriff auf die Quellsite erforderlich.
Die zweite Methode, Failover, ist ein geplantes/ungeplantes Failover, bei dem die VMs am Zielstandort aus
dem letzten Speicherreplikationsintervall wiederhergestellt werden, das abgeschlossen werden konnte.
Abhangig vom RPO, das in die Lésung integriert wurde, ist im DR-Szenario mit einem gewissen Datenverlust
zu rechnen.
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Wenn der VMware-Administrator einen Failover-Vorgang durchfiihrt, automatisiert BlueXP DRaaS die
folgenden Aufgaben:

» Unterbrechen und Failover der NetApp SnapMirror -Beziehungen.
» Verbinden Sie die replizierten NFS-Datenspeicher mit den ESXi-Hosts am DR-Standort.
* Verbinden Sie die VM-Netzwerkadapter mit dem entsprechenden Zielstandortnetzwerk.

« Konfigurieren Sie die Netzwerkeinstellungen des VM-Gastbetriebssystems neu, wie flr das Netzwerk am
Zielstandort definiert.

» Fuhren Sie alle benutzerdefinierten Befehle (sofern vorhanden) aus, die im Replikationsplan gespeichert
wurden.

» Schalten Sie die VMs in der im Replikationsplan festgelegten Reihenfolge ein.

20



vaphare Chand

1 i Riae) Tlorge a3.06 G b
1 Vpivediel 4 ]
¥ R Wrbosd msc e
I s e LT fa el
— Y (erpstes
e

Failback

Ein Failback ist ein optionales Verfahren, das nach einer Wiederherstellung die urspriingliche Konfiguration der
Quell- und Zielsites wiederherstellt.
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Diletn

VMware-Administratoren kdnnen ein Failback-Verfahren konfigurieren und ausfiihren, wenn sie bereit sind, die
Dienste auf der urspriinglichen Quellsite wiederherzustellen.

HINWEIS: BlueXP DRaasS repliziert (resynchronisiert) alle Anderungen zurlick zur urspriinglichen virtuellen
Quellmaschine, bevor die Replikationsrichtung umgekehrt wird. Dieser Prozess beginnt mit einer Beziehung,
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deren Failover zu einem Ziel abgeschlossen ist, und umfasst die folgenden Schritte:
« Schalten Sie die virtuellen Maschinen aus und heben Sie die Registrierung auf. Die Volumes auf der
Zielsite werden ausgehangt.
» Unterbrechen Sie die SnapMirror -Beziehung zur Originalquelle, um Lese-/Schreibzugriff zu ermdglichen.
» Synchronisieren Sie die SnapMirror -Beziehung erneut, um die Replikation umzukehren.
* Mounten Sie das Volume auf der Quelle, schalten Sie die virtuellen Quellmaschinen ein und registrieren

Sie sie.

Weitere Informationen zum Zugriff auf und zur Konfiguration von BlueXP DRaaS finden Sie im"Erfahren Sie
mehr Uber BlueXP Disaster Recovery fur VMware" .

Uberwachung und Dashboard

Von BlueXP oder der ONTAP CLI aus kénnen Sie den Replikationszustand fir die entsprechenden
Datenspeichervolumes tUberwachen und den Status eines Failovers oder Testfailovers tber die
Jobiberwachung verfolgen.
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@ Wenn ein Auftrag gerade ausgefuhrt wird oder sich in der Warteschlange befindet und Sie ihn
stoppen mochten, kénnen Sie ihn mit der Option ,Abbrechen® abbrechen.

Mit dem BlueXP disaster recovery kdnnen Sie den Status von Notfallwiederherstellungsstandorten und
Replikationsplanen zuverlassig bewerten. Dadurch kénnen Administratoren schnell fehlerfreie, nicht
verbundene oder beeintrachtigte Sites und Plane identifizieren.
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Dies bietet eine leistungsstarke L6sung zur Handhabung eines mafgeschneiderten und individuellen
Notfallwiederherstellungsplans. Das Failover kann als geplantes Failover oder per Mausklick erfolgen, wenn
ein Notfall eintritt und die Entscheidung zur Aktivierung der DR-Site getroffen wird.

Um mehr Gber diesen Prozess zu erfahren, kdnnen Sie sich gerne das ausfiihrliche Walkthrough-Video
ansehen oder die"Losungssimulator” .

DR mit BlueXP DRaas$ fur VMFS-Datenspeicher

Die Notfallwiederherstellung mithilfe der Blockebenenreplikation vom Produktionsstandort
zum Notfallwiederherstellungsstandort ist eine robuste und kostengunstige Moglichkeit,
die Workloads vor Standortausfallen und Datenbeschadigungen wie Ransomware-
Angriffen zu schitzen. Mit der NetApp SnapMirror Replikation kdnnen VMware-
Workloads, die auf lokalen ONTAP -Systemen mit VMFS-Datenspeicher ausgefuhrt
werden, auf ein anderes ONTAP Speichersystem in einem dafur vorgesehenen
Wiederherstellungs-Rechenzentrum repliziert werden, in dem sich VMware befindet.

In diesem Abschnitt des Dokuments wird die Konfiguration von BlueXP DRaaS zum Einrichten der
Notfallwiederherstellung fiir lokale VMware-VMs an einem anderen bestimmten Standort beschrieben. Als Tell
dieser Einrichtung werden das BlueXP -Konto, der BlueXP Connector und die ONTAP Arrays im BlueXP
Arbeitsbereich hinzugeflgt, die fur die Kommunikation von VMware vCenter mit dem ONTAP Speicher
erforderlich sind. Dartber hinaus wird in diesem Dokument detailliert beschrieben, wie die Replikation
zwischen Standorten konfiguriert wird und wie ein Wiederherstellungsplan eingerichtet und getestet wird. Der
letzte Abschnitt enthalt Anweisungen zum Durchfiihren eines vollstandigen Site-Failovers und zum Failback,
wenn die primare Site wiederhergestellt und online gestellt wurde.

Mithilfe des BlueXP disaster recovery -Dienstes, der in die NetApp BlueXP Konsole integriert ist, kbnnen
Kunden ihre lokalen VMware vCenter zusammen mit ONTAP Speicher ermitteln, Ressourcengruppierungen
erstellen, einen Disaster-Recovery-Plan erstellen, ihn mit Ressourcengruppen verknipfen und Failover und
Failback testen oder ausfiihren. SnapMirror bietet Blockreplikation auf Speicherebene, um die beiden Sites mit
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inkrementellen Anderungen auf dem neuesten Stand zu halten, was zu einem RPO von bis zu 5 Minuten fiihrt.
Dariiber hinaus ist es méglich, DR-Verfahren als regulare Ubung zu simulieren, ohne die Produktion und die
replizierten Datenspeicher zu beeintrachtigen oder zusatzliche Speicherkosten zu verursachen. Die BlueXP
disaster recovery nutzt die FlexClone -Technologie von ONTAP, um eine platzsparende Kopie des VMFS-
Datenspeichers aus dem letzten replizierten Snapshot auf der DR-Site zu erstellen. Sobald der DR-Test
abgeschlossen ist, kdnnen Kunden die Testumgebung einfach I6schen, wiederum ohne Auswirkungen auf die
tatsachlich replizierten Produktionsressourcen. Wenn ein tatsachlicher Failover (geplant oder ungeplant)
erforderlich ist, orchestriert der BlueXP disaster recovery mit wenigen Klicks alle erforderlichen Schritte, um die
geschutzten virtuellen Maschinen automatisch am vorgesehenen Notfallwiederherstellungsstandort
hochzufahren. Der Dienst kehrt auRerdem die SnapMirror -Beziehung zum primaren Standort um und repliziert
bei Bedarf alle Anderungen vom sekundaren zum primaren Standort fiir einen Failback-Vorgang. All dies kann
im Vergleich zu anderen bekannten Alternativen zu einem Bruchteil der Kosten erreicht werden.
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Erste Schritte

Um mit der BlueXP disaster recovery zu beginnen, verwenden Sie die BlueXP -Konsole und greifen Sie dann
auf den Dienst zu.

1. Melden Sie sich bei BlueXP an.
2. Wahlen Sie in der linken Navigationsleiste von BlueXP ,Schutz” > ,Notfallwiederherstellung® aus.

3. Das BlueXP disaster recovery wird angezeigt.
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Stellen Sie vor der Konfiguration des Notfallwiederherstellungsplans sicher, dass die folgenden
Voraussetzungen erfillt sind:

* BlueXP Connector wird in NetApp BlueXP eingerichtet. Der Connector sollte in AWS VPC bereitgestellt
werden.

* Die BlueXP Connector-Instanz verfugt tber eine Verbindung zum Quell- und Ziel-vCenter und den
Speichersystemen.

* In BlueXP werden lokale NetApp -Speichersysteme hinzugeflgt, die VMFS-Datenspeicher fir VMware
hosten.

* Bei der Verwendung von DNS-Namen sollte eine DNS-Auflésung vorhanden sein. Andernfalls verwenden
Sie IP-Adressen fir das vCenter.

» Die SnapMirror Replikation ist fir die angegebenen VMFS-basierten Datenspeichervolumes konfiguriert.

Sobald die Verbindung zwischen Quell- und Zielstandort hergestellt ist, fahren Sie mit den
Konfigurationsschritten fort. Dies sollte etwa 3 bis 5 Minuten dauern.

NetApp empfiehlt, den BlueXP Connector am Disaster-Recovery-Standort oder an einem dritten
@ Standort bereitzustellen, damit der BlueXP Connector bei tatsachlichen Ausfallen oder
Naturkatastrophen Uber das Netzwerk mit Quell- und Zielressourcen kommunizieren kann.
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Die Unterstltzung fur lokale VMFS-Datenspeicher befindet sich beim Schreiben dieses
@ Dokuments in der Technologievorschau. Die Funktion wird sowohl mit FC- als auch mit ISCSI-
Protokoll-basierten VMFS-Datenspeichern unterstitzt.

BlueXP disaster recovery

Der erste Schritt bei der Vorbereitung der Notfallwiederherstellung besteht darin, die lokalen vCenter- und
Speicherressourcen zu ermitteln und zur BlueXP disaster recovery hinzuzufligen.

Stellen Sie sicher, dass die ONTAP Speichersysteme der Arbeitsumgebung innerhalb des
@ Canvas hinzugefiigt werden. Offnen Sie die BlueXP -Konsole und wéhlen Sie in der linken

Navigation Schutz > Notfallwiederherstellung. Wahlen Sie vCenter-Server ermitteln oder

verwenden Sie das Hauptmeni. Wahlen Sie Sites > Hinzufiigen > vCenter hinzufiigen.
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Sobald die vCenter hinzugefligt wurden, wird die automatische Erkennung ausgelost.

Konfigurieren der Speicherreplikation zwischen Quell- und Zielstandort

SnapMirror nutzt ONTAP -Snapshots, um die Datentibertragung von einem Ort zum anderen zu verwalten.
Zunachst wird eine vollstandige Kopie basierend auf einem Snapshot des Quellvolumes auf das Ziel kopiert,
um eine Basissynchronisierung durchzuftihren. Wenn an der Quelle Datenanderungen auftreten, wird ein
neuer Snapshot erstellt und mit dem Basis-Snapshot verglichen. Die Blécke, bei denen Anderungen
festgestellt wurden, werden dann zum Ziel repliziert, wobei der neuere Snapshot zur aktuellen Basislinie oder
zum neuesten gemeinsamen Snapshot wird. Dadurch kann der Vorgang wiederholt und inkrementelle Updates
an das Ziel gesendet werden.

Wenn eine SnapMirror -Beziehung hergestellt wurde, befindet sich das Zielvolume in einem
schreibgeschutzten Online-Zustand und ist daher weiterhin zuganglich. SnapMirror arbeitet mit physischen
Speicherblécken und nicht auf Datei- oder anderer logischer Ebene. Dies bedeutet, dass das Zielvolume eine
identische Replik des Quellvolumes ist, einschlief3lich Snapshots, Volumeeinstellungen usw. Wenn ONTAP
Speicherplatzeffizienzfunktionen wie Datenkomprimierung und Datendeduplizierung vom Quellvolume
verwendet werden, behalt das replizierte Volume diese Optimierungen bei.

Durch das Aufheben der SnapMirror Beziehung wird das Zielvolume beschreibbar und wird normalerweise
zum Durchfliihren eines Failovers verwendet, wenn SnapMirror zum Synchronisieren von Daten mit einer DR-
Umgebung verwendet wird. SnapMirror ist so ausgereift, dass die am Failover-Standort gednderten Daten
effizient mit dem primaren System resynchronisiert werden kdnnen, falls dieses spater wieder online geht.
Anschlielend kann die urspriingliche SnapMirror Beziehung wiederhergestellt werden.

So richten Sie es fiir VMware Disaster Recovery ein

Der Vorgang zum Erstellen der SnapMirror Replikation bleibt fiir jede Anwendung derselbe. Der Vorgang kann
manuell oder automatisiert erfolgen. Am einfachsten ist es, BlueXP zu nutzen, um die SnapMirror -Replikation
zu konfigurieren. Dazu ziehen Sie das Quell ONTAP -System in der Umgebung einfach per Drag & Drop auf
das Ziel, um den Assistenten zu starten, der Sie durch den Rest des Prozesses flhrt.
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BlueXP DRaa$S kann dies auch automatisieren, sofern die folgenden beiden Kriterien erflillt sind:

* Quell- und Zielcluster haben eine Peer-Beziehung.
* Quell-SVM und Ziel-SVM haben eine Peer-Beziehung.
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Wenn die SnapMirror -Beziehung fiir das Volume bereits Gber die CLI konfiguriert ist, Gbernimmt
BlueXP DRaaS die Beziehung und fahrt mit den restlichen Workflow-Vorgangen fort.
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Abgesehen von den oben genannten Ansatzen kann die SnapMirror Replikation auch Uber

@ ONTAP CLI oder System Manager erstellt werden. Unabhangig vom Ansatz, der zum
Synchronisieren der Daten mit SnapMirror verwendet wird, orchestriert BlueXP DRaaS den
Workflow flr nahtlose und effiziente Disaster-Recovery-Vorgange.

Was kann BlueXP disaster recovery fur Sie tun?

Nachdem die Quell- und Zielsites hinzugefligt wurden, fiihrt die BlueXP disaster recovery eine automatische
Tiefenerkennung durch und zeigt die VMs zusammen mit den zugehdérigen Metadaten an. Die BlueXP disaster

recovery erkennt auRerdem automatisch die von den VMs verwendeten Netzwerke und Portgruppen und fullt
sie.
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Nachdem die Sites hinzugefligt wurden, kénnen VMs in Ressourcengruppen gruppiert werden. Mit den BlueXP
disaster recovery konnen Sie eine Reihe abhangiger VMs in logische Gruppen gruppieren, die ihre
Startreihenfolgen und Startverzégerungen enthalten, die bei der Wiederherstellung ausgefiihrt werden kénnen.
Um mit der Erstellung von Ressourcengruppen zu beginnen, navigieren Sie zu Ressourcengruppen und
klicken Sie auf Neue Ressourcengruppe erstellen.
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CD Die Ressourcengruppe kann auch beim Erstellen eines Replikationsplans erstellt werden.

Die Startreihenfolge der VMs kann wahrend der Erstellung von Ressourcengruppen mithilfe eines einfachen
Drag-and-Drop-Mechanismus definiert oder geandert werden.
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Sobald die Ressourcengruppen erstellt sind, besteht der nachste Schritt darin, den Ausfiihrungsentwurf oder
einen Plan zur Wiederherstellung virtueller Maschinen und Anwendungen im Katastrophenfall zu erstellen. Wie
in den Voraussetzungen erwahnt, kann die SnapMirror Replikation im Voraus konfiguriert werden, oder DRaaS
kann sie mithilfe des RPO und der Aufbewahrungsanzahl konfigurieren, die bei der Erstellung des
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Replikationsplans angegeben wurden.
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Konfigurieren Sie den Replikationsplan, indem Sie die Quell- und Ziel-vCenter-Plattformen aus der Dropdown-
Liste auswahlen und die Ressourcengruppen auswahlen, die in den Plan aufgenommen werden sollen,

zusammen mit der Gruppierung, wie Anwendungen wiederhergestellt und eingeschaltet werden sollen, und
der Zuordnung von Clustern und Netzwerken. Um den Wiederherstellungsplan zu definieren, navigieren Sie

zur Registerkarte Replikationsplan und klicken Sie auf Plan hinzufiigen.

Wahlen Sie zuerst das Quell-vCenter und dann das Ziel-vCenter aus.
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Der nachste Schritt besteht darin, vorhandene Ressourcengruppen auszuwahlen. Wenn keine
Ressourcengruppen erstellt wurden, hilft der Assistent dabei, die erforderlichen virtuellen Maschinen basierend
auf den Wiederherstellungszielen zu gruppieren (im Wesentlichen funktionale Ressourcengruppen zu

erstellen). Dies hilft auch dabei, die Vorgangsreihenfolge fir die Wiederherstellung virtueller
Anwendungsmaschinen zu definieren.
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Die Ressourcengruppe ermoglicht das Festlegen der Startreihenfolge per Drag-and-Drop-
@ Funktion. Damit Iasst sich die Reihenfolge, in der die VMs wahrend des
Wiederherstellungsprozesses eingeschaltet werden, einfach andern.
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@ Jede virtuelle Maschine innerhalb einer Ressourcengruppe wird der Reihe nach basierend auf
der Reihenfolge gestartet. Zwei Ressourcengruppen werden parallel gestartet.

Der folgende Screenshot zeigt die Option zum Filtern virtueller Maschinen oder bestimmter Datenspeicher
basierend auf organisatorischen Anforderungen, wenn nicht zuvor Ressourcengruppen erstellt wurden.
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Sobald die Ressourcengruppen ausgewahlt sind, erstellen Sie die Failover-Zuordnungen. Geben Sie in diesem
Schritt an, wie die Ressourcen aus der Quellumgebung dem Ziel zugeordnet werden. Dazu gehéren
Rechenressourcen und virtuelle Netzwerke. IP-Anpassung, Pre- und Post-Skripte, Boot-Verzégerungen,
Anwendungskonsistenz und so weiter. Ausfuhrliche Informationen finden Sie unter"Erstellen eines
Replikationsplans" .
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StandardmafRig werden fiur Test- und Failovervorgange dieselben Zuordnungsparameter
@ verwendet. Um verschiedene Zuordnungen fiir die Testumgebung anzuwenden, wahlen Sie die
Option , Testzuordnung® aus, nachdem Sie das Kontrollkastchen wie unten gezeigt deaktiviert
haben:
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Klicken Sie nach Abschluss der Ressourcenzuordnung auf ,Weiter*.
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Wahlen Sie den Wiederholungstyp aus. Einfach ausgedrickt: Wahlen Sie ,Migrieren® (einmalige Migration mit
Failover) oder die Option ,Wiederkehrende kontinuierliche Replikation®. In dieser exemplarischen
Vorgehensweise ist die Option ,Replizieren“ ausgewahlt.
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Uberpriifen Sie anschlieBend die erstellten Zuordnungen und klicken Sie dann auf ,Plan hinzufiigen®.
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Sobald der Replikationsplan erstellt ist, kann je nach Bedarf ein Failover durchgefiihrt werden, indem die
Failover-Option, die Test-Failover-Option oder die Migrationsoption ausgewahlt wird. BlueXP disaster recovery
stellt sicher, dass der Replikationsprozess planmaRig alle 30 Minuten ausgefihrt wird. Wahrend der Failover-
und Test-Failover-Optionen kdnnen Sie die aktuellste SnapMirror -Snapshot-Kopie verwenden oder eine
bestimmte Snapshot-Kopie aus einer Point-in-Time-Snapshot-Kopie auswahlen (gemaf der
Aufbewahrungsrichtlinie von SnapMirror). Die Point-in-Time-Option kann sehr hilfreich sein, wenn es zu einem
Korruptionsereignis wie Ransomware kommt, bei dem die aktuellsten Replikate bereits kompromittiert oder
verschlUsselt sind. BlueXP disaster recovery zeigt alle verfigbaren Wiederherstellungspunkte an.
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Um ein Failover oder ein Test-Failover mit der im Replikationsplan angegebenen Konfiguration auszulésen,
klicken Sie auf Failover oder Test-Failover.
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Was passiert wahrend eines Failovers oder Test-Failover-Vorgangs?
Wahrend eines Test-Failover-Vorgangs erstellt die BlueXP disaster recovery mithilfe der neuesten Snapshot-

Kopie oder eines ausgewahlten Snapshots des Ziel-Volumes ein FlexClone -Volume auf dem Ziel ONTAP
-Speichersystem.
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Ein Test-Failover-Vorgang erstellt ein geklontes Volume auf dem Ziel ONTAP -Speichersystem.

Das Ausfiihren eines Testwiederherstellungsvorgangs hat keine Auswirkungen auf die
SnapMirror Replikation.
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Wahrend des Vorgangs ordnet BlueXP disaster recovery das urspriingliche Zielvolume nicht zu. Stattdessen
wird aus dem ausgewahlten Snapshot ein neues FlexClone Volume erstellt und ein temporarer Datenspeicher,
der das FlexClone Volume untersttitzt, wird den ESXi-Hosts zugeordnet.
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Wenn der Test-Failover-Vorgang abgeschlossen ist, kann der Bereinigungsvorgang mit "Failover-Test
bereinigen™ ausgeldst werden. Wahrend dieses Vorgangs zerstort die BlueXP disaster recovery das
FlexClone -Volume, das bei diesem Vorgang verwendet wurde.

Im Falle eines echten Katastrophenfalls flhrt die BlueXP disaster recovery die folgenden Schritte aus:

1. Bricht die SnapMirror -Beziehung zwischen den Sites ab.
2. Mountet das VMFS-Datenspeichervolume nach der Neusignierung zur sofortigen Verwendung.
3. Registrieren der VMs

4. VMs einschalten
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Sobald die primare Site betriebsbereit ist, ermdglicht die BlueXP disaster recovery die umgekehrte
Neusynchronisierung flir SnapMirror und ermdglicht ein Failback, das ebenfalls per Mausklick ausgefiihrt

werden kann.
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Und wenn die Migrationsoption gewahlt wird, wird dies als geplantes Failover-Ereignis betrachtet. In diesem
Fall wird ein zusatzlicher Schritt ausgeldst, der darin besteht, die virtuellen Maschinen am Quellstandort
herunterzufahren. Die restlichen Schritte bleiben dieselben wie beim Failover-Ereignis.

Von BlueXP oder der ONTAP CLI aus kénnen Sie den Replikationszustand flr die entsprechenden
Datenspeichervolumes tUberwachen und den Status eines Failovers oder Testfailovers tber die
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Dies bietet eine leistungsstarke Lésung zur Handhabung eines malRgeschneiderten und individuellen
Notfallwiederherstellungsplans. Das Failover kann als geplantes Failover oder per Mausklick erfolgen, wenn
ein Notfall eintritt und die Entscheidung zur Aktivierung der DR-Site getroffen wird.

Um mehr Gber diesen Prozess zu erfahren, kénnen Sie sich gerne das ausfihrliche Walkthrough-Video
ansehen oder die"Ldsungssimulator" .
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NetApp behalt sich das Recht vor, die hierin beschriebenen Produkte jederzeit und ohne Vorankindigung zu
andern. NetApp Ubernimmt keine Verantwortung oder Haftung, die sich aus der Verwendung der hier
beschriebenen Produkte ergibt, es sei denn, NetApp hat dem ausdrticklich in schriftlicher Form zugestimmit.
Die Verwendung oder der Erwerb dieses Produkts stellt keine Lizenzierung im Rahmen eines Patentrechts,
Markenrechts oder eines anderen Rechts an geistigem Eigentum von NetApp dar.

Das in diesem Dokument beschriebene Produkt kann durch ein oder mehrere US-amerikanische Patente,
auslandische Patente oder anhangige Patentanmeldungen geschutzt sein.

ERLAUTERUNG ZU ,RESTRICTED RIGHTS*: Nutzung, Vervielfaltigung oder Offenlegung durch die US-
Regierung unterliegt den Einschrankungen gemaf Unterabschnitt (b)(3) der Klausel ,Rights in Technical Data
— Noncommercial ltems* in DFARS 252.227-7013 (Februar 2014) und FAR 52.227-19 (Dezember 2007).

Die hierin enthaltenen Daten beziehen sich auf ein kommerzielles Produkt und/oder einen kommerziellen
Service (wie in FAR 2.101 definiert) und sind Eigentum von NetApp, Inc. Alle technischen Daten und die
Computersoftware von NetApp, die unter diesem Vertrag bereitgestellt werden, sind gewerblicher Natur und
wurden ausschlie3lich unter Verwendung privater Mittel entwickelt. Die US-Regierung besitzt eine nicht
ausschlieBliche, nicht Gbertragbare, nicht unterlizenzierbare, weltweite, limitierte unwiderrufliche Lizenz zur
Nutzung der Daten nur in Verbindung mit und zur Unterstitzung des Vertrags der US-Regierung, unter dem
die Daten bereitgestellt wurden. Sofern in den vorliegenden Bedingungen nicht anders angegeben, durfen die
Daten ohne vorherige schriftliche Genehmigung von NetApp, Inc. nicht verwendet, offengelegt, vervielfaltigt,
geandert, aufgefiihrt oder angezeigt werden. Die Lizenzrechte der US-Regierung fir das US-
Verteidigungsministerium sind auf die in DFARS-Klausel 252.227-7015(b) (Februar 2014) genannten Rechte
beschrankt.

Markeninformationen

NETAPP, das NETAPP Logo und die unter http://www.netapp.com/TM aufgefihrten Marken sind Marken von
NetApp, Inc. Andere Firmen und Produktnamen kénnen Marken der jeweiligen Eigentiimer sein.
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