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VMware fur die Public Cloud
Ubersicht iiber NetApp Hybrid Multicloud mit VMware

Die meisten IT-Organisationen verfolgen den Hybrid-Cloud-First-Ansatz. Diese
Organisationen befinden sich in einer Transformationsphase und die Kunden bewerten
ihre aktuelle IT-Landschaft und migrieren dann ihre Workloads auf der Grundlage der
Bewertungs- und Ermittlungsubung in die Cloud.

Zu den Faktoren, die Kunden dazu bewegen, in die Cloud zu migrieren, kénnen Elastizitat und Burst, der
Ausstieg aus Rechenzentren, die Konsolidierung von Rechenzentren, End-of-Life-Szenarien, Fusionen,
Ubernahmen usw. gehdren. Der Grund fiir diese Migration kann je nach Organisation und ihren jeweiligen
Geschaftsprioritdten unterschiedlich sein. Beim Wechsel zur Hybrid Cloud ist die Auswahl des richtigen
Speichers in der Cloud sehr wichtig, um die Leistungsfahigkeit und Elastizitat der Cloud-Bereitstellung voll
auszuschopfen.

VMware Cloud-Optionen in der Public Cloud

In diesem Abschnitt wird beschrieben, wie jeder der Cloud-Anbieter einen VMware Software Defined Data
Center (SDDC)- und/oder VMware Cloud Foundation (VCF)-Stack innerhalb seiner jeweiligen &ffentlichen
Cloud-Angebote unterstitzt.

Azure VMware-LGsung

Azure VMware Solution ist ein Hybrid-Cloud-Dienst, der voll funktionsfahige VMware SDDCs innerhalb der
offentlichen Microsoft Azure-Cloud ermdglicht. Azure VMware Solution ist eine Erstanbieterlésung, die
vollstandig von Microsoft verwaltet und unterstitzt wird und von VMware unter Nutzung der Azure-Infrastruktur
verifiziert wurde. Dies bedeutet, dass Kunden bei der Bereitstellung der Azure VMware Solution VMware ESXi
flr die Computervirtualisierung, vSAN fiir hyperkonvergenten Speicher und NSX fiir Netzwerk und Sicherheit
erhalten und gleichzeitig von der globalen Prasenz von Microsoft Azure, den erstklassigen
Rechenzentrumseinrichtungen und der Ndhe zum umfangreichen Okosystem nativer Azure-Dienste und
-Lésungen profitieren.

VMware Cloud auf AWS

VMware Cloud auf AWS bringt die SDDC-Software der Enterprise-Klasse von VMware in die AWS Cloud mit
optimiertem Zugriff auf native AWS-Dienste. VMware Cloud on AWS basiert auf VMware Cloud Foundation
und integriert die Computing-, Speicher- und Netzwerkvirtualisierungsprodukte von VMware (VMware vSphere,
VMware vSAN und VMware NSX) zusammen mit der VMware vCenter Server-Verwaltung, die fir die
Ausfuhrung auf einer dedizierten, elastischen Bare-Metal-AWS-Infrastruktur optimiert ist.

Google Cloud VMware Engine

Google Cloud VMware Engine ist ein Infrastructure-as-a-Service (laaS)-Angebot, das auf der leistungsstarken,
skalierbaren Infrastruktur und dem VMware Cloud Foundation Stack von Google Cloud basiert — VMware
vSphere, vCenter, vSAN und NSX-T. Dieser Dienst ermoglicht einen schnellen Weg in die Cloud und
ermoglicht die nahtlose Migration oder Erweiterung bestehender VMware-Workloads von lokalen Umgebungen
zur Google Cloud Platform, ohne die Kosten, den Aufwand oder das Risiko einer Neustrukturierung von
Anwendungen oder Umristungen. Es handelt sich um einen von Google verkauften und unterstitzten Dienst
in enger Zusammenarbeit mit VMware.



@ SDDC Private Cloud und NetApp Cloud Volumes Colocation bieten beste Leistung bei
minimaler Netzwerklatenz.

Wussten Sie?

Unabhangig von der verwendeten Cloud umfasst der anfangliche Cluster bei der Bereitstellung eines VMware
SDDC die folgenden Produkte:

* VMware ESXi-Hosts fur die Computervirtualisierung mit einer vCenter Server-Appliance fur die Verwaltung

* VMware vSAN hyperkonvergenter Speicher, der die physischen Speicherressourcen jedes ESXi-Hosts
integriert

* VMware NSX fir virtuelle Netzwerke und Sicherheit mit einem NSX Manager-Cluster flr die Verwaltung

Storage-Konfiguration

Fir Kunden, die speicherintensive Workloads hosten und auf einer in der Cloud gehosteten VMware-Losung
skalieren mochten, schreibt die standardmaRige hyperkonvergente Infrastruktur vor, dass die Erweiterung
sowohl auf den Rechen- als auch auf den Speicherressourcen erfolgen sollte.

Durch die Integration mit NetApp Cloud Volumes, wie Azure NetApp Files, Amazon FSx ONTAP, Cloud
Volumes ONTAP (verfiigbar in allen drei groRen Hyperscalern) und Google Cloud NetApp Volumes fir Google
Cloud, haben Kunden jetzt die Moglichkeit, inren Speicher unabhangig voneinander zu skalieren und dem
SDDC-Cluster nur bei Bedarf Rechenknoten hinzuzufligen.

Hinweise:

» VMware empfiehlt keine unausgeglichenen Clusterkonfigurationen. Daher bedeutet die Erweiterung des
Speichers das Hinzufligen weiterer Hosts, was wiederum hohere Gesamtbetriebskosten bedeutet.

* Es ist nur eine vSAN-Umgebung méglich. Daher steht der gesamte Speicherverkehr in direkter Konkurrenz
zu den Produktionsarbeitslasten.

* Es besteht keine Mdéglichkeit, mehrere Leistungsstufen bereitzustellen, um Anwendungsanforderungen,
Leistung und Kosten aufeinander abzustimmen.

 Es ist sehr leicht, die Grenzen der Speicherkapazitat von vSAN zu erreichen, das auf den Cluster-Hosts
aufgebaut ist. Verwenden Sie NetApp Cloud Volumes, um den Speicher zu skalieren und entweder aktive
Datensatze zu hosten oder kaltere Daten in einen persistenten Speicher zu verschieben.

Azure NetApp Files, Amazon FSx ONTAP, Cloud Volumes ONTAP (verflgbar in allen drei grof3en
Hyperscalern) und Google Cloud NetApp Volumes fiir Google Cloud kénnen in Verbindung mit Gast-VMs
verwendet werden. Diese hybride Speicherarchitektur besteht aus einem vSAN-Datenspeicher, der das
Gastbetriebssystem und die Binardaten der Anwendung enthalt. Die Anwendungsdaten werden Uber einen
gastbasierten iSCSI-Initiator oder die NFS/SMB-Mounts an die VM angehangt, die direkt mit Amazon FSx
ONTAP, Cloud Volume ONTAP, Azure NetApp Files und Google Cloud NetApp Volumes fiir Google Cloud
kommunizieren. Mit dieser Konfiguration kdnnen Sie Probleme mit der Speicherkapazitat problemlos
bewaltigen, da bei vSAN der verfiigbare freie Speicherplatz vom verwendeten Slack-Speicherplatz und den
Speicherrichtlinien abhangt.

Betrachten wir einen SDDC-Cluster mit drei Knoten auf VMware Cloud on AWS:

* Die gesamte Rohkapazitat flr ein SDDC mit drei Knoten betragt 31,1 TB (ungefahr 10 TB flr jeden
Knoten).

* Der vor dem Hinzufligen zusatzlicher Hosts zu wartende Slack-Speicherplatz betragt 25 % = (0,25 x 31,1



TB)=7,7 TB.
 Die nutzbare Rohkapazitat nach Abzug des Schlupfspeichers betragt 23,4 TB

 Der tatsachlich verfligbare freie Speicherplatz hangt von der angewendeten Speicherrichtlinie ab.
Beispiel:

o RAID 0 = effektiver freier Speicherplatz = 23,4 TB (nutzbare Rohkapazitat/1)
o RAID 1 = effektiver freier Speicherplatz = 11,7 TB (nutzbare Rohkapazitat/2)
o RAID 5 = effektiver freier Speicherplatz = 17,5 TB (nutzbare Rohkapazitat/1,33)

Die Verwendung von NetApp Cloud Volumes als Gastspeicher wirde daher dazu beitragen, den Speicher zu
erweitern und die Gesamtbetriebskosten zu optimieren, wahrend gleichzeitig die Leistungs- und
Datenschutzanforderungen erfiillt werden.

@ Zum Zeitpunkt der Erstellung dieses Dokuments war die In-Guest-Speicherung die einzige
verfigbare Option.

Wichtige Punkte

* Platzieren Sie in hybriden Speichermodellen Arbeitslasten der Stufe 1 oder mit hoher Prioritat auf dem
vSAN-Datenspeicher, um alle spezifischen Latenzanforderungen zu erflllen, da sie Teil des Hosts selbst
und in der Nahe sind. Verwenden Sie In-Guest-Mechanismen fur alle Workload-VMs, fir die
Transaktionslatenzen akzeptabel sind.

* VVerwenden Sie die NetApp SnapMirror -Technologie, um die Workload-Daten vom lokalen ONTAP -System
auf Cloud Volumes ONTAP oder Amazon FSx ONTAP zu replizieren und so die Migration mithilfe von
Mechanismen auf Blockebene zu vereinfachen. Dies gilt nicht flir Azure NetApp Files und Google Cloud
NetApp Volumes. Verwenden Sie zum Migrieren von Daten zu Azure NetApp Files oder Google Cloud
NetApp Volumes, je nach verwendetem Dateiprotokoll NetApp XCP, BlueXP Copy and Sync, rysnc oder
robocopy.

Tests zeigen eine zusatzliche Latenz von 2—4 ms beim Zugriff auf den Speicher von den jeweiligen
SDDCs. Berlicksichtigen Sie diese zusatzliche Latenz bei der Speicherzuordnung in den
Anwendungsanforderungen.

« Stellen Sie zum Mounten von mit dem Gast verbundenem Speicher wahrend des Test-Failovers und des
tatsachlichen Failovers sicher, dass die iSCSI-Initiatoren neu konfiguriert sind, DNS fir SMB-Freigaben
aktualisiert ist und NFS-Mount-Punkte in fstab aktualisiert sind.

« Stellen Sie sicher, dass die Registrierungseinstellungen fir Microsoft Multipath I/O (MPIO) im
Gastbetriebssystem, die Firewall und das Datentrager-Timeout in der VM richtig konfiguriert sind.

@ Dies gilt nur fir mit dem Gast verbundenen Speicher.

Vorteile von NetApp Cloud Storage

NetApp Cloud Storage bietet die folgenden Vorteile:
* Verbessert die Rechen-zu-Speicher-Dichte durch Skalierung des Speichers unabhangig von der
Rechenleistung.
» Ermdglicht Ihnen, die Anzahl der Hosts zu reduzieren und so die Gesamtbetriebskosten zu senken.

» Der Ausfall eines Rechenknotens beeintrachtigt die Speicherleistung nicht.



* Die Volume-Umgestaltung und die dynamischen Service-Level-Funktionen von Azure NetApp Files
ermoglichen lhnen eine Kostenoptimierung durch die Dimensionierung fur stationare Workloads und
verhindern so eine Uberbereitstellung.

+ Die Speichereffizienz, das Cloud-Tiering und die Méglichkeiten zur Anderung des Instanztyps von Cloud
Volumes ONTAP ermdglichen optimale Méglichkeiten zum Hinzufligen und Skalieren von Speicher.

« Verhindert eine Uberbereitstellung, da Speicherressourcen nur bei Bedarf hinzugefiigt werden.

» Effiziente Snapshot-Kopien und -Klone ermoglichen Ihnen das schnelle Erstellen von Kopien ohne
LeistungseinbulRen.

* Hilft bei der Abwehr von Ransomware-Angriffen durch schnelle Wiederherstellung aus Snapshot-Kopien.

« Bietet eine effiziente, auf inkrementellen Blocklbertragungen basierende regionale
Notfallwiederherstellung und eine integrierte Blocksicherung tUber Regionen hinweg, die bessere RPO und
RTOs bietet.

Annahmen

» SnapMirror -Technologie oder andere relevante Datenmigrationsmechanismen sind aktiviert. Es gibt viele
Konnektivitatsoptionen, von vor Ort bis zu jeder Hyperscaler-Cloud. Nutzen Sie den passenden Weg und
arbeiten Sie mit den entsprechenden Netzwerkteams zusammen.

« Zum Zeitpunkt der Erstellung dieses Dokuments war die In-Guest-Speicherung die einzige verfligbare
Option.

Beauftragen Sie NetApp -Lésungsarchitekten und entsprechende Hyperscaler-Cloud-
Architekten mit der Planung und Dimensionierung des Speichers und der erforderlichen Anzahl

@ von Hosts. NetApp empfiehlt, die Speicherleistungsanforderungen zu ermitteln, bevor Sie den
Cloud Volumes ONTAP Sizer verwenden, um den Speicherinstanztyp oder das entsprechende
Servicelevel mit dem richtigen Durchsatz festzulegen.

Detaillierte Architektur

Aus einer lGibergeordneten Perspektive zeigt diese Architektur (siehe Abbildung unten), wie hybride Multicloud-
Konnektivitat und App-Portabilitat Gber mehrere Cloud-Anbieter hinweg erreicht werden kann, indem NetApp
Cloud Volumes ONTAP, Google Cloud NetApp Volumes fur Google Cloud und Azure NetApp Files als
zusatzliche In-Guest-Speicheroption verwendet werden.
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NetApp -Losungen fur VMware in Hyperscalern

Erfahren Sie mehr Uber die Funktionen, die NetApp den drei (3) wichtigsten Hyperscalern
bietet — von NetApp als Speichergerat mit Gastanschluss oder als zusatzlicher NFS-
Datenspeicher bis hin zur Migration von Workflows, Erweiterung/Bursting in die Cloud,
Sicherung/Wiederherstellung und Notfallwiederherstellung.

Wahlen Sie lhre Cloud und tiberlassen Sie NetApp den Rest!

IA Microsoft Azure

Google Cloud



@ Um die Funktionen eines bestimmten Hyperscalers anzuzeigen, klicken Sie auf die
entsprechende Registerkarte fiir diesen Hyperscaler.

Springen Sie zum Abschnitt mit dem gewtnschten Inhalt, indem Sie eine der folgenden Optionen auswahlen:

* "VMware in der Hyperscaler-Konfiguration"
* "NetApp Storage-Optionen"
* "NetApp / VMware Cloud-Lésungen”

VMware in der Hyperscaler-Konfiguration

Wie bei der lokalen Umgebung ist die Planung einer Cloud-basierten Virtualisierungsumgebung entscheidend
fur eine erfolgreiche produktionsbereite Umgebung zum Erstellen und Migrieren von VMs.


https://docs.netapp.com/de-de/netapp-solutions-cloud/vmware/.html#config
https://docs.netapp.com/de-de/netapp-solutions-cloud/vmware/.html#datastore
https://docs.netapp.com/de-de/netapp-solutions-cloud/vmware/.html#solutions

AWS / VMC

In diesem Abschnitt wird beschrieben, wie Sie VMware Cloud on AWS SDDC einrichten und verwalten
und es in Kombination mit den verfligbaren Optionen zum Verbinden von NetApp -Speicher verwenden.

@ In-Guest-Speicher ist die einzige unterstitzte Methode zum Verbinden von Cloud Volumes
ONTAP mit AWS VMC.

Der Einrichtungsprozess kann in die folgenden Schritte unterteilt werden:

* Bereitstellen und Konfigurieren von VMware Cloud fir AWS
» Verbinden Sie VMware Cloud mit FSx ONTAP

Sehen Sie sich die detaillierte"Konfigurationsschritte fur VMC" .

Azure /| AVS

In diesem Abschnitt wird beschrieben, wie Sie Azure VMware Solution einrichten und verwalten und in
Kombination mit den verfigbaren Optionen zum Anbinden von NetApp -Speicher verwenden.

@ In-Guest-Speicher ist die einzige unterstiitzte Methode zum Verbinden von Cloud Volumes
ONTAP mit Azure VMware Solution.

Der Einrichtungsprozess kann in die folgenden Schritte unterteilt werden:

 Registrieren des Ressourcenanbieters und Erstellen einer privaten Cloud

* Herstellen einer Verbindung mit einem neuen oder vorhandenen virtuellen ExpressRoute-
Netzwerkgateway

+ Uberpriifen Sie die Netzwerkkonnektivitat und greifen Sie auf die private Cloud zu
Sehen Sie sich die detaillierte"Konfigurationsschritte fur AVS" .

GCP/ GCVE

In diesem Abschnitt wird beschrieben, wie Sie GCVE einrichten und verwalten und es in Kombination mit
den verfligbaren Optionen zum Anschliel3en von NetApp -Speicher verwenden.

@ In-Guest-Speicher ist die einzige unterstiitzte Methode zum Verbinden von Cloud Volumes
ONTAP und Google Cloud NetApp Volumes mit GCVE.

Der Einrichtungsprozess kann in die folgenden Schritte unterteilt werden:

* Bereitstellen und Konfigurieren von GCVE

* Privaten Zugriff auf GCVE aktivieren

Sehen Sie sich die detaillierte"Konfigurationsschritte fir GCVE" .

NetApp Storage-Optionen

NetApp Speicher kann innerhalb jedes der drei groRen Hyperscaler auf verschiedene Weise genutzt werden —
entweder als Gastverbindung oder als zusatzlicher NFS-Datenspeicher.


../vmware/vmw-aws-vmc-setup.html
../vmware/vmw-azure-avs-setup.html
../vmware/vmw-gcp-gcve-setup.html

Bitte besuchen Sie"Unterstlizte NetApp -Speicheroptionen” fir weitere Informationen.

AWS / VMC
AWS unterstiutzt NetApp -Speicher in den folgenden Konfigurationen:

* FSx ONTAP als Gastspeicher
* Cloud Volumes ONTAP (CVO) als mit dem Gast verbundener Speicher
* FSx ONTAP als erganzender NFS-Datenspeicher

Sehen Sie sich die detaillierte"Gastverbindungs-Speicheroptionen fur VMC" . Sehen Sie sich die
detaillierte"zusatzliche NFS-Datenspeicheroptionen fir VMC" .

Azure | AVS
Azure unterstitzt NetApp -Speicher in den folgenden Konfigurationen:

* Azure NetApp Files (ANF) als mit dem Gast verbundener Speicher
* Cloud Volumes ONTAP (CVO) als mit dem Gast verbundener Speicher
* Azure NetApp Files (ANF) als erganzender NFS-Datenspeicher

Sehen Sie sich die detaillierte"Gastverbindungs-Speicheroptionen fir AVS" . Sehen Sie sich die
detaillierte"zusatzliche NFS-Datenspeicheroptionen fir AVS" .

GCP / GCVE
Google Cloud unterstitzt NetApp -Speicher in den folgenden Konfigurationen:

* Cloud Volumes ONTAP (CVO) als mit dem Gast verbundener Speicher
» Google Cloud NetApp Volumes (NetApp Volumes) als mit dem Gast verbundener Speicher
* Google Cloud NetApp Volumes (NetApp Volumes) als erganzender NFS-Datenspeicher

Sehen Sie sich die detaillierte"Gastverbindungsspeicheroptionen fur GCVE" . Sehen Sie sich die
detaillierte"zusatzliche NFS-Datenspeicheroptionen fir GCVE" .

Lesen Sie mehr Gber"Google Cloud NetApp Volumes Datenspeicherunterstitzung fir Google Cloud
VMware Engine (NetApp -Blog)" oder"So verwenden Sie Google Cloud NetApp Volumes als
Datenspeicher fiir Google Cloud VMware Engine (Google-Blog)"

NetApp / VMware Cloud-Lésungen

Mit den Cloud-Lésungen von NetApp und VMware lassen sich viele Anwendungsfalle ganz einfach in [hrem
bevorzugten Hyperscaler implementieren. VMware definiert die wichtigsten Anwendungsfalle fir Cloud-
Workloads wie folgt:

» Schiitzen (beinhaltet sowohl Disaster Recovery als auch Backup/Wiederherstellung)

* Wandern

» Verlangern


vmw-hybrid-support-configs.html
../vmware/vmw-aws-vmc-guest-storage.html
../vmware/vmw-aws-vmc-nfs-ds-config.html
../vmware/vmw-azure-avs-guest-storage.html
../vmware/vmw-azure-avs-nfs-ds-config.html
../vmware/vmw-gcp-gcve-guest-storage.html
../vmware/vmw-gcp-gcve-nfs-ds-overview.html
https://www.netapp.com/blog/cloud-volumes-service-google-cloud-vmware-engine/
https://www.netapp.com/blog/cloud-volumes-service-google-cloud-vmware-engine/
https://cloud.google.com/blog/products/compute/how-to-use-netapp-cvs-as-datastores-with-vmware-engine
https://cloud.google.com/blog/products/compute/how-to-use-netapp-cvs-as-datastores-with-vmware-engine

AWS / VMC
"Durchsuchen Sie die NetApp -Ldsungen fur AWS/VMC"

Azure | AVS
"Durchsuchen Sie die NetApp -Losungen fir Azure/AVS"

GCP / GCVE
"Durchsuchen Sie die NetApp -Lésungen flr Google Cloud Platform (GCP) / GCVE"

Unterstutzte Konfigurationen fur NetApp Hybrid Multicloud
mit VMware

Verstehen der Kombinationen fur NetApp -Speicherunterstutzung bei den groflen
Hyperscalern.

Gast verbunden Zusitzlicher NFS-Datenspeicher
AWS CVO FSx ONTAP"Details" FSx ONTAP"Details"
Azurblau CVO ANF"Details" ANF"Details"
GCP CVO NetApp Volumes"Details" NetApp Volumes"Details"

VMware in der Hyperscaler-Konfiguration

Konfigurieren der Virtualisierungsumgebung beim Cloud-Anbieter

Details zur Konfiguration der Virtualisierungsumgebung in jedem der unterstutzten
Hyperscaler werden hier behandelt.


https://docs.netapp.com/de-de/netapp-solutions-cloud/vmware/vmw-aws-vmc-solutions.html
https://docs.netapp.com/de-de/netapp-solutions-cloud/vmware/vmw-azure-avs-solutions.html
https://docs.netapp.com/de-de/netapp-solutions-cloud/vmware/vmw-gcp-gcve-solutions.html
vmw-aws-vmc-guest-storage.html
vmw-aws-vmc-nfs-ds-overview.html
vmw-azure-avs-guest-storage.html
vmw-azure-avs-nfs-ds-overview.html
vmw-gcp-gcve-guest-storage.html
vmw-gcp-gcve-nfs-ds-overview.html

AWS / VMC

In diesem Abschnitt wird beschrieben, wie Sie VMware Cloud on AWS SDDC einrichten und verwalten
und es in Kombination mit den verfligbaren Optionen zum Verbinden von NetApp -Speicher verwenden.

@ In-Guest-Speicher ist die einzige unterstitzte Methode zum Verbinden von Cloud Volumes
ONTAP mit AWS VMC.

Der Einrichtungsprozess kann in die folgenden Schritte unterteilt werden:

* Bereitstellen und Konfigurieren von VMware Cloud fir AWS
» Verbinden Sie VMware Cloud mit FSx ONTAP

Sehen Sie sich die detaillierte"Konfigurationsschritte fur VMC" .

Azure /| AVS

In diesem Abschnitt wird beschrieben, wie Sie Azure VMware Solution einrichten und verwalten und in
Kombination mit den verfigbaren Optionen zum Anbinden von NetApp -Speicher verwenden.

@ In-Guest-Speicher ist die einzige unterstiitzte Methode zum Verbinden von Cloud Volumes
ONTAP mit Azure VMware Solution.

Der Einrichtungsprozess kann in die folgenden Schritte unterteilt werden:

 Registrieren des Ressourcenanbieters und Erstellen einer privaten Cloud

* Herstellen einer Verbindung mit einem neuen oder vorhandenen virtuellen ExpressRoute-
Netzwerkgateway

+ Uberpriifen Sie die Netzwerkkonnektivitat und greifen Sie auf die private Cloud zu
Sehen Sie sich die detaillierte"Konfigurationsschritte fur AVS" .

GCP/ GCVE

In diesem Abschnitt wird beschrieben, wie Sie GCVE einrichten und verwalten und es in Kombination mit
den verfligbaren Optionen zum Anschliel3en von NetApp -Speicher verwenden.

@ In-Guest-Speicher ist die einzige unterstiitzte Methode zum Verbinden von Cloud Volumes
ONTAP und Google Cloud NetApp Volumes mit GCVE.

Der Einrichtungsprozess kann in die folgenden Schritte unterteilt werden:

* Bereitstellen und Konfigurieren von GCVE

* Privaten Zugriff auf GCVE aktivieren

Sehen Sie sich die detaillierte"Konfigurationsschritte fir GCVE" .
Bereitstellen und Konfigurieren der Virtualisierungsumgebung auf AWS
Wie bei lokalen Umgebungen ist die Planung von VMware Cloud auf AWS entscheidend

fur eine erfolgreiche produktionsbereite Umgebung zum Erstellen von VMs und zur

10


../vmware/vmw-aws-vmc-setup.html
../vmware/vmw-azure-avs-setup.html
../vmware/vmw-gcp-gcve-setup.html

Migration.

In diesem Abschnitt wird beschrieben, wie Sie VMware Cloud on AWS SDDC einrichten und verwalten und es
in Kombination mit den verfiigbaren Optionen zum Verbinden von NetApp -Speicher verwenden.

@ In-Guest-Speicher ist derzeit die einzige unterstitzte Methode zum Verbinden von Cloud
Volumes ONTAP (CVO) mit AWS VMC.

Der Einrichtungsprozess kann in die folgenden Schritte unterteilt werden:

11



Bereitstellen und Konfigurieren von VMware Cloud fiir AWS

12

"VMware Cloud auf AWS"bietet eine Cloud-native Erfahrung fir VMware-basierte Workloads im AWS-
Okosystem. Jedes VMware Software-Defined Data Center (SDDC) lauft in einer Amazon Virtual Private
Cloud (VPC) und bietet einen vollstandigen VMware-Stack (einschlieRlich vCenter Server), NSX-T
Software-Defined Networking, vSAN Software-Defined Storage und einen oder mehrere ESXi-Hosts, die
Ihren Workloads Rechen- und Speicherressourcen bereitstellen.

In diesem Abschnitt wird beschrieben, wie Sie VMware Cloud auf AWS einrichten und verwalten und es in

Kombination mit Amazon FSx ONTAP und/oder Cloud Volumes ONTAP auf AWS mit In-Guest-Speicher
verwenden.

@ In-Guest-Speicher ist derzeit die einzige unterstitzte Methode zum Verbinden von Cloud
Volumes ONTAP (CVO) mit AWS VMC.

Der Einrichtungsprozess kann in drei Teile unterteilt werden:

Registrieren Sie sich fiir ein AWS-Konto

Registrieren Sie sich fur eine"Amazon Web Services-Konto" .

Sie bendtigen zum Einstieg ein AWS-Konto, sofern noch keins erstellt wurde. Ob neu oder bereits
vorhanden, fir viele Schritte dieses Verfahrens bendtigen Sie Administratorrechte im Konto. Sehen
Sie dies"Link" fur weitere Informationen zu AWS-Anmeldeinformationen.

Registrieren Sie sich fiir ein My VMware-Konto

Registrieren Sie sich fur eine"Meine VMware" Konto.

Fir den Zugriff auf das Cloud-Portfolio von VMware (einschlieRlich VMware Cloud on AWS)
bendtigen Sie ein VMware-Kundenkonto oder ein My VMware-Konto. Falls Sie dies noch nicht getan
haben, erstellen Sie ein VMware-Konto"hier," .


https://www.vmware.com/products/vmc-on-aws.html
https://aws.amazon.com/
https://docs.aws.amazon.com/general/latest/gr/aws-security-credentials.html
https://customerconnect.vmware.com/home
https://customerconnect.vmware.com/account-registration

Bereitstellen von SDDC in VMware Cloud

Nachd
die Be
Verwe

em das VMware-Konto konfiguriert und die richtige Dimensionierung vorgenommen wurde, ist
reitstellung eines Software-Defined Data Centers der naheliegende nachste Schritt zur
ndung des VMware Cloud on AWS-Dienstes. Um ein SDDC zu erstellen, wahlen Sie eine

AWS-Region als Host aus, geben Sie dem SDDC einen Namen und geben Sie an, wie viele ESXi-

Hosts
SDDC

das SDDC enthalten soll. Wenn Sie noch kein AWS-Konto haben, kdnnen Sie trotzdem ein
mit Starterkonfiguration erstellen, das einen einzelnen ESXi-Host enthalt.

1. Melden Sie sich mit lhren vorhandenen oder neu erstellten VMware-Anmeldeinformationen bei

de

2. Ko

r VMware Cloud Console an.

Welcome to
VMware Cloud Services

Sign in with your Vikware account

Email address

New to Viware Cloud? ||

CREATE YOUR VMWARE ACCOUNT |

EMNGLISH

OO WHwae, Ins Termd  Pimey  Coderls Pelessy Hians

nfigurieren Sie die AWS-Region, die Bereitstellung, den Hosttyp und den SDDC-Namen:

changas.

«®
Launchpiad
v 1 SD0C Properiies Give your SDDIC & name. chooss a size, and spocify the AWS reglon wheta it will be

8§ soncs created
T Subsorptions
i= Athdny L

siin fred AW B U5 West [Grenan;
=1 Tools
« Davelaper Comtar Dployment 0 Singse How Py -Host )

Host Typs [ EE- R ] 13en (Logal 5503 3 I

SDDC Name PRt -

Wurnber of Hagts t | (¥ Vhost SOOCs expire in 60 dag: LEARN MORE
Hast Capacity 2 Locknts, 38 Cores B12GIE SAM, 1037 TH Starsge
Totnl Copacity 2 Bociopts, 36 Corps, 513 G SAM, 1937 T Starage

SHOW ADVANCED CONFIGURATION

WEXT

2 Connect 1o AWS Specify the AVWS account that you want to connect your SDDC with

13
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3. Stellen Sie eine Verbindung zum gewinschten AWS-Konto her und fuhren Sie den AWS Cloud

Formation-Stack aus.

ClowdFerrmnation Stitks Creats stk

Quick create stack

Template

rovare-sticke 45 uu-west- T smazoriss ooy Teb0d TRA-a706-8485-alihB-65 28008 S0
Syl ohtclsah3l5hTSnegg S dbdid Tl 07 m T k35

Stack description

This terplate is eraatad by Yiware Cloud an AWS for SDOC deplopment an

Stack name

Stack rame

abe=9edt e-Aaidabd 19707

yrraare-sdde- fermation-af 1F5 1

Parameters

Paramesers are dehined i you templete an sllow pom e input curbom welices wher you cromts or update 2 stac

mes ¥ Oregen T

Stack name

Stack rame

wirmmaewssddc-formation-a8 7151 cGee Sac-dnhd-5d 1 e-2aSdabd 157h P

b [0, and dathes |-

Parameters
Parmmeaery sre definad in your temp tete en sl g b Ingaut custem velu e wher you et or updats 3 Sac

Mo parameters

Thisre are nio parameters defined in your template

Capabilities

(@ The following resource(s) require capabil ithes: [AWS:1AM:-Rala]

This temglace cantains Identity and Access Management (IAM) resources that might acovide entithes access 1o make changes 1o yous ARG soring
Chack thiat you want 1o creats sach of thesa resourcas and that thay have the minimuem required parmissions. Lesm mang £

i acknowdedge that AWS Cloudformation might create 1AM resowrces.

Cancel | Create change set




TENTAEr.COm

sunchpad -
= sCDC Froperties niap-fen-demo - 1 Hosts - us-west-2
= 50D
2 Canfect o AWS Specily thie AWS acoount that you want o connict your SDOC witk

This step ghves Vidiwana pesmisson to sat up networking commectly for your SDDC on yowr AWS Infrastructiune usng cross-ocoount rules

Davwloper Canter

Sl lor mandd ) Coanect 10 AWSE Row
Eheical 4 AWS SLgoain Cannect 1 & e AWS acioun!

Establishing Connection

WEXT

S yTTErE.COm

“«
el 2 sSDDC Properties ntap-fsn-deme - 1 Hosts « us-west-2

= 5000
Subserimtion 2 Connect to AWS Speciy thi AWS sccount tNat yeu want ba ecanect your SDDC witk

THE §tep gives Viiwina pesmigean to 55t op Aetworking comectly far yous E00C on your AWS Infrastiuclune UEng £ross-60Couit russ

Danpoper Centar
sl fer e ) Conmset 18 AWS Fow

Chaean an AWE seeeun T e

b |
Congratulations! aWE
Your connection is sueccessfully established |

| VI

WPC a0 SUBMEL sSpecly the VPG and tha subnet 10 connect to Yol AWS acoount

4 Canfigure Mebwork

rent Subnet (opticnal)

@ Bei dieser Validierung wird eine Single-Host-Konfiguration verwendet.

4. Wahlen Sie das gewlinschte AWS VPC aus, mit dem Sie die VMC-Umgebung verbinden
mdochten.



S NTTANEr.COm

<«
Connect 1o AWS Aws Account ID 334 a001e-16a7-3860-01a7 - 300447 Ddbidb
sunchpad
B 5000 . <
- 3 VP and subret Specitythe VRC and the submet to connect to your AWS scoount
Submctnicon
Actvity Leg :

wRC YpC-OcEdnatet d20m {100,006

Davwloper Canter

w A, Confgure Netwik Managenent Subnet (aptional)

[

5. Konfigurieren Sie das VMC-Verwaltungssubnetz. Dieses Subnetz enthalt von VMC verwaltete
Dienste wie vCenter, NSX usw. Wahlen Sie keinen Adressraum, der sich mit anderen
Netzwerken Uberschneidet, die eine Verbindung zur SDDC-Umgebung bendtigen. Befolgen Sie
abschlieRend die unten aufgefiihrten Empfehlungen zur CIDR-GréRe.

- VITAareCom

1< ¥
sunchpad
¥ SPDC Fropertias Map-fex-dena - 1 Hosts - us-west-2
B2 5ODC
nrect i AWS Lwe Account D 3adacie-fSa7-3RG0-b1a7-30%d7 Odbtdt
VPG and subnet VPE - vpe-0cE TSaa5es T d2ddl
Davploper Canter
d Coanfigure Metwork Management Subnet (apticonal)

+ Speily i

* Choose a rang
& Minimuen CIOR

+ Ressevsd CIORs 10 00.008, 72310 O/

Mannyeennnt Sulnel

i
NEXT I

Review dnd Acknowladge Review and acknowledge cost before deployiment

[

6. Uberpriifen und bestatigen Sie die SDDC-Konfiguration und klicken Sie dann auf ,SDDC
bereitstellen®.



Sk foe wove. (@) Conmct b AW s

Choose an AWS acooud T EIEOES

oo Congratulations!

: WS
Your connection is succasshuly established,
JeveD e LRl e |
b st Forrrataim a3 ek e AL e e Radd sl ETE? e
widls L i
KEET
WG a0 subnat VPEC « vpoGioh T94aaSek g2dd
[- e Mletwork 0,45 .02
5 Bevew a o1 st ¢ty ent

Pheass confinm INal pou are dwads of thi Telowing b-Hoes deployving s SDOC

B chapo sl onics your SO0K
B Pricea o ST RoR N

e

oz,

(D) o e e e pricing ol promotioem, visk o veekmily, Lesrn more [

DEPLEY BODE

ah
Der Bereitstellungsprozess dauert in der Regel etwa zwei Stunden.
[, Haw Message

= Vi Cioud -

NTEATIFE.ECET]

“ (SDDC)

Launchipan

SO0Cs DDC G
(E) S00Cs nave benn aodod anafor memod, Tetropn The pooe te updats T dats P raw
Snncrpa
Atthity Lo N
1 ntap-fsx-demo
=1 Toal

. (75 Depiyny cnAWS
Dawelofied Center S e ol

DEPLOYING SDOC

Estimatea time te complkition: 86 Minutos

How ensy was il for you te create your SDDCT

7. Nach Abschluss ist das SDDC einsatzbereit.
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Software-Defined Data Centers &
(SDDC)

CPU Memaory Storage
82.8 GHz 512 GiB 10.37 TiB
VITW DETAILY RPN VEERTER . AL THONE W

BACK TOOTON 0 TO BRD YIEW

L

Eine Schritt-fur-Schritt-Anleitung zur SDDC-Bereitstellung finden Sie unter'Bereitstellen eines SDDC

Uber die VMC-Konsole" .


https://docs.vmware.com/en/VMware-Cloud-on-AWS/services/com.vmware.vmc-aws-operations/GUID-EF198D55-03E3-44D1-AC48-6E2ABA31FF02.html
https://docs.vmware.com/en/VMware-Cloud-on-AWS/services/com.vmware.vmc-aws-operations/GUID-EF198D55-03E3-44D1-AC48-6E2ABA31FF02.html

Verbinden Sie VMware Cloud mit FSx ONTAP

Fihren Sie die folgenden Schritte aus, um VMware Cloud mit FSx ONTAP zu verbinden:

1. Wenn die VMware Cloud-Bereitstellung abgeschlossen und mit AWS VPC verbunden ist, missen Sie
Amazon FSx ONTAP in einer neuen VPC und nicht in der urspriinglich verbundenen VPC
bereitstellen (siehe Screenshot unten). Auf FSx (NFS- und SMB-Floating-IPs) kann nicht zugegriffen
werden, wenn es im verbundenen VPC bereitgestellt wird. Bedenken Sie, dass ISCSI-Endpunkte wie
Cloud Volumes ONTAP vom verbundenen VPC aus einwandfrei funktionieren.

« ALL SDOCS

| OPEN VCENTER ACTIGNS ¥ |

ﬁ ntap_fsx.demg | mec o s sp0e £ 08 Wi (oo

HITTTay Hetworking & Securty Add One Maranance T bleshoabing
; =

S COverview )
Metwark

Fagmenis WM PUCEE ;54 R3S oy

o)

WAT Management Gatoway L Exoweed ]

Tier1 Galaways it

4

15T COlvect €3

Sequrity

Galeway Firewall

[estabutied Findell

rventery

[T r:n (==l e _1’
Eanvice
e [T S ——— i r: n
\Wirkus Machines
*
Took {.fg
o)
Fflx R
Port Mirroring =
2 Comnested Cosnctes UNE heges Sel? DAanbisd Tt 1
System N
5 &
OHNS 5 : ||—
DHCP @

S4B O
Giotal Conliguration 5

Pabvic [Ps

Drrect Connect

2. Stellen Sie eine zusatzliche VPC in derselben Region bereit und stellen Sie dann Amazon FSx
ONTAP in der neuen VPC bereit.

Durch die Konfiguration einer SDDC-Gruppe in der VMware Cloud-Konsole werden die
Netzwerkkonfigurationsoptionen aktiviert, die fur die Verbindung mit der neuen VPC erforderlich sind,
in der FSx bereitgestellt wird. Uberpriifen Sie in Schritt 3, ob ,Beim Konfigurieren von VMware Transit
Connect fur Ihre Gruppe fallen Gebuhren pro Anhang und Datenulibertragung an® aktiviert ist, und
wahlen Sie dann ,,Gruppe erstellen” aus. Der Vorgang kann einige Minuten dauern.
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8

< Create SDDC Group
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“ ¢ Create SDDC Group

1, Harts sned DascHgten

e 1 Mambarship Memoors 1
Accuity Log 1 dicknowindgement
Jols
i ol
Sehocer Lo
B cenfaurng Ve ™ w dli i
1] g tanien p sy T 10CE M g e M

CRIATE SROUP

. Flgen Sie die neu erstellte VPC der gerade erstellten SDDC-Gruppe hinzu. Wahlen Sie die
Registerkarte ,Externe VPC*" und folgen Sie den"Anweisungen zum Anschliel3en einer externen VPC"

zur Gruppe. Dieser Vorgang kann 10 bis 15 Minuten dauern.

&
ALL 5000 Crovee |
ACTIOHS

Exunchps sddcgroupOl

Exiernal VR

= Actuthy Log | ADE dceoun

3 Tais NS Do §

Cveiper Cavter -

LTI B | L s (T L B N ARSCCIATING
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https://docs.vmware.com/en/VMware-Cloud-on-AWS/services/com.vmware.vmc-aws-networking-security/GUID-A3D03968-350E-4A34-A53E-C0097F5F26A9.html
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. Im Rahmen des externen VPC-Prozesses werden Sie Uber die AWS-Konsole zu einer neuen
freigegebenen Ressource iber den Resource Access Manager aufgefordert. Die gemeinsam
genutzte Ressource ist die"AWS Transit Gateway" verwaltet von VMware Transit Connect.

Resouirce Access
Manager

Stast sharing your AWS resmorees with other
accounis

AWS Resource Access Manager

Shire 45 retources mith pohes AWS socourts

w Shared by ms
Resource sheres
Sharad resounces

Pincinals

Pricing

¥ Shaned with o

o msounes

AW RAM i oMered al o sdStional cheje
Thara ar6 no seug Tees or updony
it

How it works

Permmzions dbary S Mare resources £

Sattingy = s mie—:
WL 3 AW Rtanurie Arcess Masages

Get

Baci

Your AZ 1D

AT 0 provides & eonsistent way 6f
Use cases Identitying the focation of & resource sormm
all your apcomit, This mikes (1 easkisr for oo
Manage resourc wtrally i @ il Ingn wificiency, decreas t P FNE ESEIRY e Lo
g LTS ¥ s s Y ol b account and share them scrozs muitinle
JLLoUNt environmsnt z



https://aws.amazon.com/transit-gateway
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5. Erstellen Sie den Transit Gateway-Anhang.

VL Trars !t gataway 3tEchments ot TrENGIE gatRARy Attachmant

Create transit gateway attachment .

A ransit gatewaoy (TEW) o'a network ransit bub thet interconrects attechments (WPCs and VPX s} within the same AN
SLEOUNE oF ACross AWS accounts,

Details

Mama tag - aptiana
Crmstes 3 T W He sy el B K and e wil e s 10 3he sec e wiing

TTyAran st o eway-attachment

Trans® gateway 1D infs

w001 GAGL3Ee el Ta2ch L

Artachment type Info
WL ¥

VPC attachment

St and rorfgum wou-VEE st

B ONS support s

|Pifi support o

YRCID
Sefee fhe VPE bo ditadh b e Wenbi gatemay

wpc I CTRAb oA U5 RIS (ymofsrd vpo) v

Subnet 105 Info

6. Zurtck in der VMC-Konsole: Akzeptieren Sie den VPC-Anhang
Minuten dauern.

. Dieser Vorgang kann ungefahr 10
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7. Klicken Sie auf der Registerkarte ,Externe VPC* auf das Bearbeitungssymbol in der Spalte ,Routen®
und fiigen Sie die folgenden erforderlichen Routen hinzu:
o Eine Route fir den Floating-IP-Bereich fiir Amazon FSx ONTAP"Floating IPs" .
o Eine Route fiir den Floating-IP-Bereich fiir Cloud Volumes ONTAP (falls zutreffend).

o Eine Route fur den neu erstellten externen VPC-Adressraum.

£ AL E00C Graums
ACTIGHS
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8. Erlauben Sie schliellich bidirektionalen Verkehr'Firewall-Regeln" fir den Zugriff auf FSx/CVO. Folgen
Sie diesen"detaillierte Schritte" fur Compute-Gateway-Firewallregeln fir die SDDC-Workload-
Konnektivitat.


https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/supported-fsx-clients.html
https://docs.vmware.com/en/VMware-Cloud-on-AWS/services/com.vmware.vmc-aws-networking-security/GUID-A5114A98-C885-4244-809B-151068D6A7D7.html
https://docs.vmware.com/en/VMware-Cloud-on-AWS/services/com.vmware.vmc-aws-networking-security/GUID-DE330202-D63D-408A-AECF-7CDC6ADF7EAC.html

Edit Routes

9. Nachdem die Firewall-Gruppen sowohl fur das Management- als auch das Compute-Gateway
konfiguriert wurden, kann auf das vCenter wie folgt zugegriffen werden:
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Im nachsten Schritt Uberprifen Sie, ob Amazon FSx ONTAP oder Cloud Volumes ONTAP lhren
Anforderungen entsprechend konfiguriert ist und ob die Volumes so bereitgestellt werden, dass
Speicherkomponenten von vSAN ausgelagert werden, um die Bereitstellung zu optimieren.
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Bereitstellen und Konfigurieren der Virtualisierungsumgebung auf Azure

Wie bei lokalen Losungen ist die Planung der Azure VMware-Losung entscheidend fur
eine erfolgreiche produktionsbereite Umgebung zum Erstellen und Migrieren von VMs.

In diesem Abschnitt wird beschrieben, wie Sie Azure VMware Solution einrichten und verwalten und in
Kombination mit den verfligbaren Optionen zum Anbinden von NetApp -Speicher verwenden.

Der Einrichtungsprozess kann in die folgenden Schritte unterteilt werden:
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Registrieren des Ressourcenanbieters und Erstellen einer privaten Cloud

Um Azure VMware Solution zu verwenden, registrieren Sie zunachst den Ressourcenanbieter innerhalb
des angegebenen Abonnements:

1. Signin.

2. Wahlen Sie im MenU des Azure-Portals ,Alle Dienste” aus.

3. Geben Sie im Dialogfeld ,Alle Dienste” das Abonnement ein und wahlen Sie dann ,,Abonnements”
aus.

4. Wahlen Sie zum Anzeigen das Abonnement aus der Abonnementliste aus.
5. Wahlen Sie ,Ressourcenanbieter und geben Sie ,Microsoft. AVS® in die Suche ein.

6. Wenn der Ressourcenanbieter nicht registriert ist, wahlen Sie Registrieren aus.
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. adcontrolosoduction son <4

+ Add [J Manage Polices Search (Ot s () Refresh
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access, chck here s Preview features Prosgides Status
Shamntg ubacr Etiond o NetApp drectony
Dant see a subscription? I Usage » quotas IM_.-:;-_ce: AVS R r I
Switch dewctonet kbl sode
My role Seatus B Poices

B sbected W 1 elected e ¥ Management cevtificates

Apply R My permessions

Shomwing 1 of 1 subseriptions. . R pon providers
Showe only subserptions selected in the
g, s = Deployments
- Ml Propesties
Subscription name TJ
B Resource kocks
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Provider

Status

Microsoft. OperationsManagement @ Registered
Microsoft Compute @ Registered
Microsoft. ContainerService © Registered
Microsoft Managedidentity @ Registered
Microsoft AVS @ Registered
Microsoft Operationalinsights @ Registered
Microsoft. GuestConfiguration @ Reaistered

7. Nachdem der Ressourcenanbieter registriert wurde, erstellen Sie mithilfe des Azure-Portals eine

private Azure VMware Solution-Cloud.

8. Signin .

9. Wahlen Sie ,Neue Ressource erstellen“ aus.

10. Geben Sie im Textfeld ,Marketplace durchsuchen® ,Azure VMware Solution“ ein und wahlen Sie es

aus den Ergebnissen aus.
11. Wahlen Sie auf der Seite ,Azure VMware Solution“ die Option ,Erstellen” aus.

12. Geben Sie auf der Registerkarte ,Grundlagen® die Werte in die Felder ein und wahlen Sie
,Uberpriifen + Erstellen* aus.

Hinweise:

* FUr einen schnellen Start sammeln Sie die erforderlichen Informationen bereits in der Planungsphase.

» Wahlen Sie eine vorhandene Ressourcengruppe aus oder erstellen Sie eine neue Ressourcengruppe

fuir die private Cloud. Eine Ressourcengruppe ist ein logischer Container, in dem die Azure-

Ressourcen bereitgestellt und verwaltet werden.

« Stellen Sie sicher, dass die CIDR-Adresse eindeutig ist und sich nicht mit anderen Azure Virtual

Networks oder lokalen Netzwerken Uberschneidet. Das CIDR stellt das private Cloud-

Verwaltungsnetzwerk dar und wird fir die Clusterverwaltungsdienste wie vCenter Server und NSX-T
Manager verwendet. NetApp empfiehlt die Verwendung eines /22-Adressraums. In diesem Beispiel

wird 10.21.0.0/22 verwendet.




Create a private cloud
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Der Bereitstellungsprozess dauert ungefahr 4-5 Stunden. Uberpriifen Sie nach Abschluss des Vorgangs,
ob die Bereitstellung erfolgreich war, indem Sie Uber das Azure-Portal auf die private Cloud zugreifen.
Wenn die Bereitstellung abgeschlossen ist, wird der Status ,Erfolgreich” angezeigt.

Fir eine private Azure VMware Solution-Cloud ist ein Azure Virtual Network erforderlich. Da Azure
VMware Solution kein lokales vCenter untersttitzt, sind fur die Integration in eine vorhandene lokale
Umgebung zusatzliche Schritte erforderlich. AuRerdem ist die Einrichtung einer ExpressRoute-
Verbindung und eines virtuellen Netzwerkgateways erforderlich. Wahrend Sie auf den Abschluss der
Clusterbereitstellung warten, erstellen Sie ein neues virtuelles Netzwerk oder verwenden Sie ein
vorhandenes, um eine Verbindung mit Azure VMware Solution herzustellen.
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Herstellen einer Verbindung mit einem neuen oder vorhandenen virtuellen ExpressRoute-Netzwerkgateway

Um ein neues Azure Virtual Network (VNet) zu erstellen, wahlen Sie die Registerkarte Azure VNet
Connect aus. Alternativ kdnnen Sie mithilfe des Assistenten ,Virtuelles Netzwerk erstellen“ manuell eins

Uber das Azure-Portal erstellen:

1. Gehen Sie zur privaten Cloud der Azure VMware Solution und greifen Sie unter der Option
.verwalten“ auf ,Konnektivitat* zu.

2. Wahlen Sie Azure VNet Connect aus.

3. Um ein neues VNet zu erstellen, wahlen Sie die Option ,Neu erstellen” aus.

Mit dieser Funktion kann ein VNet mit der privaten Cloud der Azure VMware Solution verbunden
werden. Das VNet ermdglicht die Kommunikation zwischen Workloads in diesem virtuellen Netzwerk,
indem es automatisch erforderliche Komponenten (z. B. Jumpbox, gemeinsam genutzte Dienste wie
Azure NetApp Files und Cloud Volume ONTAP) fir die in Azure VMware Solution erstellte private
Cloud Uber ExpressRoute erstellt.

Hinweis: Der VNet-Adressraum sollte sich nicht mit dem CIDR der privaten Cloud Uberschneiden.

& nimoavspriv | Connectivity = - X
= e Brivis eloid

O Search (Ctri+/) @ {0 Refresh
@ Overview 2

B Activity log
Ao Access control (IAM)
@ Tags

22 Diagnose and solve problems

Settings

B Locks

Manage

& Connectivity
[ Identity

By Clusters

-+ Add-ons

Azure vMet connect  Settings ExpressRoute  Public IP

This is an optional feature that allows an Azure virtual network to be connected to your Azure Vidware Solution
private cloud. A viNet enables the communication between workioads in this virtual network (for example,
Jumpben) to the private cloud created in Azure Vivhware Solution over ExpressRoute. Only a viNet with a valid
subnet "GatewaySubnet” should be selected. You can create a new viMet or use an existing one provided the viNet
address space does not overlap with your private cloud CIDR. Learn more about adding a subnet in a virtual
network

Virtual network o

Lreate new

Address block for vnet

Address block for private cloud 10:21.0.0/22 oy

4. Geben Sie die Informationen fir das neue VNet ein oder aktualisieren Sie sie, und wahlen Sie ,OK"

aus.
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Create virtual network ®

This wirtual netwark enables the communication befween workkoads in this virtual netwaork (2., a lumphost) to the private cloud oreated in
Azure Viiware Sodution ower an BExpress route, A default ddress range and & subnet is selected for this virtual netwaork. For changing the
defauit address range and submet of this virtual network, follow these steps. Step 1! Change the *Address Range” to desired range (e.g.
TF2160,0/16) Step 2 Add a subnet under "Subnets” with the name as "Gatewsysubnet” and provide subnet's address mange In CIDR natation
feg. 172:16.1.0/24), Leam morz about virtual natworks C

Mame = nimoavspriv-vnet

Address space

The virtual network's address space specified as one or mare address prefives in CIDR notation {e.g. 10.0.0.0/16).

||  Address range Addresses Overlap

I:I 1722400016 Tr2.24.04 - 172.24,255.254 (65531 addresses) Maone &
0 Addreases) Mane

Subnets

The subnet's address range in CIOR notation (e.g. 10.0U000/24), t must be contained by the address space of the virual network

D Submnet name Address range Addresses
] Gatewsysubnet 172200024 V722404 - 17224.0.254 (251 addresses) W
[0 Addresses)

[ ox [

Das VNet mit dem angegebenen Adressbereich und Gateway-Subnetz wird im angegebenen
Abonnement und in der angegebenen Ressourcengruppe erstellt.

®

Wenn Sie ein VNet manuell erstellen, erstellen Sie ein virtuelles Netzwerkgateway mit der
entsprechenden SKU und ExpressRoute als Gatewaytyp. Stellen Sie nach Abschluss der
Bereitstellung mithilfe des Autorisierungsschlissels eine Verbindung zwischen der
ExpressRoute-Verbindung und dem virtuellen Netzwerkgateway her, das die private Cloud
der Azure VMware Solution enthalt. Weitere Informationen finden Sie unter "Konfigurieren
des Netzwerks fir lhre private VMware-Cloud in Azure" .


https://docs.microsoft.com/en-us/azure/azure-vmware/tutorial-configure-networking#create-a-vnet-manually
https://docs.microsoft.com/en-us/azure/azure-vmware/tutorial-configure-networking#create-a-vnet-manually

Uberpriifen der Netzwerkverbindung und des Zugriffs auf die private Azure VMware Solution-Cloud

Mit Azure VMware Solution kénnen Sie keine private Cloud mit lokalem VMware vCenter verwalten.
Stattdessen ist ein Jump-Host erforderlich, um eine Verbindung mit der Azure VMware Solution vCenter-
Instanz herzustellen. Erstellen Sie einen Jump-Host in der angegebenen Ressourcengruppe und melden
Sie sich beim Azure VMware Solution vCenter an. Dieser Jump-Host sollte eine Windows-VM im selben
virtuellen Netzwerk sein, das fur die Konnektivitat erstellt wurde, und sollte Zugriff sowohl auf vCenter als
auch auf den NSX Manager bieten.

Create a virtual machine
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Nachdem die virtuelle Maschine bereitgestellt wurde, verwenden Sie die Option ,Verbinden®, um auf RDP
zuzugreifen.
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Sign in . Um auf die Anmeldeinformationen zuzugreifen, gehen Sie zum Azure-Portal und navigieren Sie
zu ,ldentitat” (unter der Option ,Verwalten® in der privaten Cloud). Die URLs und
Benutzeranmeldeinformationen fir das private Cloud-vCenter und den NSX-T-Manager kénnen von hier
kopiert werden.

nimoavspriv | l[dentity = X
A5 Private cloud
Login credentials
£ Search (Ctrl+/f) —
Hr Access control {(IAM) ~ vCenter credentials
¢ Tags Web client URL © httpsy10.21.0.27 i
£2 Diagnose and solve problems Admin usemame () éhudaa;'n.i.n@vsp!:bele.focﬂ FJ
Settings Admin password (0
B Locks
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Manage
i NSX-T Manager credentials
@ Connectivity Wab client URL O https/10.21.03/ ny
o0 |dentity . - -
Admin username O m:!lmm Th)
By Clusters
Admin pa d @ [
B Placement policies (preview) W e
+ Add-ons Certificate thumbprint (0 B2B722EAGBI958283EE152007246D51660050903 iy

Offnen Sie in der virtuellen Windows-Maschine einen Browser und navigieren Sie zur URL des vCenter-
Webclients.("https://10.21.0.2/" ) und verwenden Sie den Administratorbenutzernamen als
cloudadmin@vsphere.local und fiigen Sie das kopierte Kennwort ein. Ebenso kann auf den NSX-T-
Manager auch Uber die Webclient-URL zugegriffen werden("https://10.21.0.3/" ) und verwenden
Sie den Administratorbenutzernamen und fligen Sie das kopierte Kennwort ein, um neue Segmente zu
erstellen oder die vorhandenen Tier-Gateways zu andern.

@ Die Webclient-URLs sind fur jedes bereitgestellte SDDC unterschiedlich.



& = O & Mol | v besboid29sabdcheas TesR eastusd ave apare comwebieoySAMLASSO s phere Jod slPSAMLRaquost= EVRADSawFROr D9 MEFCrCaatatm Zuniy.

VMware® vSphere

cloudadmin@vsphere local

&~ I - A Mot secore | 1021 B_aml.fn"llllm'nﬂlrr--vq':hﬂmenm rpemibary sorve 41]:'-;1V|rvmh.1m|lr_|nhnh|s\-rlIﬂ--umwnnml'hi‘hrqrtup dlfA0as 3 Fida-41 7 7-8515-516, " L

M 2@ 8 2 @Avcbeeb9fd29eabdchealles? eastus? avs.gzure.com  Acnons-

~ (0 v beslriidaGeabichanBia Sum. Man Conf Parmiss Datace Hosts & © W Catast Mt Linked wCanter Servar Extens
¥ [ sDDC-Dalacenbor
Virtuasl Machines: 0 ; TR T
e 2 Uimesd 181007 Qb Capacity 247 T i
Bmrary Fross 8 48 TH
=T Cagurty 18R TH
T Femw 333
===
st Fili i LE
Custom Altrbutos ey Tags -~
At Valus asmgned Tag Categony Dergrgtinn
Fecant Tasks Alprms
Task Mame ¥ Tasgpet e Sana » Deetnde - Inmanos ~ Crususd For w Stan Time v Completan Tima o Sarver b
Wi wiop,
DRI, WIS OO M3EN
Unfepicy plhisg in (5 vebeahSd29 " Cormplamod Clan: Prugin VEPHERE LOCALY Enmn vt Beehifd Mo
A A

Das Azure VMware Solution SDDC ist jetzt bereitgestellt und konfiguriert. Nutzen Sie ExpressRoute
Global Reach, um die lokale Umgebung mit der privaten Cloud von Azure VMware Solution zu verbinden.
Weitere Informationen finden Sie unter "Peering lokaler Umgebungen mit Azure VMware Solution” .

Bereitstellen und Konfigurieren der Virtualisierungsumgebung auf der Google
Cloud Platform (GCP)

Wie bei lokalen Umgebungen ist die Planung von Google Cloud VMware Engine (GCVE)
entscheidend fur eine erfolgreiche produktionsbereite Umgebung zum Erstellen von VMs
und zur Migration.

In diesem Abschnitt wird beschrieben, wie Sie GCVE einrichten und verwalten und es in Kombination mit den
verfigbaren Optionen zum Anschliel3en von NetApp -Speicher verwenden.
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https://docs.microsoft.com/en-us/azure/azure-vmware/tutorial-expressroute-global-reach-private-cloud

Der Einrichtungsprozess kann in die folgenden Schritte unterteilt werden:

Bereitstellen und Konfigurieren von GCVE

Um eine GCVE-Umgebung auf GCP zu konfigurieren, melden Sie sich bei der GCP-Konsole an und
greifen Sie auf das VMware Engine-Portal zu.

Klicken Sie auf die Schaltflache ,Neue Private Cloud® und geben Sie die gewlinschte Konfiguration fiir die
GCVE Private Cloud ein. Stellen Sie unter ,Standort” sicher, dass die private Cloud in derselben
Region/Zone bereitgestellt wird, in der NetApp Volumes/CVO bereitgestellt wird, um die beste Leistung
und die geringste Latenz sicherzustellen.

Voraussetzungen:

* Einrichten der IAM-Rolle ,VMware Engine Service Admin*
« "Aktivieren Sie den VMWare Engine-API-Zugriff und das Knotenkontingent"

» Stellen Sie sicher, dass sich der CIDR-Bereich nicht mit einem lhrer lokalen oder Cloud-Subnetze
uberschneidet. Der CIDR-Bereich muss /27 oder hoher sein.

Google Cloud VMware Engine

& Create Private Cloud

‘I% Private Cloud name
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LAt P it ) > on
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detagrk

& e DR ran

19214651000 2 =
P R 1
HCX Deployment Metwork CIDR range

1¥2.168.104.0 6 =

IPRisge: 172165 1040 - 192 168 104 3

Hinweis: Die Erstellung einer privaten Cloud kann zwischen 30 Minuten und 2 Stunden dauern.
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https://cloud.google.com/vmware-engine/docs/quickstart-prerequisites

Privaten Zugriff auf GCVE aktivieren

Sobald die Private Cloud bereitgestellt ist, konfigurieren Sie den privaten Zugriff auf die Private Cloud fir
eine Datenpfadverbindung mit hohem Durchsatz und geringer Latenz.

Dadurch wird sichergestellt, dass das VPC-Netzwerk, in dem Cloud Volumes ONTAP Instanzen
ausgefuhrt werden, mit der GCVE Private Cloud kommunizieren kann. Folgen Sie dazu den"GCP-
Dokumentation” . Stellen Sie fur den Cloud Volume Service eine Verbindung zwischen VMware Engine
und Google Cloud NetApp Volumes her, indem Sie ein einmaliges Peering zwischen den Tenant-
Hostprojekten durchfiihren. Fir detaillierte Schritte folgen Sie diesem"Link" .

Tenant F Service Region Routing Mode - Pesred Project 1D Peared VPC ~ VPCPeering Sta.. ~ Region Status
kef4 1 3888560 VIPC Metwisdk Eurape-weitd Glotas! Ev-perlah mance- 18, Elound - lames - Whe & Artive ® Connected

1bd 7275100 3ebbf Metapp TVS elrope-wistd Global w2bac 17 I02akddc nétapp-tenant-vpo ® Active ® Connectad

Sign in mit dem Benutzer CloudOwner@gve.local bei vCenter an. Um auf die Anmeldeinformationen
zuzugreifen, gehen Sie zum VMware Engine-Portal, gehen Sie zu Ressourcen und wahlen Sie die
entsprechende private Cloud aus. Klicken Sie im Abschnitt ,Grundlegende Informationen® auf den Link
»<Anzeigen“, um entweder die vCenter-Anmeldeinformationen (vCenter Server, HCX Manager) oder die
NSX-T-Anmeldeinformationen (NSX Manager) anzuzeigen.

Google Cloud VMware Engine
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i
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Offnen Sie in einer virtuellen Windows-Maschine einen Browser und navigieren Sie zur URL des vCenter-
Webclients.("https://10.0.16.6/" ) und verwenden Sie den Administratorbenutzernamen als
CloudOwner@gve.local und fiigen Sie das kopierte Passwort ein. Ebenso kann auf den NSX-T-Manager
auch dber die Webclient-URL zugegriffen werden("https://10.0.16.11/" ) und verwenden Sie den
Administratorbenutzernamen und fiigen Sie das kopierte Kennwort ein, um neue Segmente zu erstellen
oder die vorhandenen Tier-Gateways zu andern.

Um eine Verbindung von einem lokalen Netzwerk zur privaten Cloud von VMware Engine herzustellen,
nutzen Sie Cloud-VPN oder Cloud Interconnect fir die entsprechende Konnektivitat und stellen Sie
sicher, dass die erforderlichen Ports getffnet sind. Fir detaillierte Schritte folgen Sie diesem"Link" .
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Stellen Sie den zusiatzlichen Datenspeicher von Google Cloud NetApp Volumes fiir GCVE bereit

Verweisen"Verfahren zum Bereitstellen eines zusatzlichen NFS-Datenspeichers mit NetApp Volumes fur
GCVE"

NetApp Storage in Public Clouds

NetApp Storage-Optionen fiir Public Cloud-Anbieter

Entdecken Sie die Optionen flr NetApp als Speicher bei den drei grol3en Hyperscalern.
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vmw-gcp-gcve-nfs-ds-overview.html
vmw-gcp-gcve-nfs-ds-overview.html

AWS /| VMC
AWS unterstltzt NetApp -Speicher in den folgenden Konfigurationen:

* FSx ONTAP als Gastspeicher
* Cloud Volumes ONTAP (CVO) als mit dem Gast verbundener Speicher
* FSx ONTAP als erganzender NFS-Datenspeicher

Sehen Sie sich die detaillierte"Gastverbindungs-Speicheroptionen fir VMC" . Sehen Sie sich die
detaillierte"zusatzliche NFS-Datenspeicheroptionen fur VMC" .

Azure /| AVS

Azure unterstitzt NetApp -Speicher in den folgenden Konfigurationen:

» Azure NetApp Files (ANF) als mit dem Gast verbundener Speicher
* Cloud Volumes ONTAP (CVO) als mit dem Gast verbundener Speicher
» Azure NetApp Files (ANF) als ergdnzender NFS-Datenspeicher

Sehen Sie sich die detaillierte"Gastverbindungs-Speicheroptionen fir AVS" . Sehen Sie sich die
detaillierte"zusatzliche NFS-Datenspeicheroptionen fiir AVS" .

GCP / GCVE
Google Cloud unterstitzt NetApp -Speicher in den folgenden Konfigurationen:

» Cloud Volumes ONTAP (CVO) als mit dem Gast verbundener Speicher
* Google Cloud NetApp Volumes (NetApp Volumes) als mit dem Gast verbundener Speicher

» Google Cloud NetApp Volumes (NetApp Volumes) als ergdnzender NFS-Datenspeicher

Sehen Sie sich die detaillierte"Gastverbindungsspeicheroptionen fur GCVE" . Sehen Sie sich die
detaillierte"zusatzliche NFS-Datenspeicheroptionen fir GCVE" .

Lesen Sie mehr Giber"Google Cloud NetApp Volumes Datenspeicherunterstiitzung fir Google Cloud
VMware Engine (NetApp -Blog)" oder"So verwenden Sie Google Cloud NetApp Volumes als
Datenspeicher fiir Google Cloud VMware Engine (Google-Blog)"

Amazon Web Services: Moglichkeiten zur Nutzung von NetApp Storage

NetApp -Speicher kann entweder als Gastspeicher oder als Zusatzspeicher an die
Amazon Web Services angeschlossen werden.

Amazon FSx for NetApp ONTAP (FSx ONTAP) als ergdanzender NFS-Datenspeicher

Amazon FSx ONTAP bietet hervorragende Optionen zum Bereitstellen und Verwalten von Anwendungs-
Workloads zusammen mit Dateidiensten und reduziert gleichzeitig die Gesamtbetriebskosten, indem die
Datenanforderungen nahtlos in die Anwendungsebene integriert werden. Wahlen Sie fur jeden Anwendungsfall
VMware Cloud on AWS zusammen mit Amazon FSx ONTAP , um die Vorteile der Cloud schnell zu nutzen,
eine konsistente Infrastruktur und Betriebsablaufe von On-Premises zu AWS zu gewahrleisten, Workloads
bidirektional zu portieren und Kapazitat und Leistung auf Unternehmensniveau zu erreichen. Es handelt sich
um denselben bekannten Prozess und dieselben bekannten Verfahren, die zum Verbinden von Speichern
verwendet werden.
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Weitere Informationen finden Sie unter:

+ "FSx ONTAP als erganzender NFS-Datenspeicher: Ubersicht"

* "Amazon FSx fir ONTAP als erganzender Datenspeicher"

Amazon FSx for NetApp ONTAP als mit dem Gast verbundener Speicher

Amazon FSx ONTAP ist ein vollstandig verwalteter Service, der auRerst zuverlassigen, skalierbaren,
leistungsstarken und funktionsreichen Dateispeicher bietet, der auf dem beliebten ONTAP Dateisystem von
NetApp basiert. FSx ONTAP kombiniert die vertrauten Funktionen, Leistung, Fahigkeiten und API-Operationen
von NetApp Dateisystemen mit der Agilitat, Skalierbarkeit und Einfachheit eines vollstandig verwalteten AWS-
Dienstes.

FSx ONTAP bietet funktionsreichen, schnellen und flexiblen gemeinsamen Dateispeicher, der von Linux-,
Windows- und macOS-Recheninstanzen, die in AWS oder vor Ort ausgeflihrt werden, umfassend zuganglich
ist. FSx ONTAP bietet leistungsstarken Solid-State-Drive-Speicher (SSD) mit Latenzen von unter einer
Millisekunde. Mit FSx ONTAP konnen Sie flr lhre Arbeitslast eine SSD-Leistung erzielen und gleichzeitig nur
fur einen kleinen Teil Ihrer Daten SSD-Speicher bezahlen.

Die Verwaltung lhrer Daten mit FSx ONTAP ist einfacher, da Sie lhre Dateien per Mausklick als Snapshot
erstellen, klonen und replizieren kdnnen. Dartber hinaus verteilt FSx ONTAP lhre Daten automatisch auf
kostenguinstigeren, elastischen Speicher, sodass Sie weniger Kapazitat bereitstellen oder verwalten miissen.

FSx ONTAP bietet auRerdem hochverfiigbaren und langlebigen Speicher mit vollstdndig verwalteten Backups
und Unterstitzung fur regionsibergreifende Notfallwiederherstellung. Um den Schutz und die Sicherung lhrer
Daten zu vereinfachen, unterstitzt FSx ONTAP gangige Datensicherheits- und Antivirenanwendungen.

Weitere Informationen finden Sie unter"FSx ONTAP als Gastverbundener Speicher"

Cloud Volumes ONTAP (CVO) als mit dem Gast verbundener Speicher

Cloud Volumes ONTAP oder CVO ist die branchenflihrende Cloud-Datenverwaltungslésung, die auf der
ONTAP -Speichersoftware von NetApp basiert und nativ auf Amazon Web Services (AWS), Microsoft Azure
und Google Cloud Platform (GCP) verfugbar ist.

Es handelt sich um eine softwaredefinierte Version von ONTAP , die Cloud-nativen Speicher nutzt. Dadurch
kénnen Sie in der Cloud und vor Ort dieselbe Speichersoftware verwenden und mussen lhr IT-Personal nicht
mehr in vollig neuen Methoden zur Verwaltung lhrer Daten schulen.

CVO bietet Kunden die Moéglichkeit, Daten nahtlos vom Edge zum Rechenzentrum, in die Cloud und zurtick zu
verschieben und so lhre Hybrid Cloud zusammenzufiihren — alles verwaltet Gber eine zentrale

Verwaltungskonsole, den NetApp Cloud Manager.

CVO bietet von Haus aus extreme Leistung und erweiterte Datenverwaltungsfunktionen, um selbst lhre
anspruchsvollsten Anwendungen in der Cloud zu erflllen.

Weitere Informationen finden Sie unter"CVO als Gastverbundener Speicher" .

TR-4938: Mounten Sie Amazon FSx ONTAP als NFS-Datenspeicher mit VMware
Cloud auf AWS

In diesem Dokument wird beschrieben, wie Sie Amazon FSx ONTAP als NFS-
Datenspeicher mit VMware Cloud auf AWS mounten.
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Einfuihrung

Jede erfolgreiche Organisation befindet sich auf dem Weg der Transformation und Modernisierung. Im
Rahmen dieses Prozesses nutzen Unternehmen in der Regel ihre vorhandenen VMware-Investitionen, um die
Vorteile der Cloud zu nutzen und zu erkunden, wie sie Prozesse mdglichst nahtlos migrieren, erweitern und fir
die Notfallwiederherstellung bereitstellen kbnnen. Kunden, die in die Cloud migrieren, missen die
Anwendungsfalle hinsichtlich Elastizitat und Burst, Rechenzentrumsausstieg, Rechenzentrumskonsolidierung,
End-of-Life-Szenarien, Fusionen, Ubernahmen usw. bewerten.

Obwohl VMware Cloud auf AWS fiir die Mehrheit der Kunden die bevorzugte Option ist, da es dem Kunden
einzigartige Hybridfunktionen bietet, ist die Nltzlichkeit fur Unternehmen mit speicherintensiven Workloads
aufgrund der begrenzten nativen Speicheroptionen eingeschrankt. Da der Speicher direkt an Hosts gebunden
ist, besteht die einzige Moglichkeit zur Skalierung des Speichers darin, weitere Hosts hinzuzufligen, was bei
speicherintensiven Workloads zu einer Kostensteigerung von 35-40 % oder mehr fiihren kann. Diese
Workloads erfordern zusatzlichen Speicher und getrennte Leistung, nicht zusatzliche Leistung, aber das
bedeutet, dass flr zusatzliche Hosts bezahlt werden muss. Hier ist der "jlingste Integration” von FSx ONTAP
ist praktisch fur speicher- und leistungsintensive Workloads mit VMware Cloud auf AWS.

Betrachten wir das folgende Szenario: Ein Kunde bendtigt acht Hosts flr die Leistung (vCPU/vMem), hat aber
auch einen erheblichen Speicherbedarf. Ihrer Einschatzung nach sind 16 Hosts erforderlich, um die
Speicheranforderungen zu erfiillen. Dies erhéht die Gesamtbetriebskosten, da sie die ganze zusatzliche
Leistung kaufen mussen, obwohl sie eigentlich nur mehr Speicherplatz bendtigen. Dies gilt fur alle
Anwendungsfalle, einschliel3lich Migration, Notfallwiederherstellung, Bursting, Entwicklung/Test usw.

Dieses Dokument flihrt Sie durch die erforderlichen Schritte zum Bereitstellen und AnschlieRen von FSx
ONTAP als NFS-Datenspeicher fiir VMware Cloud auf AWS.

@ Diese LAsung ist auch von VMware erhaltlich. Bitte besuchen Sie die"VMware Cloud on AWS-
Dokumentation" fur weitere Informationen.

Konnektivitiatsoptionen

@ VMware Cloud on AWS unterstiitzt sowohl Multi-AZ- als auch Single-AZ-Bereitstellungen von
FSx ONTAP.

In diesem Abschnitt wird die Konnektivitatsarchitektur auf hoher Ebene sowie die erforderlichen Schritte zum
Implementieren der Lésung beschrieben, um den Speicher in einem SDDC-Cluster zu erweitern, ohne dass
zusatzliche Hosts hinzugefiigt werden missen.
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Die Bereitstellungsschritte auf hoher Ebene sind wie folgt:

—_

. Erstellen Sie Amazon FSx ONTAP in einer neuen designierten VPC.

2. Erstellen Sie eine SDDC-Gruppe.

3. Erstellen Sie VMware Transit Connect und einen TGW-Anhang.

4. Konfigurieren Sie Routing (AWS VPC und SDDC) und Sicherheitsgruppen.
5

. Hangen Sie ein NFS-Volume als Datenspeicher an den SDDC-Cluster an.

Bevor Sie FSx ONTAP als NFS-Datenspeicher bereitstellen und anhadngen, missen Sie zunachst eine
VMware on Cloud SDDC-Umgebung einrichten oder ein vorhandenes SDDC auf v1.20 oder héher
aktualisieren. Weitere Informationen finden Sie im "Erste Schritte mit VMware Cloud auf AWS" .

@ FSx ONTAP wird derzeit nicht mit Stretched Clustern unterstiitzt.

Abschluss

Dieses Dokument behandelt die notwendigen Schritte zur Konfiguration von Amazon FSx ONTAP mit VMware
Cloud auf AWS. Amazon FSx ONTAP bietet hervorragende Optionen zum Bereitstellen und Verwalten von
Anwendungs-Workloads zusammen mit Dateidiensten und reduziert gleichzeitig die Gesamtbetriebskosten,
indem die Datenanforderungen nahtlos in die Anwendungsebene integriert werden. Wahlen Sie flr jeden
Anwendungsfall VMware Cloud on AWS zusammen mit Amazon FSx ONTAP , um die Vorteile der Cloud
schnell zu nutzen, eine konsistente Infrastruktur und Betriebsablaufe von On-Premises zu AWS zu
gewahrleisten, Workloads bidirektional zu portieren und Kapazitat und Leistung auf Unternehmensniveau zu
erreichen. Es handelt sich um denselben bekannten Prozess und dieselben bekannten Verfahren, die zum
Verbinden von Speichern verwendet werden. Denken Sie daran, dass sich neben den neuen Namen nur die
Position der Daten geandert hat. Die Tools und Prozesse bleiben alle gleich und Amazon FSx ONTAP tragt zur
Optimierung der gesamten Bereitstellung bei.

Um mehr Uber diesen Vorgang zu erfahren, kdnnen Sie sich gerne das ausfluhrliche Walkthrough-Video
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ansehen.

Amazon FSx ONTAP VMware Cloud

Erstellen eines zusatzlichen NFS-Datenspeichers in AWS

Nachdem VMware Cloud bereit und mit AWS VPC verbunden ist, missen Sie Amazon
FSx ONTAP in einem neu zugewiesenen VPC und nicht im urspringlich verbundenen
oder vorhandenen Standard-VPC bereitstellen.

Stellen Sie zunachst eine zusatzliche VPC in derselben Region und Verflugbarkeitszone bereit, in der sich
SDDC befindet, und stellen Sie dann Amazon FSx ONTAP in der neuen VPC bereit. "Konfiguration einer
SDDC-Gruppe in der VMware Cloud" Die Konsole aktiviert die Netzwerkkonfigurationsoptionen, die fir die
Verbindung mit der neu festgelegten VPC erforderlich sind, in der FSx ONTAP bereitgestellt wird.

@ Stellen Sie FSx ONTAP in derselben Availability Zone wie VMware Cloud on AWS SDDC bereit.

Sie kdonnen FSx ONTAP nicht im Connected VPC bereitstellen. Stattdessen missen Sie es in
@ einem neuen, dafir vorgesehenen VPC bereitstellen und das VPC dann tGber SDDC-Gruppen
mit einem VMware Managed Transit Gateway (vTGW) verbinden.
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Schiritt 1: Erstellen Sie Amazon FSx ONTAP in einer neuen, designierten VPC

Fuhren Sie die folgenden Schritte aus, um das Amazon FSx ONTAP Dateisystem zu erstellen und
bereitzustellen:

1. Offnen Sie die Amazon FSx Konsole unter https://console.aws.amazon.com/fsx/ und
wahlen Sie Dateisystem erstellen, um den Assistenten Dateisystem erstellen zu starten.

2. Wahlen Sie auf der Seite ,Dateisystemtyp auswahlen® * Amazon FSx ONTAP* aus und klicken Sie
dann auf Weiter. Die Seite Dateisystem erstellen wird angezeigt.

Select file system type

File system options

O Amazmn P Toe Nbhop ONTAR Aanason P for OpendiS demiron Fhe dor Windgwe Tis Armaran P for Lustre
,
FSi% FS¥e- FSx FSen
Amazon F5x Amazon FSx = Amazon FSx
for NetApp ONTAP for Openifs Amazon Fax for Lustre

for Windows File Server

Amazan FSx for NetApp ONTAP

demion F5a for Nathpp ONTAP provide feature- rich, high-perfiarmance, and highly-riliable stacage tailt on NetApo's popiar GHTAP file 3yntem and hilly managed by AWS

* Eenadiy actensibile from Lincis, Windows, ant macis computs imutances g tonfalners iunning 0n MWS or or-premiey] vis indonery-standard NFS, SMIL and $051 peotocots

i replicationd, FlexClone for dita dioningd, snd dida comperision [ dedupbication.

* Provides ONTAF popolar dita management oapatslites like Srapshats, Snaphirar [for
istent sub-oniiisecond datenciet. and up 1o 3 Gl ol throughput

» Deiivers hundnoeds of thousands of 1085 with
® Ooffir Tighly- vl s hgihiy-Sralis ddti A2 S50 Worage with faopert Faf cnond-togion eapluaticn and buil-in, fully mandged badkui.

* Automatically thers Infrogaenty-accessed data to capacity poel storage. a fully elistic siorage ber thak can scale to petabiyies in site and is vost-optimized for intrequestiy-scoessed data.

= Etrgratr with Mitratolt Art b Dirsetany (AD) b wepart Window-baued resnmenty and sntepeivn

i ﬁ

3. Wahlen Sie als Erstellungsmethode Standarderstellung.

Create file system

Creation method

Quick create

Use recommended best-practice configurations.
Most configuration options can be changed after
the file system is created.
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© Standard create

You set all of the configuration options, including
specifying performance, networking, security,
backups, and maintenance.
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File system details

File system name - optional Info

FSxONTAPDatastoreFS

Maximum of 256 Unicode letters, whitespace, and numbers, plus +-=. _:/

Deployment type Info
O Multi-AZ
Single-AZ

SSD storage capacity Info

2048 2
Minimum 1024 GiB; Maximum 192 TIB.

Provisioned $5D IOPS
Amazon FSx provides 3 10PS per GiB of storage capacity. You can alse provision additional 55D 10PS as needed,
Automatic (3 IOPS per GiB of 55D storage)

© User-provisioned

40000 2

Maximum 80,000 IOPS
Throughput capacity Info

The sustained speed at which the file server hosting your file system can serve data. The file server can also
burst to higher speeds for periods of time.

Recommended throughput capacity
128 MB/s

© Specify throughput capacity
Throughput capacity

2048 MB/s v

Die Datenspeichergréf3en variieren von Kunde zu Kunde erheblich. Obwohl die
empfohlene Anzahl virtueller Maschinen pro NFS-Datenspeicher subjektiv ist, wird die
optimale Anzahl VMs, die auf jedem Datenspeicher platziert werden kénnen, von vielen

@ Faktoren bestimmt. Obwohl die meisten Administratoren nur die Kapazitat
bertcksichtigen, ist die Menge der gleichzeitig an die VMDKs gesendeten E/A-
Vorgange einer der wichtigsten Faktoren fur die Gesamtleistung. Verwenden Sie
Leistungsstatistiken vor Ort, um die Datenspeichervolumes entsprechend zu
dimensionieren.

4. Wahlen Sie im Abschnitt Netzwerk fir Virtual Private Cloud (VPC) die entsprechende VPC und die
bevorzugten Subnetze zusammen mit der Routentabelle aus. In diesem Fall wird Demo-
FSxforONTAP-VPC aus dem Dropdown-Menl ausgewahilt.

@ Stellen Sie sicher, dass es sich um eine neue, designierte VPC und nicht um die
verbundene VPC handelt.
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StandardmaRig verwendet FSx ONTAP 198.19.0.0/16 als Standard-Endpunkt-IP-
Adressbereich fir das Dateisystem. Stellen Sie sicher, dass der IP-Adressbereich des

@ Endpunkts nicht mit dem VMC auf dem AWS SDDC, den zugehdrigen VPC-Subnetzen
und der lokalen Infrastruktur in Konflikt steht. Wenn Sie unsicher sind, verwenden Sie
einen nicht Gberlappenden Bereich ohne Konflikte.

Network & security

Virtual Private Cloud (VPC) Info

Specify the VPC from which your file system is accessible.

Demo-FsxforONTAP-VPC | vpc- 7 v
VPC Security Groups Info

Specify VPC Security Groups to associate with your file system's network interfaces.

v

sg-0d fH X
Preferred subnet Info
Specify the preferred subnet for your file system.

DemoFSXxONTAP-Sub02 | subnet-0 3 (us-west-2b) v
Standby subnet

DemoFSxONTAP-Sub01 | subnet-( (us-west-2a) v
VPC route tables

Specify the VPC route tables associated with your file system,
© VPC's default route table
) Select one or more VPC route tables

Endpoint IP address range
Specify the IP address range in which the endpoints to access your file system will be created

No preference

© Select an IP address range

3.3.0.0/24

5. Wahlen Sie im Abschnitt Sicherheit und Verschliisselung fiir den Verschliisselungsschlissel den
Verschllsselungsschlissel des AWS Key Management Service (AWS KMS) aus, der die ruhenden
Daten des Dateisystems schiuitzt. Geben Sie flr das Dateisystem-Administratorkennwort ein
sicheres Kennwort flir den Benutzer fsxadmin ein.



Security & encryption

Encryption key Info
AWS Key Management Service (KMS) encryption key that protects your file system data at rest.

aws/fsx (default) v
Description Account KMS key ID
Default key that protects my FSx resaurces when no 402 6-

other key is defined et e e

File system administrative password
Password for this file system's “fsxadmin” user, which you can use to access the ONTAP CLI or REST API.

© Don't specify a password

Specify a password

6. Geben Sie im Abschnitt Standardkonfiguration der virtuellen Speichermaschine den Namen der
SVM an.

@ Ab GA werden vier NFS-Datenspeicher unterstitzt.

Default storage virtual machine configuration

Storage virtual machine name

FSxONTAPDatastoreSVM

SVM administrative password
Password for this SVM's “vsadmin" user, which you can use to access the ONTAP CLI or REST API.

© Don't specify a password

Specify a password

Active Directory
Joining an Active Directory enables access from Windows and MacOS5 clients over the SMB protocol.

© Do not join an Active Directory

Join an Active Directory

7. Geben Sie im Abschnitt Standardvolumekonfiguration den fiir den Datenspeicher erforderlichen
Volumenamen und die GréRRe an und klicken Sie auf Weiter. Dies sollte ein NFSv3-Volume sein.
Wahlen Sie fir Speichereffizienz Aktiviert, um die ONTAP Speichereffizienzfunktionen
(Komprimierung, Deduplizierung und Kompaktierung) zu aktivieren. Verwenden Sie nach der
Erstellung die Shell, um die Volume-Parameter mit volume modify wie folgt zu dndern:

Einstellung Konfiguration

Volumengarantie (Space Guarantee Style) Keine (Thin Provisioning) — standardmaRig
eingestellt

fractional_reserve (Teilreserve) 0 % — standardmaRig eingestellt
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Einstellung Konfiguration

snap_reserve (Prozent-Snapshot-Speicherplatz) 0 %

Automatische Grole (Autosize-Modus) wachsen_schrumpfen

Speichereffizienz Aktiviert — standardmafig eingestellt
Automatisches Loschen Volumen / dlteste_zuerst
Volume-Tiering-Richtlinie Nur Snapshot — standardmalig eingestellt
Versuchen Sie es zuerst Automatisches Wachstum
Snapshot-Richtlinie Keine

Verwenden Sie den folgenden SSH-Befehl, um Volumes zu erstellen und zu andern:

Befehl zum Erstellen eines neuen Datenspeichervolumes von der Shell aus:

volume create -vserver FSxONTAPDatastoreSVM -volume DemoDS002
-aggregate aggrl -size 1024GB -state online -tiering-policy
snapshot-only -percent-snapshot-space 0 -autosize-mode grow
-snapshot-policy none -junction-path /DemoDS002

Hinweis: Es dauert einige Minuten, bis die Uber die Shell erstellten Volumes in der AWS-Konsole
angezeigt werden.

Befehl zum Andern von Lautstirkeparametern, die nicht standardmiBig festgelegt sind:

volume modify -vserver FSxONTAPDatastoreSVM -volume DemoDS002
-fractional-reserve 0

volume modify -vserver FSxONTAPDatastoreSVM -volume DemoDS002 -space
-mgmt-try-first vol grow

volume modify -vserver FSxONTAPDatastoreSVM -volume DemoDS002

-autosize-mode grow



Default volume configuration

Volume name
DemoDS01
Haximum of 203 alphanumeric characters, plus _.
Junction path
/DemoDS01
The location within your file system where your volume will be mounted.

Volume size

<y

2048000

Minimum 20 MiB; Maximum 104857600 MiB

Storage efficiency
Select whether you would like to enable ONTAP storage efficiencies on your volume: deduplication,
compression, and compaction.

© Enabled (recommended)
Disabled

Capacity pool tiering policy
You can optionally enable automatic tiering of vour data to lower-cost capacity pool storage,

Snapshot Only v

v Backup and maintenance - optional

Daily automatic backup Info
Amazon F5x can protect your data through daily backups

Enabled
© Disabled

Weekly maintenance window Info
When patching needs to be performed, Amazon FSx performs maintenance on your file system only during this
window,

0O No preference
Select start time for 30-minute weekly maintenance window

» Tags - optional

Cancel Back m

Wahrend des ersten Migrationsszenarios kann die standardmaflige Snapshot-Richtlinie
zu Problemen mit der vollen Datenspeicherkapazitat fihren. Um dies zu umgehen,
andern Sie die Snapshot-Richtlinie entsprechend den Anforderungen.

8. Uberpriifen Sie die Dateisystemkonfiguration, die auf der Seite Dateisystem erstellen angezeigt
wird.
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9. Klicken Sie auf Dateisystem erstellen.

FSa File systems
File systems Iil i ) flissy
qQ 1 @

Fia De, nt St Stora Thraughput

File system name ¥ File system ID - system Status v P oy e o rougnpu Creation time

type v type v capacity W capacity v
type
fs-
FSXONTAPDatastorers s 5 ONTAP @ Creating Multi-AZ 550 T::ff—?m-mm

=]
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v ONTAP Qa 1 @
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e eployment Storage Snorage Throughput
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Shapuhots
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Wiederholen Sie die vorherigen Schritte, um je nach Kapazitats- und
@ Leistungsanforderungen weitere virtuelle Speichermaschinen oder Dateisysteme und
Datenspeichervolumes zu erstellen.

Weitere Informationen zur Leistung von Amazon FSx ONTAP finden Sie unter "Amazon FSx ONTAP
-Leistung" .
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Schritt 2: SDDC-Gruppe erstellen

Nachdem die Dateisysteme und SVMs erstellt wurden, verwenden Sie die VMware-Konsole, um eine
SDDC-Gruppe zu erstellen und VMware Transit Connect zu konfigurieren. Fiihren Sie dazu die folgenden
Schritte aus und denken Sie daran, dass Sie zwischen der VMware Cloud Console und der AWS Console

navigieren mussen.

1. Melden Sie sich bei der VMC-Konsole an unter https://vmc.vmware . com.

2. Klicken Sie auf der Seite Inventar auf SDDC-Gruppen.
3. Klicken Sie auf der Registerkarte SDDC-Gruppen auf AKTIONEN und wahlen Sie SDDC-Gruppe
erstellen. Zu Demonstrationszwecken heil3t die SDDC-Gruppe FSxONTAPDatastoreGrp .

4. Wahlen Sie im Raster ,Mitgliedschaft“ die SDDCs aus, die als Gruppenmitglieder aufgenommen
werden sollen.

< Add SDDCs

Seiect which SDDC(s) you want to add to the group
@ Name T Sddc Id ¥ Location T Version T Managemaent CIDR T
FSxNDemoSDDC chbascd9-e0lb-41d5-89e2-11095d719a0d US West (Oregon) 1.18.0.14 172.30.160.0/23

oI BT page 100 1- 10 1 Rems

r

aop soocs [

5. Stellen Sie sicher, dass die Option ,Beim Konfigurieren von VMware Transit Connect fir Ihre Gruppe
fallen Gebuhren pro Anhang und Datenlbertragung an® aktiviert ist, und wahlen Sie dann ,,Gruppe
erstellen aus. Der Vorgang kann einige Minuten dauern.

¢ Back ACTIONS
FSXONTAPDatastoreGrp :
B Inventory Summary vanter Linking Direct Connect External VPC External TGW Routing Support
Subscriptions

SODC group for demo purposes

Aciivity Log

CONNECTED
53 Tools
* Developer Center SDDCs
%, Maintanance
ADD 5DDE
tit ‘Motification Preferences
Hame ¥  sooCiD T | SDDCWersion Management CID6 T Location

FExNDemasSODC clibaecoi-e01n-4ta5-E0e 2 HOSSATI9a0d 118,094


https://vmc.vmware.com

Schritt 3: Konfigurieren Sie VMware Transit Connect

1. Fugen Sie die neu erstellte designierte VPC der SDDC-Gruppe hinzu. Wahlen Sie die Registerkarte
Externe VPC und folgen Sie den "Anweisungen zum Anhangen einer externen VPC an die Gruppe" .
Dieser Vorgang kann 10—-15 Minuten dauern.

Add AWS Account Association

Prowlde the AWS Account ID Delow 1o &
t

L

Yo

AWS Account ID (T) i

S m

2. Klicken Sie auf Konto hinzufiigen.

a. Geben Sie das AWS-Konto an, das zum Bereitstellen des FSx ONTAP Dateisystems verwendet
wurde.

b. Klicken Sie auf Hinzufligen.

3. Melden Sie sich in der AWS-Konsole wieder beim selben AWS-Konto an und navigieren Sie zur
Serviceseite Resource Access Manager. Es gibt eine Schaltflache, mit der Sie die
Ressourcenfreigabe akzeptieren kénnen.

Resource Access x Resource Access Manager »  Shared with me : Riesource shares  Resource share fd39uBcS-b767-45aa-Baad-96ae52ded23)
Manager
VMC-Group-487b0fe3-7d9b-407b-abbc-cce11aebdas7 (fd99e8c5-b787-49aa-8aad-
¥ Shared b
e 96ae52de4231)
Resgurce shares
Details and information relating to this resoorce thane
Shared resources
Principals Ruoject resource share I Accept resource share
¥ Shared with me
Respurce shares Summary
Shured resources
Nama Owner Invitation date Status
Principals
VMC-Group- 64 2 2022/09/12 (@) Pending
ccel Tackdas?
Permissions (ibrary ARM Becabver
Settings ArMCAWS AM US-west- 3

2645453501102 resource-
share/fda9e8¢5-b787-490a-Baad-
96ae52ded23)

Im Rahmen des externen VPC-Prozesses werden Sie Uber die AWS-Konsole zu einer

@ neuen freigegebenen Ressource ber den Resource Access Manager aufgefordert.
Die gemeinsam genutzte Ressource ist das von VMware Transit Connect verwaltete
AWS Transit Gateway.

4. Klicken Sie auf Ressourcenfreigabe akzeptieren.
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wnw VMware Cloud

ACTIONS

FSXONTAPDatastoreGrp

Summary vienter Linking Direct Connect External VPC External TGW Routing Support

| ato account |

3 Tools WS Account 10 ¥ fescurce Share Nans T

T VPC Bl

= Developer Center 2 VMC-Groug-487

T Malntenance

it Notification Preferances

5. Zurlck in der VMC-Konsole sehen Sie nun, dass sich die externe VPC in einem zugehorigen Status
befindet. Es kann mehrere Minuten dauern, bis dies angezeigt wird.
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Schritt 4: Transit-Gateway-Anhang erstellen

1. Gehen Sie in der AWS-Konsole zur VPC-Serviceseite und navigieren Sie zu der VPC, die fur die
Bereitstellung des FSx-Dateisystems verwendet wurde. Hier erstellen Sie einen Transit-Gateway-
Anhang, indem Sie im Navigationsbereich rechts auf Transit-Gateway-Anhang klicken.

2. Stellen Sie unter VPC-Anhang sicher, dass DNS-Support aktiviert ist, und wahlen Sie die VPC aus, in
der FSx ONTAP bereitgestellt wurde.

WPE Transit gateway attachments Creatn transit gateessy attachment o

Create transit gateway attachment ...

A transit gateway (TGW) is a netwark transit hub that interconnects attachments (VPCs and YPRs) within the same AWS
Sco0unt o acTons AWS Acoounts.

Details

Name tag - optional
Creates @ 12 with the bey wet 10 Nams and the valoe et to the specfs

faxontap-tgw-attach-01

Transit gatewsy ID info
tgw-0d v

Attachment type info

WP v

VPC attachment

Selec and Leitigure yous WPC attsehmant

DNS suppart infe

IPv6 suppart Info

3. Klicken Sie auf Transit-Gateway-Anhang erstellen.

VPCID
Seloct the VPL o attach to the tramit gateway.

vpe-05506abeTRcbE5ILT [Demo-FuxdorONTAP-VPC) v
Subnet IDs info
Select the subrets in which to omate the tranut gatewsy VIPC attachment
-west-2a subnet-070acb3d6h 108044d [DemoFSxONTAP-,,, ¥
s-west-2h subnet-Ob2e5aTHEI4IF303 (DemoF SKONTAP-Su.,, ¥

subnet-070aeb2d6b1b804dd X | | subnet-ObZeSa7Hefaff393

astign 1o an MVS resourts. Each tag consints of @ ey and sn optionsl valise. You can use 1ags to search snd Hiter
wour AWS: couty,

Ky Value - optional
O Name X O fasontap-tgw-attach-01 x Remove
Add new tag

Cancel Create transit gateway attachment

4. Navigieren Sie in der VMware Cloud Console zuriick zur Registerkarte ,SDDC-Gruppe > Externe
VPC*. Wahlen Sie die fir FSx verwendete AWS-Konto-ID aus, klicken Sie auf die VPC und dann auf
Akzeptieren.
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ww  VMware Cloud

ACTIONS
FSxONTAPDatastoreGrp
H Irmveniory Summary viCenter Linking Direct Connect External VPC External TGW Roasting Support
Subgeriptions
Activity Log TADO ACCOUNT |
= Tools AW Accoant 10 ¥ Rescurce Share Hams ¥ VPC Status
Developet Center y 2 3 VMGG 0w Y Panding Acce 3

£, Mnintenance

fil Notification Preferances

vmw VMware Cloud

ACTIONS

FSXONTAPDatastoreGrp

H Irmventory Summary  vCenter Linking  Direct Connect  External VPC  External TGW  Routing  Support
Subseriptions
ADD ACCOUNT |

Activity Log

T Tools AW Account 10 T

Developer Center | n o

€4 Mnintenance

1l Notification Prefemances

WPCID T VMG an AWE Region ¥ Tramu Gateway ATischenent £ v  Routss Stansy

Eu- 4 US West (Gregon) gmlm s :E(NDING :

@ Es kann einige Minuten dauern, bis diese Option angezeigt wird.

5. Klicken Sie dann auf der Registerkarte Externe VPC in der Spalte Routen auf die Option Routen
hinzufiigen und fligen Sie die erforderlichen Routen hinzu:

> Eine Route fur den Floating-IP-Bereich fir Amazon FSx ONTAP Floating-IPs.

o Eine Route fur den neu erstellten externen VPC-Adressraum.

ACTIONS

FSxONTAPDatastoreGrp

TeTaAry vCenter Linking Direct Connect External VPC External TGW  Routing Support

Subscriptions
Acthvity Log ADD ACCOUNT |
oA fd AWE Accoant I '

AWS Account D : BE2
Developer Center . B e

£, Mnintenance

til Notification Preferances

55



56

Edit Routes

Set of rou

(& 10,4906/ D 110034 X,

A




Schritt 5: Routing (AWS VPC und SDDC) und Sicherheitsgruppen konfigurieren

1. Erstellen Sie in der AWS-Konsole die Route zuriick zum SDDC, indem Sie die VPC auf der VPC-
Serviceseite suchen und die Haupt-Routentabelle fiir die VPC auswahlen.

2. Navigieren Sie zur Routentabelle im unteren Bereich und klicken Sie auf Routen bearbeiten.

@0 Hew VPE Experience @
Yol iy i X VPC Foute tables. rtb-Oaanesdbedbc2Bee
VPC dashboard rtb-Oaaae5dbc8b7c26cc Actions ¥ |
EC2 Glabal View [
Filter by WPC:
Select a VPC v Details 1o
* Virtual private cloud
Route table 1D Main Explicit subnet associations Edge associations
Yaur VPC
A (5 rib-OasaeSdbeBbTc2bee 0 ves - -
Submets
vPC 0
Route tables Quer
vpe-{ 7 | Dema- (P 982589175402
Remmet gateways FarforONTAP-VPC
Egress-anly intemet
gateways
Carrier gateways ) o _ i
Routes Subnet assodations Edge associations Route propagation Tags
DHCP Option Sets
Elastic IPs
Managed prafis lists Routes (9) | Edit routes |
Endpolns
a Both hd 1 @
Endpoint services
NAT gateways
Peering connictions Destination Target Status Propagated
“in 0.0.0.0/0 g0 @ Active Na

3. Klicken Sie im Bereich Routen bearbeiten auf Route hinzufiigen und geben Sie den CIDR fir die
SDDC-Infrastruktur ein, indem Sie Transit Gateway und die zugehoérige TGW-ID auswahlen. Klicken
Sie auf Anderungen speichern.

{3 Updatad routes for rtb-OasaeSdbcBbTcdice scoastfully
* Details

D) Mew VPC Expiriente

VPO dashboard

EC2 Global View [4

Filter by VPEC: Routes Subnet assodations Edge associations Routs propagstion Tags
Seleee a VPC v
¥ Wirtual private cloud Rowtes (10} Edit raute
Vour VPCa a Both » . &
Suhniets
Destinathan Target Statug L Propagated
Egress-only inter 0.0.0.0/0 gw-DEAT FaBE S GLaES @ Actve o
ganeways 220.84/32 en-DES ILET0R S Te1 Be (A B Active Mo
Carigr gatuwerys 130945752 enl-D65 6 02 542 8 [A ) Attivn Mo
DHCE Option Sets 0.49.00/16 bocal £ Acth No
Dlastic 1061, 180.0/24 wipwe-Deddarcala Ti Yach e ) Active Yes
1061.987.0/24 wirw-OidcdaccaSa e Vac 6 3e & Active Mo
1067, 187.0/24 v CeldaEaSa TA 12463 & active Ve
172.21.355.0/24 wgw-Oddarcasa Td lacBic & Active Wes
1T220,254.0/24 wwelcidacaSaTa Yach I &) Active Wes
Pariog sanections [ vr2s0s tigw- i 2 1D Active Ho |

4. Der nachste Schritt besteht darin, zu Uberprifen, ob die Sicherheitsgruppe im zugehdrigen VPC mit
den richtigen eingehenden Regeln fiir das SDDC-Gruppen-CIDR aktualisiert ist.

5. Aktualisieren Sie die eingehende Regel mit dem CIDR-Block der SDDC-Infrastruktur.
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© ke e VPC O SecusityGroups > sg-0d26/822a764<1075 - default

VPL dashboard
EC2 Global View [4
Filter by VPC:

Select o VPC

¥ Virtwal private cloud
Yaur VPCs
Subnets
Route tables
Internet gateways
£qress-anly intemet
gateways
Carrier gateways
DHCP Dption Sets
Elastic IPx
Managed profix lists
Endpaoints
Endpoint services
NAT gateways

Peering cannections

¥ Security

®
®

sg-0d26f822a764c1075 - default Actions ¥
Details
v
Security group name Security group 1D Description VPC 1D
(3 default (P so-0d4261822a764¢ 1075 {9 default VPC security group O vpe- th?
Cwmer Inbround rules count Outbound rules count
@ 2 3 Permission entries 1 Permission entry
Inbound rules Outhound rules Togs
Inbound rules (3) ' (6 | Editinbound rules |
Q 1 ®
Name v Security group rule... Port range Source Deseription
sgr-0a95h39a52c20084c Al 0.0.0.0/0
sgr-03fabedd2ad0baade Al 55-04261822a764¢107... .
[ - sgr-0011220bbAd et Al 172.30.160.0/23 |

Stellen Sie sicher, dass die Routentabelle der VPC (wo sich FSx ONTAP befindet)
aktualisiert ist, um Verbindungsprobleme zu vermeiden.

Aktualisieren Sie die Sicherheitsgruppe, um NFS-Verkehr zu akzeptieren.

Dies ist der letzte Schritt bei der Vorbereitung der Konnektivitat zum entsprechenden SDDC. Nachdem
das Dateisystem konfiguriert, Routen hinzugefligt und Sicherheitsgruppen aktualisiert wurden, ist es an
der Zeit, den/die Datenspeicher zu mounten.



Schritt 6: NFS-Volume als Datenspeicher an SDDC-Cluster anhéngen

Nachdem das Dateisystem bereitgestellt und die Konnektivitat hergestellt wurde, greifen Sie auf die
VMware Cloud Console zu, um den NFS-Datenspeicher zu mounten.

1. Offnen Sie in der VMC-Konsole die Registerkarte Speicher des SDDC.

vaw Viware Cloud

Lsunchpad

< Back 1T
OPEN N5X MANAGER OPEN VCENTER ACTIDNS ~

ﬁ‘ FSxNDemoSDDC | vMcen aws sooc ) us west (Oregen)

Metworking & Security Storage Add Ons Malntenance Troubleshooting Settings Support

External Storage

ATTACH DATASTORE
Chuster ¥  Datastores Altached

2. Klicken Sie auf DATENSPEICHER ANHANGEN und geben Sie die erforderlichen Werte ein.

@ Die NFS-Serveradresse ist die NFS-IP-Adresse, die in der AWS-Konsole unter FSx >
Registerkarte ,Virtuelle Speichermaschinen” > ,Endpunkte® zu finden ist.

vow ViMware Cloud

“ < Attach Datastore
Cluster Chustar-1
Datastore Attach a new datastore
NFS server sddress 13021 vALibaTe ((SGecEss )
Export /DemoDS01
fit Notification Preferences okt Nendor: it o
Batastore Name Demabs0n

ATTACH DATASTORE CANCEL |

3. Klicken Sie auf DATENSPEICHER ANHANGEN, um den Datenspeicher an den Cluster anzuhangen.
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vow Widware Cloud

OPEN NiX MANAGER GPEN YCENTER ACTIONS ~

ﬁ: FSxNDemoSDDC | vmcen aws sooe @ s West (Oregon)

Summary Matworking & Sscurity Storage Add Ons Maintenance Troubleshaoling Sattings Support

External Storage

ATTACH DATASTORE
huster ¥
Cluster-1 x
v | o5 sarvee . v | Dataszors Status v
%

¢ B DemoDSO1 | :actans

in)] @ F; "E) Susmamary Manitor Configure Parmissions Files Haosts VM

Capacity and Usage i Related Objects
Lt pciativd at 406 PM

== Storage
— 186 TH
Hosts 1 1.07 1800 a8ocaton

Wirtual machines

WM templates @

Server 330033 Maone

Folder

Location

Tags i Custom Attributes

NetApp Guest Connected Storage-Optionen fiir AWS

AWS unterstutzt Uber Gaste verbundene NetApp -Speicher mit dem nativen FSx-Dienst
(FSx ONTAP) oder mit Cloud Volumes ONTAP (CVO).

FSx ONTAP

Amazon FSx ONTAP ist ein vollstandig verwalteter Service, der duRerst zuverlassigen, skalierbaren,
leistungsstarken und funktionsreichen Dateispeicher bietet, der auf dem beliebten ONTAP Dateisystem von
NetApp basiert. FSx ONTAP kombiniert die vertrauten Funktionen, Leistung, Fahigkeiten und API-Operationen
von NetApp Dateisystemen mit der Agilitat, Skalierbarkeit und Einfachheit eines vollstandig verwalteten AWS-
Dienstes.

FSx ONTAP bietet funktionsreichen, schnellen und flexiblen gemeinsamen Dateispeicher, der von Linux-,
Windows- und macOS-Recheninstanzen, die in AWS oder vor Ort ausgefuhrt werden, umfassend zuganglich
ist. FSx ONTAP bietet leistungsstarken Solid-State-Drive-Speicher (SSD) mit Latenzen im
Submillisekundenbereich. Mit FSx ONTAP kénnen Sie fur Ihre Arbeitslast eine SSD-Leistung erzielen und
gleichzeitig nur fiir einen kleinen Teil Ihrer Daten SSD-Speicher bezahlen.
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Die Verwaltung lhrer Daten mit FSx ONTAP ist einfacher, da Sie lhre Dateien per Mausklick als Snapshot
erstellen, klonen und replizieren kdnnen. Dartber hinaus verteilt FSx ONTAP |hre Daten automatisch auf
kostengunstigeren, elastischen Speicher, sodass Sie weniger Kapazitat bereitstellen oder verwalten mussen.

FSx ONTAP bietet auRerdem hochverfiigbaren und langlebigen Speicher mit vollstdndig verwalteten Backups
und Unterstltzung fur regionsibergreifende Notfallwiederherstellung. Um den Schutz und die Sicherung Ihrer
Daten zu vereinfachen, unterstitzt FSx ONTAP gangige Datensicherheits- und Antivirenanwendungen.

FSx ONTAP als Gastspeicher

Konfigurieren Sie Amazon FSx ONTAP mit VMware Cloud auf AWS

Amazon FSx ONTAP Dateifreigaben und LUNs kénnen von VMs gemountet werden, die innerhalb der
VMware SDDC-Umgebung bei VMware Cloud bei AWS erstellt wurden. Die Volumes kdnnen auch auf
dem Linux-Client gemountet und auf dem Windows-Client mithilfe des NFS- oder SMB-Protokolls
zugeordnet werden. Auf LUNS kann auf Linux- oder Windows-Clients als Blockgerate zugegriffen werden,
wenn sie Uber iISCSI gemountet sind. Amazon FSx fur das NetApp ONTAP Dateisystem kann mit den
folgenden Schritten schnell eingerichtet werden.

Amazon FSx ONTAP und VMware Cloud on AWS missen sich in derselben
@ Verflugbarkeitszone befinden, um eine bessere Leistung zu erzielen und
Datenibertragungsgebihren zwischen Verflugbarkeitszonen zu vermeiden.
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Erstellen und Mounten von Amazon FSx ONTAP -Volumes

Flhren Sie die folgenden Schritte aus, um ein Amazon FSx ONTAP Dateisystem zu erstellen und
bereitzustellen:

1. Offnen Sie die"Amazon FSx Konsole" und wéhlen Sie ,Dateisystem erstellen®, um den Assistenten
zum Erstellen von Dateisystemen zu starten.

2. Wahlen Sie auf der Seite ,Dateisystemtyp auswahlen“ die Option Amazon FSx ONTAP und
anschlieRend Weiter aus. Die Seite ,Dateisystem erstellen” wird angezeigt.

Select file system type ®

File system options

Amaron Fia for NetApp ONTAP Armzzon FSx for Windows File Mmoo P for Lustre
Server
A" LY
Amazon F5x g Amazon FSx
for NetApp ONTAP Amazon F5x for Lustre

for Windows File Server

Select file system type

1. Wahlen Sie im Abschnitt ,Netzwerk"® fur Virtual Private Cloud (VPC) die entsprechende VPC und die
bevorzugten Subnetze zusammen mit der Routentabelle aus. In diesem Fall wird vmcfsx2.vpc aus
der Dropdown-Liste ausgewahlt.

Create file system

Creation method

Quick create © Standard create
Use recommended best-practice configurations. You set all of the configuration options, including
Muost configuration options can be changed after specifying performance, networking, security,
the file systam is created, backups, and maintenance.

1. Wahlen Sie als Erstellungsmethode ,Standarderstellung“ aus. Sie kdnnen auch ,Schnell erstellen®
wahlen, dieses Dokument verwendet jedoch die Option ,Standard erstellen®.
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File system details

File system name - optional  Info

| vmcfsaval2

Maxtmum of 256 Unicode Letters, whitespace, and numbers, plus # - = _ 1/

55D storage capacity  Info
i 1024 =
Minimwm 1004 GE; Maximum 192 TH,

Provisioned 550 10PS

Amazon FSx provides 3 10PS per GB of storage capacity. You can also provision additional 550 HOPS as
needed

© Automatic (3 IOPS per GB of S50 storage)
O User-provisioned
Throughput capacity  Info

The sustained speed at which the Ble server hosting your file system can serve data. The Ale server can also
burst to higher speeds for periods of time.

I 512 MB/s (Recommended) v

1. Wahlen Sie im Abschnitt ,Netzwerk® fir Virtual Private Cloud (VPC) die entsprechende VPC und die
bevorzugten Subnetze zusammen mit der Routentabelle aus. In diesem Fall wird vmcfsx2.vpc aus
der Dropdown-Liste ausgewabhlt.

Network & security

Wirtual Private Cloud (WVPC)  Info

Speclfy the VPC from which your fite system is accessibde.
wmclsx2 vpe | vpe-Od1eTe4dbec 4952805 v

WP Security Groups  Info
';nr-ril'y".'F'I' Cecurtty Groups to pssociate with your file system's network inferface.

5g-0188962a218164cch (default) X
Preferred subnet  Info

'S;,.‘u.*;.iiy the preferred submet Tor youer file syslem.
subnet02.=n | subnet-013675849a5b99b 3¢ (us-west-2b) v
ﬁtandhy subnet

subnetd sn | subnet-0ef356cebfs 39F970 (us-west-23) v

WPC route tables
Specify the VP route tables assoclated with your fie system

0 VPC'= default route table
Select one or more VP route tables

Endpoint IP address range
Specify the 1P address range Inwhich the endpaints to access your file system will be created

© Mo preference
Select an IP address range
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Wahlen Sie im Abschnitt ,Netzwerk* fir Virtual Private Cloud (VPC) die entsprechende
VPC und die bevorzugten Subnetze zusammen mit der Routentabelle aus. In diesem Fall
wird vmcfsx2.vpc aus der Dropdown-Liste ausgewahlt.

. Wahlen Sie im Abschnitt ,Sicherheit und Verschlisselung® fiir den Verschlisselungsschlissel den

Verschlisselungsschlissel des AWS Key Management Service (AWS KMS) aus, der die ruhenden
Daten des Dateisystems schiitzt. Geben Sie als Administratorkennwort des Dateisystems ein
sicheres Kennwort flr den Benutzer fsxadmin ein.

Security & encryption

Encryption key Info

AWS Key Management Service (KMS} encryption key that protects your file systemn data at rest
aws/ffox (default) v
Description Account KMS key ID
Default mastar that protects my FSx resources T2745367-7Thh0-499¢-
ey At pratects my 139763910815 ¢
when no other key is defined acc0-4f2c0al0e7cs

File system administrative password
Password for this Ale system's “"fxadmin® user, which you can use to access the ONTAP CLI or REST AP

Don't specify a password
© Specfy a password
Password

Confirm password

LI 1Tl L]

1. Geben Sie in der virtuellen Maschine das Kennwort an, das mit vsadmin fur die Verwaltung von

ONTAP mithilfe von REST-APIs oder der CLI verwendet werden soll. Wenn kein Passwort angegeben
wird, kann ein fsxadmin-Benutzer zur Verwaltung der SVM verwendet werden. Stellen Sie im
Abschnitt ,,Active Directory” sicher, dass Sie Active Directory mit der SVM verkntpfen, um SMB-
Freigaben bereitzustellen. Geben Sie im Abschnitt ,Standardkonfiguration der virtuellen
Speichermaschine” einen Namen fiir den Speicher in dieser Validierung an. SMB-Freigaben werden
mithilfe einer selbstverwalteten Active Directory-Domane bereitgestellt.



Default storage virtual machine configuration

Storage virtual machine name

vmcfsxvalZsvm

SVM administrative password
Password for this SV's "vsadmin®™ user, which you can use bo access the ONTAP CLI or REST AP

[on't specify a password
O Specify a password
Password

Confirm password
LI LI R])

Active Directory
Jaining an Active Directory enables access from Windows and MacO5 cllents over the SMB protocol

© Do not join an Active Directory
Join an Active Directory

1. Geben Sie im Abschnitt ,Standardvolume-Konfiguration“ den Volumenamen und die VolumegréRRe an.

Dies ist ein NFS-Volume. Wahlen Sie fir die Speichereffizienz ,Aktiviert, um die ONTAP
Speichereffizienzfunktionen (Komprimierung, Deduplizierung und Kompaktierung) zu aktivieren, oder
,Deaktiviert’, um sie zu deaktivieren.

Default volume configuration

Volume name
| val1
Maximum of 203 alphanumeric characters, plus _
Junction path
| Jvolt
The location within your file systiem where your volume will be mounted
Volume size
1024 <
Mindmum 20 MiB; Maximuwm 104857600 MiB
Storage efficiency

Select whether you would like to enable ONTAP storage efficiencies on your volume: deduplication,
compression, and compaction.

Enabled (recommended)
© Disabled

Capacity pool tiering policy

You can cptionally enable automatic tiering of your data to lower-cost capacity pool storage.

Auto v
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1. Uberprifen Sie die Dateisystemkonfiguration, die auf der Seite ,Dateisystem erstellen* angezeigt

wird.

3

2. Klicken Sie auf ,Dateisystem erstellen®.

Amazon F5x x FSx » Fllesystems
Pl s c -
Backugs
ackyips a i ®
¥ ONTAR
Storage virtual machines File File
System File system 1D - system Status Preployprent Storsge = =
Volumes BT B tyjie v type v £a
¥ Windows File Server F-014c2B399batc 1 15F
foantapclfs a8 QONTAP @ Availabie Multi-AZ S50 14
¥ Lustre
F5-04Dencc 5eb0ac3 1017
DR repotary Lk wmeFsaval2 ‘ﬁ — ONTAP @ svailable Multi-AZ 550 1
fe-OabdbddTebda0R2an
FSx an Sérvice Quotas [ Fuantapugl & ONTAP @ Anrailable Multi-AZ 550 il
Network & security Administration Storage virtual machines Volumes Backups Tags
Storage virtual machines (SVMs) C | Create storage virtual machine
Q 1 @
SVM name v SVM ID v Status ¥ Creation time A Active Directory +
2021-10-19 15:17: TC
faxsmbtesting01 svm-075dcfbe2cfa2eced (:(?eate d +01 'LG S17:08U FSXTESTING.LOCAL
. 2021-10-15 15:16:54 UTC
vmcfsxval2svm swm-095db076341561212 ©
Created +01:00
FSx Storage virtual machines svm-075dcfbe2cfaleced
Delete Update

fsxsmbtesting01 (svm-075dcfbe2cfa2ece9)

Summary

SVMID

svm-075dcfbe2cfa2eced

SVM name

fsxsmbtesting01

Ui

4a50e659-30e7-11ec-acdf-
f3ad92a6a735

File system ID

fs-040eacc5d0ac3 1017

Creation time
2021-10-19T15:17:08+01:00

Lifecycle state
) Created

Subtype
DEFAULT

Active Directory
FSXTESTING.LOCAL

Met BIOS name
FSXSMBTESTINGO1

Fully qualified domain name

FSKXTESTING.LOCAL

Service account username

administrator

Organizational unit distinguished name

CN=Computers

Weitere Informationen finden Sie unter'Erste Schritte mit Amazon FSx ONTAP" .
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Nachdem das Dateisystem wie oben beschrieben erstellt wurde, erstellen Sie das Volume mit der
erforderlichen GréRe und dem erforderlichen Protokoll.
1. Offnen Sie die"Amazon FSx Konsole" .

2. Wahlen Sie im linken Navigationsbereich ,Dateisysteme” und dann das ONTAP Dateisystem aus, fur
das Sie ein Volume erstellen méchten.

3. Wahlen Sie die Registerkarte ,Volumes* aus.
4. Wahlen Sie die Registerkarte ,Volume erstellen” aus.
5. Das Dialogfeld ,Volume erstellen” wird angezeigt.
Zu Demozwecken wird in diesem Abschnitt ein NFS-Volume erstellt, das problemlos auf VMs gemountet

werden kann, die in der VMware Cloud auf AWS ausgefiihrt werden. nfsdemovol01 wird wie unten
dargestellt erstellt:

Create volume X
File system
F-040eace 5:00ac 31017 | wmiclsovall b

Stodage virtual machine

wwm-095db0 76341561212 | vnefseval 2svm v

Wolume name

nlidemoeal 01

Junction path
[ntedemervaldl
Jby wirhis i Tl wpvimen wisirs Yoo woluirs will B mouered
Volume size
1024
0 AT A e T LK Ml
Sterage efficiency

Enabled (recommended]
O Disabled
Capacity pool tering policy
Vi an spiseulby enadils Eqameic tbring ol

Aarto ¥


https://console.aws.amazon.com/fsx/

Mounten Sie das FSx ONTAP -Volume auf dem Linux-Client

Um das im vorherigen Schritt erstellte FSx ONTAP Volume von den Linux-VMs innerhalb von VMC auf
AWS SDDC zu mounten, fihren Sie die folgenden Schritte aus:
1. Stellen Sie eine Verbindung zur angegebenen Linux-Instanz her.

2. Offnen Sie mit Secure Shell (SSH) ein Terminal auf der Instanz und melden Sie sich mit den
entsprechenden Anmeldeinformationen an.

3. Erstellen Sie mit dem folgenden Befehl ein Verzeichnis fur den Einhangepunkt des Datentragers:

$ sudo mkdir /fsx/nfsdemovol0l
Hangen Sie das Amazon FSx ONTAP NFS-Volume in das Verzeichnis ein,
das im vorherigen Schritt erstellt wurde.

sudo mount -t nfs nfsvers=4.1,198.19.254.239:/nfsdemovolll
/fsx/nfsdemovol0l

rootd@ubuntudl: /fse/nfsdemovol0ld mount -t nfs 198.19.254.239:/nfsdemovoldl Afsx/nfsdemovolDl

1. Fuhren Sie nach der Ausfiihrung den Befehl df aus, um die Bereitstellung zu validieren.

(57 whphere - uburtudl - Summany X ubumtull * - @

= L VINAWEREVINIC.COM

ubuntudi Enforce US Keyboard Layout | View Fullscreen

Mounten Sie das FSx ONTAP -Volume auf dem Linux-Client

68


https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=c3befe1b-4f32-4839-a031-b01200fb6d60

Anhangen von FSx ONTAP Volumes an Microsoft Windows-Clients

Zum Verwalten und Zuordnen von Dateifreigaben auf einem Amazon FSx Dateisystem muss die GUI
,Shared Folders“ verwendet werden.

1. Offnen Sie das Startmenii und filhren Sie fsmgmt.msc mit ,Als Administrator ausfiihren* aus. Dadurch
wird das GUI-Tool ,Freigegebene Ordner” getffnet.

2. Klicken Sie auf ,Aktion“ > ,Alle Aufgaben“ und wahlen Sie ,Mit einem anderen Computer verbinden®.

3. Geben Sie fir ,Ein anderer Computer® den DNS-Namen fur die Storage Virtual Machine (SVM) ein. In
diesem Beispiel wird beispielsweise FSXSMBTESTINGO1.FSXTESTING.LOCAL verwendet.

Um den DNS-Namen der SVM auf der Amazon FSx Konsole zu finden, wahlen Sie

@ ~Storage Virtual Machines®, wahlen Sie ,SVM" und scrollen Sie dann nach unten zu
,Endpoints”, um den SMB-DNS-Namen zu finden. Klicken Sie auf OK. Das Amazon FSx
Dateisystem wird in der Liste der freigegebenen Ordner angezeigt.

Endpoints
Management DNS name Management IP address
svm-075dcfbe2cfa2ece9.fs-040eacc5d0ac31017 fsx.us- 198.19.254.9

west-2.amazonaws.com
MNFS IP address
MFS DNS name

svm-075dcfbe2cfa2ece9.fs-040eacc5d0ac3 1017 fox.us-

west-2.amazonaws.com @ SMB |P address

198.19.254.9

=
SMEBE DNS name 198.15.254.9

FSXSMBTESTINGO1.FSXTESTING.LOCAL <= iSCS| IP addresses

10.222.2.224, 10.222.1.94
iSCSI DNS name 24

iscsi.svm-075dcfbe2cfaeces.fs-040eacc5d0ac3 1017 fsx.us-

west-2.amazonaws.com

1. Wahlen Sie im Tool ,Freigegebene Ordner“ im linken Bereich ,Freigaben® aus, um die aktiven
Freigaben fir das Amazon FSx Dateisystem anzuzeigen.
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% Computer Management
File Action View Help

% am ez BN &

& Computer Management (FSXSMBTESTINGO!.FSXTESTING LOCAL)
v [l System Took
» () Task Scheduler
» Event Viewer
w il Shared Felders
s Shares
gt Seisions
a1l OpenFiles
» &% Local Users and Groups
» (K Peformance
M Device Manager
v 2 Storage
» b Windows Server Backup
% Dusk Management
» b Services and Apphications

ShareMame  Folder Path
Eacs A

H lpes

# smbdemo...
-~ st

Cumbdemoyalli
Coitestnimvel

& Client Connections
‘Windows 0

Windows
Windows
Windews

Description

= o =

1. Wahlen Sie nun eine neue Freigabe aus und schlielen Sie den Assistenten ,Freigegebenen Ordner

erstellen” ab.

Create A Shared Folder Wizard

Name, Description, and Settings

Type information about the share for users. To modify how people use the content whie

X
751}
7)o

offine, chck Change.

Share name: himtestsmb0 |

Share path: \\FSYSMBTESTINGO 1.FSXTESTING.LOCAL yimtestsmb0 1

Description:

Offine setting: | Selected fles and programs avaiable offine | Change...
< Back Next > Cancel




|
| Create A Shared Folder Wizard »

Sharing was Successful

Status:
You have successfully completed the Share a Foider
27 [ Wizard,
!

Summary:
You have selected the folowang share settngs on |
FoXSMETESTINGD 1.FSXTESTING LOCAL:
Folder path: C:ynmtestembil
Share name: nimtestsmbd 1
Share path: \\FSSEMBTESTINGD LFSXTESTING.LOCAL
ynimtestembi 1

[ ]'When I dick Frssh, run the wizard again to share anather
folder

To dose this wazard, dick Fnish,

Weitere Informationen zum Erstellen und Verwalten von SMB-Freigaben auf einem Amazon FSx
Dateisystem finden Sie unter"Erstellen von SMB-Freigaben" .

1. Nachdem die Verbindung hergestellt ist, kann die SMB-Freigabe angeschlossen und fir
Anwendungsdaten verwendet werden. Kopieren Sie hierzu den Freigabepfad und verwenden Sie die
Option ,Netzlaufwerk zuordnen®, um das Volume auf der VM zu mounten, die auf VMware Cloud auf
dem AWS SDDC ausgefiihrt wird.

B Vhbware Clood Serdces - log Int (51 viphern - vmedcd - Summary % vmedeOn % | WP signout » =+ @ o

c o8 = I Fit Y 1 TTAEIFEVITIL CafT

o
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https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/create-smb-shares.html

Verbinden Sie ein FSx ONTAP LUN (iber iSCSI mit einem Host
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Verbinden Sie ein FSx ONTAP LUN uber iSCSI mit einem Host

Der iSCSI-Verkehr fur FSx durchlduft das VMware Transit Connect/AWS Transit Gateway Uber die im
vorherigen Abschnitt angegebenen Routen. Um eine LUN in Amazon FSx ONTAP zu konfigurieren,
folgen Sie der Dokumentation"hier," .

Stellen Sie auf Linux-Clients sicher, dass der iSCSI-Daemon ausgeftihrt wird. Nachdem die LUNs
bereitgestellt wurden, lesen Sie die ausfuhrliche Anleitung zur iISCSI-Konfiguration mit Ubuntu (als
Beispiel)."hier," .

In diesem Dokument wird die Verbindung der iSCSI-LUN mit einem Windows-Host dargestellt:


https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=0d03e040-634f-4086-8cb5-b01200fb8515
https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/supported-fsx-clients.html
https://ubuntu.com/server/docs/service-iscsi

Bereitstellen einer LUN in FSx ONTAP:

1. Greifen Sie Uber den Verwaltungsport des FSx flir das ONTAP -Dateisystem auf die NetApp ONTAP
CLI zu.

2. Erstellen Sie die LUNs mit der erforderlichen GréfRe, wie in der GréRenausgabe angegeben.

FsxId040eacc5d0ac31017::> lun create -vserver vmcfsxval2svm -volume
nimfsxscsivol -lun nimofsxlun0l -size 5gb -ostype windows -space
-reserve enabled

In diesem Beispiel haben wir eine LUN der Grofie 5g (56368709120) erstellt.

1. Erstellen Sie die erforderlichen igroups, um zu steuern, welche Hosts Zugriff auf bestimmte LUNs
haben.

FsxId040eacc5d0ac31017::> igroup create -vserver vmcfsxvalZ2svm -igroup
winIG -protocol iscsi -ostype windows —-initiator ign.1991-

05.com.microsoft:vmcdc0l.fsxtesting.local

FsxId040eacc5d0ac31017::> igroup show

Vserver Igroup Protocol OS Type Initiators
vmcfsxval2svm
ubuntull iscsi linux ign.2021-

10.com.ubuntu:01:initiator01
vmcfsxval2svm

winIG iscsi windows igqn.1991-

05.com.microsoft:vmcdcOl.fsxtesting.local

Es wurden zwei Eintrage angezeigt.

1. Ordnen Sie die LUNs mit dem folgenden Befehl den igroups zu:



FsxId040eacc5d0ac31017::> lun map -vserver vmcfsxvalZ2svm -path
/vol/nimfsxscsivol/nimofsxlun0l -igroup winIG

FsxId040eacc5d0ac31017::> lun show

Vserver Path State Mapped Type
Size
vmcfsxval2svm

/vol/blocktest01/1un01 online mapped linux
5GB
vmcfsxval2svm

/vol/nimfsxscsivol/nimofsxlun0l online mapped windows
5GB

Es wurden zwei Eintrage angezeigt.
1. Verbinden Sie die neu bereitgestellte LUN mit einer Windows-VM:

Flihren Sie die folgenden Schritte aus, um die neue LUN mit einem Windows-Host zu verbinden, der sich
auf VMware Cloud auf AWS SDDC befindet:

1. RDP zur Windows-VM, die auf der VMware Cloud auf AWS SDDC gehostet wird.

2. Navigieren Sie zu Server Manager > Dashboard > Tools > iSCSI-Initiator, um das Dialogfeld
,Eigenschaften des iSCSI-Initiators® zu 6ffnen.

3. Klicken Sie auf der Registerkarte ,Erkennung® auf ,Portal erkennen” oder ,Portal hinzufliigen“ und
geben Sie dann die IP-Adresse des iSCSI-Zielports ein.

4. Wahlen Sie auf der Registerkarte ,Ziele" das erkannte Ziel aus und klicken Sie dann auf ,Anmelden’
oder ,Verbinden®.

5. Wahlen Sie ,Multipath aktivieren“ und dann ,Diese Verbindung beim Start des Computers
automatisch wiederherstellen“ oder ,Diese Verbindung zur Liste der bevorzugten Ziele hinzufligen®.
Klicken Sie auf ,Erweitert".

(D Der Windows-Host muss Uber eine iSCSI-Verbindung zu jedem Knoten im Cluster
verfugen. Das native DSM wahlt die besten zu verwendenden Pfade aus.



ertie

Targets Discovery Favorite Targets Volumes and Devices RADIUS Configuration

Quick Connect
To discover and log on to 3 target Lsing a basic connection, type | Quick Connect x
DNS name of the target and then dick Quick Connect.
Target: "w0.222.2.221 Targets that are avalable for connection at the [P address or DNS name that you
d Ionmmioe I provided are bsted below. 1f multiple targets are avalisble, you need to connect
to each target ;
Discovered targets ndivickaly

Connections made here will be added to the list of Favorite Targets and an attempt
. . to restore them will be made every time this computer restarts,
Mame Sta

i 1592-08. com.netapp:en. 26-4efe8 32009 1 Leca®b 1d5f. .. Col‘i Discovered targets

Hame Status

To connect using advanced opbions, select 8 target and then Progress report

chick Connect, Login S g
To completely deconnect a target, select the target and
then ciick Discornect.

For tarpet properties, induding configuration of sessions,
select the target and cick Properies.

For configuration of devices assodated with a target, salect
the target and then dick Devices.

LUNs auf der Storage Virtual Machine (SVM) werden dem Windows-Host als Datentrager angezeigt. Alle
neu hinzugefligten Festplatten werden vom Host nicht automatisch erkannt. Losen Sie einen manuellen
erneuten Scan aus, um die Datentrager zu ermitteln, indem Sie die folgenden Schritte ausfiihren:

1. Offnen Sie das Windows-Dienstprogramm ,Computerverwaltung*: Start > Verwaltung >
Computerverwaltung.

2. Erweitern Sie den Knoten ,Speicher” im Navigationsbaum.
3. Klicken Sie auf Datentragerverwaltung.

4. Klicken Sie auf ,Aktion“ > ,Datentrager erneut scannen®.



Wenn der Windows-Host zum ersten Mal auf eine neue LUN zugreift, verfligt diese Uber keine Partition
oder kein Dateisystem. Initialisieren Sie die LUN und formatieren Sie die LUN optional mit einem
Dateisystem, indem Sie die folgenden Schritte ausfihren:

1. Starten Sie die Windows-Datentragerverwaltung.

2. Klicken Sie mit der rechten Maustaste auf die LUN und wahlen Sie dann den erforderlichen
Datentrager- oder Partitionstyp aus.

3. Folgen Sie den Anweisungen des Assistenten. In diesem Beispiel ist Laufwerk F: gemountet.

: Widwie o Sarvom - Lo b X } whphers vl - Summmary W e L] u Y Methop Chosd s

S o)
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Cloud Volumes ONTAP (CVO)
Cloud Volumes ONTAP oder CVO ist die branchenflihrende Cloud-Datenverwaltungsldsung, die auf der

ONTAP -Speichersoftware von NetApp basiert und nativ auf Amazon Web Services (AWS), Microsoft Azure
und Google Cloud Platform (GCP) verfugbar ist.
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Es handelt sich um eine softwaredefinierte Version von ONTAP , die Cloud-nativen Speicher nutzt. Dadurch
kénnen Sie in der Cloud und vor Ort dieselbe Speichersoftware verwenden und mussen |hr IT-Personal nicht
mehr in vollig neuen Methoden zur Verwaltung lhrer Daten schulen.

CVO bietet Kunden die Mdglichkeit, Daten nahtlos vom Edge zum Rechenzentrum, in die Cloud und zurtick zu
verschieben und so lhre Hybrid Cloud zusammenzufiihren — alles verwaltet Uiber eine zentrale
Verwaltungskonsole, den NetApp Cloud Manager.

CVO bietet von Haus aus extreme Leistung und erweiterte Datenverwaltungsfunktionen, um selbst Ihre
anspruchsvollsten Anwendungen in der Cloud zu erflllen

Cloud Volumes ONTAP (CVO) als mit dem Gast verbundener Speicher
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Neue Cloud Volumes ONTAP Instanz in AWS bereitstellen (selbst machen)

Cloud Volumes ONTAP Freigaben und LUNs kénnen von VMs gemountet werden, die in der VMware
Cloud on AWS SDDC-Umgebung erstellt wurden. Die Volumes kdnnen auch auf nativen AWS VM Linux
Windows-Clients gemountet werden, und auf LUNS kann auf Linux- oder Windows-Clients als
Blockgerate zugegriffen werden, wenn sie tUber iSCSI gemountet werden, da Cloud Volumes ONTAP die
Protokolle iSCSI, SMB und NFS unterstutzt. Cloud Volumes ONTAP -Volumes kdnnen in wenigen
einfachen Schritten eingerichtet werden.

Um Volumes aus einer lokalen Umgebung zur Notfallwiederherstellung oder Migration in die Cloud zu
replizieren, stellen Sie eine Netzwerkverbindung zu AWS her, entweder Gber ein Site-to-Site-VPN oder
DirectConnect. Das Replizieren von Daten von lokalen Standorten auf Cloud Volumes ONTAP fallt nicht
in den Geltungsbereich dieses Dokuments. Informationen zum Replizieren von Daten zwischen lokalen
und Cloud Volumes ONTAP Systemen finden Sie unter"Einrichten der Datenreplikation zwischen
Systemen" .

Verwenden Sie die"Cloud Volumes ONTAP Sizer" um die Cloud Volumes ONTAP
-Instanzen genau zu dimensionieren. Uberwachen Sie aulRerdem die Leistung vor Ort, um
sie als Eingaben im Cloud Volumes ONTAP Sizer zu verwenden.

1. Melden Sie sich bei NetApp Cloud Central an. Der Fabric View-Bildschirm wird angezeigt. Suchen Sie
die Registerkarte ,Cloud Volumes ONTAP* und wahlen Sie ,,Gehe zu Cloud Manager“ aus. Nachdem
Sie sich angemeldet haben, wird der Canvas-Bildschirm angezeigt.

Cloud Manager Account Workspace  ~ Connector = I_f:].

Helapp POC tloue] Fredoes s conneca,

Replication Backup & Restore KBS Data Sense File Cache Compute Sync All Services (+8) ~

'.';-‘3.- Canvas Y Go to Canvas View

€y Add Working Environment

1. Klicken Sie auf der Cloud Manager-Startseite auf ,Arbeitsumgebung hinzufiigen® und wahlen Sie
dann AWS als Cloud und den Typ der Systemkonfiguration aus.

Cloud Manager

Add 'N'_)Ik“l_g: Ervvironment .
e s S
] : =
Wicropa Azure Amagon Wl Feevicos Enaghe Choud Hattam in Preaise
Choase Type
= )
Clowd Velumes ONTAP Clowd Volumes ONTEP Ha Amaran Fix for OWTAP
TS o pestebiey. | i sl abiy
g
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https://docs.netapp.com/us-en/occm/task_replicating_data.html#setting-up-data-replication-between-systems
https://docs.netapp.com/us-en/occm/task_replicating_data.html#setting-up-data-replication-between-systems
https://cloud.netapp.com/cvo-sizer

1. Geben Sie die Details der zu erstellenden Umgebung an, einschlief3lich Umgebungsname und
Administratoranmeldeinformationen. Klicken Sie auf ,Weiter*.

Create a New Warking Environment Details and Cr{‘d@ﬂ[_i-:_ilS

T PreviousStep Instance Profile 139763910815 netapp.com-cloud-volumes-... -79:_" PETIRT,

Credential Name Account 1D Marketplace Subscrption
Dataiks Credentials
Warking Emaronment Mame [Cluster Name) User Name
fsxovetestingOl admin
Paszword

Q addraps

Confirm Password

1. Wahlen Sie die Zusatzdienste fir die Bereitstellung von Cloud Volumes ONTAP aus, darunter BlueXP
Classification, BlueXP backup and recovery und Cloud Insights. Klicken Sie auf ,Weiter*.

Create a New Working Environment Services
| (5] DataSense & Compliance C‘ s
( C'E Backup to Cloud @ s
rllnll Monitaring ‘* Ll

1. Wahlen Sie auf der Seite ,HA-Bereitstellungsmodelle die Konfiguration ,Mehrere
Verfligbarkeitszonen* aus.
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Create a New Working Environment HA DE‘FJJ[}}’I'I"IEI'I'[ Models

T Previous Step
Multiple Availability Zones single Avallability Zone

o Provides maximum protection against AZ failures. o Protects against failures within a single AZ

Single availability zone. HA nodes are in a placement

Enables selection of 3 availability zones. 3 4
6' ¥ group, spread across distinet underlying hardware.

@ An HA node serves data if its partner goes offline. 6 An HA node serves data if its partner goes affline,

I Extended Info I Extended Info

1. Geben Sie auf der Seite ,Region und VPC* die Netzwerkinformationen ein und klicken Sie dann auf
~Weiter”.

Create a New Working Environment Reg:on & VPC
T Previous Step AWS Region VPRC Security group
US West | Oregon = vpe-0d1cTedbocd95e805 - T Use a generated security group T.
10.222.0.0M6
e Node 1: e Node 2: == == Mediator:
== Lan —_—=
Availability Zone Availability Zone Avaitability Zone
us-west-2a = us-west-2b ~ us-west-2c -
Submet Subriet Subiret
10,222.1.0/24 = 1022220024 = 10.222.3.0424 -

Continue

1. Wahlen Sie auf der Seite ,Konnektivitat und SSH-Authentifizierung” Verbindungsmethoden flr das
HA-Paar und den Mediator aus.



Create a New Working Envirenment COI"IF!E'CUVH")" & SSH Authentication

1 Previous Step = e
[ - —f—
= Modes = Mediator
55H suthentication Method | Security Group
Password - Use a generated security group -

Key Pair Name

nimokey -
Imternet Connection Methad I
Public IP address »

1. Geben Sie die Floating-IP-Adressen an und klicken Sie dann auf ,\Weiter".

Create a New Working Environment F;Daf{iﬂg IPs

T Previous Step Flzating |P addresses are requined for cluster and SvM access and for NFS and CF5 data access. These floating IPs can migrate between

HA nodes if failures occur. To access the data from outside the VPC, you can set up an AWS fransit gateway.
You must specify IP addresses that are outside of the CIDR blocks for all VPCs in the salected AWS region,

Flnating IP address for cluster management

172.16.0.1

Floating 1P address 1 for NFS and CIFS data

1721602

Fieating IP address 2 for NFS and CIF5 data

172.16.0.3

Floating 1P address far SVM management (Optional)

1. Wahlen Sie die entsprechenden Routentabellen aus, um Routen zu den Floating-IP-Adressen
einzuschlielRen, und klicken Sie dann auf ,Weiter".

172.16.0.4
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Create a New Working Environment Route Tables

T Previous Step Select the route tables that should include routes to the floating I addresses. This enables client a0cess 1o the Cloud Volumes ONTAP HA
pair. If you leave a route table unselected, cients that are associated with the route table cannot access the HA pair.

Additional information

Name Main D Associate with Subnet  Tags

A Yes nh-00b2d30c3f6aidhdd 0 Subnets 1 Tags

1 Rowrte Tables | The man rowte table & the default for the VPT

1. Wahlen Sie auf der Seite ,Datenverschlisselung” die von AWS verwaltete Verschllisselung aus.

Create a New Working Environment Data Eflcr}’pti(}ﬂ

T Previous Step
& AWS Managed Encryption

AWS is responsible for data encryption and decryptien cperations. Key management
is handled by AWS key management services,

Default Master Key: aws/ebs # Change Key

1. Wahlen Sie die Lizenzoption: Pay-As-You-Go oder BYOL zur Verwendung einer vorhandenen Lizenz.
In diesem Beispiel wird die Pay-As-You-Go-Option verwendet.



Create a New Working EnvironmentCloud Volumes ONTAP Charging Methods & NSS Account

Cloud Volumes ONTAP Charging Methods NetApp Support Site Account (Optional)

Learn more about our charging methods Learn more about NetApp Support Site (NS5) accounts

To reglster this Cloud Volumes ONTAP to suppart,you
fay
% (#) Pay-As-You-Go by the hour should add NetApp Suppaort Site Account,

Don't have a NetApp Support Site account?Select go to

finish deploying this system.After its created,use the
Bring your own license A ¥

Sunnart Bagictratinn antinn o rroata an MES arrniint

1. Wahlen Sie je nach Art der Arbeitslast, die auf den VMs bereitgestellt werden soll, die in der VMware
Cloud auf AWS SDDC ausgefihrt werden, zwischen mehreren verfligbaren vorkonfigurierten
Paketen.

Create a New Working Environment Precon ﬁgUI‘EEEj Paf_kage:a

Select a preconfigured Cloud Violumes ONTAP system thet best matches your neads, or create your own configuration
Preconfigured saftings can ba modified st a later ime

0

lel
¥

v S0

POC and small workloads Database and application data Cost effective DR Highest perfermance production

production workloads workloads

Up to 500GB of storage Up to 500GE of storage

f©~

1. Uberpriifen und bestatigen Sie die Auswahl auf der Seite ,Uberpriifen und genehmigen*. Klicken Sie
auf ,Los", um die Cloud Volumes ONTAP -Instanz zu erstellen.

Create a New Working Emdronment Review & Approve

t PMI%&P\JOIESEIHE Shaom AP| redpEst
BTl iswet2 | HA

Thits Clowsd Violumes DNTAP instance will be registersd with NetApp support under the N5S Accownt mchad.

@] 1 understand that Clowd Manager will allacate the appropriats AWS resources 1o comply walh my above reguirermisiis, More inhormatian »
Owerniew Metworking Storage
v
Storage Systenm: Cloud Volimes ONTAP HA HA Deployment Model: Multiple swailabidity Zomes
Ligerse Type: Cloud Vohurres ONTAP Explom Encryption; AWS Maraged
Capacity Limic: Fi): | Customer Master Key: aws/ebs

1. Nachdem Cloud Volumes ONTAP bereitgestellt wurde, wird es in den Arbeitsumgebungen auf der
Canvas-Seite aufgeflhrt.
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Zusatzliche Konfigurationen fiir SMB-Volumes

1. Nachdem die Arbeitsumgebung bereit ist, stellen Sie sicher, dass der CIFS-Server mit den
entsprechenden DNS- und Active Directory-Konfigurationsparametern konfiguriert ist. Dieser Schritt
ist erforderlich, bevor Sie das SMB-Volume erstellen konnen.

= : EE &
T fsxevotestingd e azs il
Valumes HA SIEUs Corst Replicanans :_I b G @ A E
O Create a CIFS server 4+ Advanced
DNS Primarny 1P Acddress Active Dérectory Damain 1o jain
1 |
ONS Secendary [P Address (Cotional) Credentials duthorized to j@in the domar

1. Wahlen Sie die CVO-Instanz aus, um das Volume zu erstellen, und klicken Sie auf die Option
,volume erstellen“. Wahlen Sie die entsprechende Grof3e und der Cloud-Manager wahlt das
enthaltene Aggregat aus oder verwenden Sie einen erweiterten Zuordnungsmechanismus, um die
Platzierung auf einem bestimmten Aggregat vorzunehmen. Fir diese Demo wurde SMB als Protokoll

ausgewahilt.
Create new volume in fsxcvotestingdl Volume Details, Protection & Protocol
Details & Protection Protocol
ume Name Size (G NFS CIFS i5CSI
smbdemovwaldl £
Rane mam Permissions
Snapshot Policy smbdemosal0l _share Full Contral -
default -
Drefaud Policy Jegrs f Groups

1. Nachdem das Volume bereitgestellt wurde, ist es im Bereich ,Volumes* verfiigbar. Da eine CIFS-
Freigabe bereitgestellt wird, sollten Sie Ihren Benutzern oder Gruppen Berechtigungen fur die Dateien
und Ordner erteilen und sicherstellen, dass diese Benutzer auf die Freigabe zugreifen und eine Datei
erstellen kénnen.
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e
E@ smbdemovol01 m ONLIN

INFO CAPACITY

Disk Type GP2 ™ 1.67 MB

sed

lering Policy MNone 10 GB

m
we)
iy

Allocated

Backup OFF

1. Nachdem das Volume erstellt wurde, verwenden Sie den Mount-Befehl, um von der VM, die auf den
VMware Cloud- in AWS SDDC-Hosts ausgeflihrt wird, eine Verbindung zur Freigabe herzustellen.

2. Kopieren Sie den folgenden Pfad und verwenden Sie die Option ,Netzlaufwerk zuordnen®, um das
Volume auf der VM zu mounten, die auf der VMware Cloud in AWS SDDC ausgeftihrt wird.

Jw) fsxcvotesting01 muipieazs) BIEN Qs
Vaolumes HA Status Cost Replications (D G
*D Mount Valume smbdemoval0l
@ Access from inside the WPC using Floating 1P 6 Access from outside the VPC using AWS Private [P
¥ Auto failover betwesn nodes P No auto failover batween nodes

The IP address automatically migrates between nodes if failures occur The IP address does not migrate between nodes if failures oceur

Go o your maching and emter this command To avold traffic between nodes, mount the valums hy usng the primary node's IF address;

WWITZ.16. 0.3 \ssbhdenovo il share AT 22,1188 smbdemoval0l_share

If the primary nade goes affling, mount the velurme by using the HA partner's 1P address
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Verbinden Sie die LUN mit einem Host

Fihren Sie die folgenden Schritte aus, um das Cloud Volumes ONTAP LUN mit einem Host zu verbinden:

1. Doppelklicken Sie auf der Canvas-Seite von Cloud Manager auf die Arbeitsumgebung Cloud Volumes
ONTAP, um Volumes zu erstellen und zu verwalten.

2. Klicken Sie auf ,Volume hinzufigen“ > ,Neues Volume®, wahlen Sie ,iSCSI aus und klicken Sie auf
»lnitiatorgruppe erstellen®. Klicken Sie auf ,Weiter".

Details & Protection Protocol
CiFs
I ip
ot ault
Default P
Windows
B Vislware Cloud - niagr ha-dema = vEpheer - vinodcdl - Summary X wmedell X Y HetApp Cloud Manager * t @ (= b4
o8 = WInwaneanc.com
& Getting Saited ECZ Managomant Con. @ Now Tab (3 Dchen Bockmarla

vmicdoll

1. Nachdem das Volume bereitgestellt wurde, wéhlen Sie das Volume aus und klicken Sie dann auf Ziel-
IQN. Um den iSCSI Qualified Name (IQN) zu kopieren, klicken Sie auf ,Kopieren®. Richten Sie eine
iSCSI-Verbindung vom Host zur LUN ein.

Um dasselbe fiir den Host zu erreichen, der sich auf dem VMware Cloud on AWS SDDC befindet, fiihren
Sie die folgenden Schritte aus:
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1. RDP zur VM, die in der VMware Cloud auf AWS gehostet wird.

2. Offnen Sie das Dialogfeld ,Eigenschaften des iSCSI-Initiators*: Server-Manager > Dashboard > Tools
> iSCSl-Initiator.

3. Klicken Sie auf der Registerkarte ,Erkennung®“ auf ,Portal erkennen” oder ,Portal hinzuftigen“ und
geben Sie dann die IP-Adresse des iSCSI-Zielports ein.

4. Wahlen Sie auf der Registerkarte ,Ziele" das erkannte Ziel aus und klicken Sie dann auf ,Anmelden®
oder ,Verbinden®.

5. Wahlen Sie ,Multipfad aktivieren“ und dann ,Diese Verbindung beim Start des Computers
automatisch wiederherstellen“ oder ,Diese Verbindung zur Liste der bevorzugten Ziele hinzufligen®.
Klicken Sie auf ,Erweitert”.

@ Der Windows-Host muss Uber eine iSCSI-Verbindung zu jedem Knoten im Cluster
verfugen. Das native DSM wahlt die besten zu verwendenden Pfade aus.

1SCE Irstiston Piopereis =

Targets  Dsrovery Eavneite Targets  Volumes and Devices. - SADILS  Confipuraton
Gk Corrmect

To desoover andiog on to 3 target usng & baec connechon, Type the [P address or
DS naaree o e v ged ol Then ceck Quich Cormel.

toget | 172.94.29 Quick Connest. ..
Dezdropried targets

Nafesh
Parne Skabe
To toriact using advanted aohans, sslect & target and then T
chek Connect,
To completely dsconnect & tangel, select the target and Dhscermec
then ik Discornect.
Fod tan0el proger e, Rclidng oo aton of sesdisns, I 1gerr e

select the bwget and dick Properties,

Foi configur abion of devwoes assacabed with & larget, sslacl
the barget and B dick Desaces.

LUNs vom SVM werden dem Windows-Host als Datentrager angezeigt. Alle neu hinzugefligten
Festplatten werden vom Host nicht automatisch erkannt. Lésen Sie einen manuellen erneuten Scan aus,
um die Datentrager zu ermitteln, indem Sie die folgenden Schritte ausflhren:

1. Offnen Sie das Windows-Dienstprogramm ,Computerverwaltung*: Start > Verwaltung >
Computerverwaltung.

2. Erweitern Sie den Knoten ,Speicher” im Navigationsbaum.

3. Klicken Sie auf Datentragerverwaltung.

4. Klicken Sie auf ,Aktion“ > ,Datentrager erneut scannen®.
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Wenn der Windows-Host zum ersten Mal auf eine neue LUN zugreift, verfiigt diese Uber keine Partition
oder kein Dateisystem. Initialisieren Sie die LUN und formatieren Sie die LUN optional mit einem
Dateisystem, indem Sie die folgenden Schritte ausflhren:

1. Starten Sie die Windows-Datentragerverwaltung.

2. Klicken Sie mit der rechten Maustaste auf die LUN und wahlen Sie dann den erforderlichen
Datentrager- oder Partitionstyp aus.

3. Folgen Sie den Anweisungen des Assistenten. In diesem Beispiel ist Laufwerk F: gemountet.

e R W o

Stellen Sie sicher, dass auf den Linux-Clients der iSCSI-Daemon ausgefuhrt wird. Nachdem die LUNs
bereitgestellt wurden, lesen Sie die ausfuhrliche Anleitung zur iISCSI-Konfiguration fur lhre Linux-
Distribution. Beispielsweise finden Sie die Ubuntu iSCSI-Konfiguration"hier," . Fiihren Sie zur Uberpriifung
den Befehl Isblk von der Shell aus.


https://ubuntu.com/server/docs/service-iscsi

Mounten Sie das Cloud Volumes ONTAP NFS-Volume auf dem Linux-Client

Fihren Sie die folgenden Schritte aus, um das Cloud Volumes ONTAP (DIY)-Dateisystem von VMs
innerhalb von VMC auf AWS SDDC zu mounten:
1. Stellen Sie eine Verbindung zur angegebenen Linux-Instanz her.

2. Offnen Sie mithilfe von Secure Shell (SSH) ein Terminal auf der Instanz und melden Sie sich mit den
entsprechenden Anmeldeinformationen an.

3. Erstellen Sie mit dem folgenden Befehl ein Verzeichnis fur den Einhangepunkt des Datentragers.

$ sudo mkdir /fsxcvotesting0l/nfsdemovolOl
Hangen Sie das Amazon FSx ONTAP NFS-Volume in das Verzeichnis ein,
das im vorherigen Schritt erstellt wurde.

sudo mount -t nfs nfsvers=4.1,172.16.0.2:/nfsdemovol01l
/fsxcvotesting0l/nfsdemovol0l

8 &= n 1 WITTWArEVITIC. Lo ! lo it : t i
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Azure Virtualization Service: Optionen fir die Nutzung von NetApp -Speicher

NetApp -Speicher kann entweder als Gastspeicher oder als Zusatzspeicher an den Azure
VMware-Dienst angeschlossen werden.

Azure NetApp Files (ANF) als ergéanzender NFS-Datenspeicher

Die Unterstlitzung fiir NFS-Datenspeicher wurde mit ESXi Version 3 in lokalen Bereitstellungen eingefiihrt,
wodurch die Speicherfunktionen von vSphere erheblich erweitert wurden.

Die Ausfiihrung von vSphere auf NFS ist eine weit verbreitete Option fUr Virtualisierungsbereitstellungen vor
Ort, da sie eine hohe Leistung und Stabilitat bietet. Wenn Sie Uber umfangreiche Network Attached Storage
(NAS) in einem lokalen Rechenzentrum verfligen, sollten Sie die Bereitstellung eines Azure VMware Solution
SDDC in Azure mit Azure NetApp File-Datenspeichern in Betracht ziehen, um Kapazitats- und
Leistungsprobleme zu tGberwinden.
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Azure NetApp Files basiert auf der branchenfiihrenden, hochverfigbaren Datenverwaltungssoftware NetApp
ONTAP . Microsoft Azure-Dienste werden in drei Kategorien eingeteilt: grundlegend, Mainstream und
spezialisiert. Azure NetApp Files gehort zur Kategorie ,Spezialisiert* und wird durch Hardware unterstitzt, die
in vielen Regionen bereits im Einsatz ist. Mit integrierter Hochverflgbarkeit (HA) schiitzt Azure NetApp Files
Ihre Daten vor den meisten Ausfallen und bietet lhnen ein branchenfiihrendes SLA mit einer Verfligbarkeit von
99,99 %"

Weitere Informationen zu ANF als ergdnzendem NFS-Datenspeicher finden Sie unter:

+ "ANF als erganzender NFS-Datenspeicher: Ubersicht"

« "Erganzende NFS-Datenspeicheroption in Azure"

Azure NetApp Files (ANF) als mit dem Gast verbundener Speicher

Azure NetApp Files bringt Datenverwaltung und -speicherung auf Unternehmensniveau zu Azure, sodass Sie
Ihre Workloads und Anwendungen problemlos verwalten kdnnen. Migrieren Sie lhre Workloads in die Cloud
und flhren Sie sie ohne Leistungseinbul3en aus.

Azure NetApp Files beseitigt Hindernisse, sodass Sie alle |hre dateibasierten Anwendungen in die Cloud
verschieben kénnen. Zum ersten Mal mussen Sie Ihre Anwendungen nicht neu strukturieren und erhalten
dauerhaften Speicher fur Inre Anwendungen ohne Komplexitat.

Da der Dienst Uber das Microsoft Azure-Portal bereitgestellt wird, profitieren Benutzer im Rahmen ihres
Microsoft Enterprise Agreement von einem vollstandig verwalteten Dienst. Dank des erstklassigen Supports
von Microsoft kdnnen Sie sich vollkommen beruhigt zurticklehnen. Mit dieser Einzelldsung kénnen Sie schnell
und einfach Multiprotokoll-Workloads hinzufiigen. Sie kdnnen sowohl dateibasierte Windows- als auch Linux-
Anwendungen erstellen und bereitstellen, sogar fir Legacy-Umgebungen.

Weitere Informationen finden Sie unter"ANF als Gastverbundener Speicher" .

Cloud Volumes ONTAP (CVO) als mit dem Gast verbundener Speicher

Cloud Volumes ONTAP (CVO) ist die branchenfihrende Cloud-Datenmanagementldsung, die auf der ONTAP
-Speichersoftware von NetApp basiert und nativ auf Amazon Web Services (AWS), Microsoft Azure und
Google Cloud Platform (GCP) verfligbar ist.

Es handelt sich um eine softwaredefinierte Version von ONTAP , die Cloud-nativen Speicher nutzt. Dadurch
kénnen Sie in der Cloud und vor Ort dieselbe Speichersoftware verwenden und mussen lhr IT-Personal nicht
mehr in vollig neuen Methoden zur Verwaltung lhrer Daten schulen.

CVO bietet Kunden die Mdglichkeit, Daten nahtlos vom Edge zum Rechenzentrum, in die Cloud und zurlick zu
verschieben und so lhre Hybrid Cloud zusammenzufiihren — alles verwaltet Uiber eine zentrale
Verwaltungskonsole, den NetApp Cloud Manager.

CVO bietet von Haus aus extreme Leistung und erweiterte Datenverwaltungsfunktionen, um selbst Ihre
anspruchsvollsten Anwendungen in der Cloud zu erflllen

Weitere Informationen finden Sie unter"CVO als Gastverbundener Speicher" .

Ubersicht liber ANF Datastore-Lésungen

Jede erfolgreiche Organisation befindet sich auf dem Weg der Transformation und
Modernisierung. Im Rahmen dieses Prozesses nutzen Unternehmen in der Regel ihre
vorhandenen VMware-Investitionen, wahrend sie gleichzeitig die Vorteile der Cloud

92


vmw-azure-avs-guest-storage.html#anf
vmw-azure-avs-guest-storage.html#azure-cvo

nutzen und Moglichkeiten erkunden, Migrations-, Burst-, Erweiterungs- und
Notfallwiederherstellungsprozesse so nahtlos wie moglich zu gestalten. Kunden, die in
die Cloud migrieren, mussen die Probleme der Elastizitat und Burst, des Ausstiegs aus
Rechenzentren, der Konsolidierung von Rechenzentren, End-of-Life-Szenarien,
Fusionen, Ubernahmen usw. bewerten. Der von jeder Organisation gewéahlte Ansatz
kann je nach den jeweiligen Geschaftsprioritaten unterschiedlich sein. Bei der
Entscheidung fur Cloud-basierte Vorgange ist die Auswahl eines kostengunstigen
Modells mit entsprechender Leistung und minimalen Einschrankungen ein wichtiges Ziel.
Neben der Auswahl der richtigen Plattform ist die Speicher- und Workflow-Orchestrierung
besonders wichtig, um die Leistungsfahigkeit und Elastizitat der Cloud-Bereitstellung zu
entfalten.

Anwendungsfille

Obwohl die Azure VMware-L6sung dem Kunden einzigartige Hybridfunktionen bietet, ist ihre Nitzlichkeit flr
Unternehmen mit speicherintensiven Workloads aufgrund der begrenzten nativen Speicheroptionen
eingeschrankt. Da der Speicher direkt an Hosts gebunden ist, besteht die einzige Mdglichkeit zur Skalierung
des Speichers darin, weitere Hosts hinzuzufligen, was bei speicherintensiven Workloads zu einer
Kostensteigerung von 35-40 % oder mehr fihren kann. Diese Arbeitslasten erfordern zusatzlichen Speicher,
nicht zusatzliche Leistung, aber das bedeutet, dass fiir zusatzliche Hosts bezahlt werden muss.

Betrachten wir das folgende Szenario: Ein Kunde bendtigt sechs Hosts fiir die Leistung (vCPU/vMem), hat
aber auch einen erheblichen Speicherbedarf. lhrer Einschatzung nach sind 12 Hosts erforderlich, um die
Speicheranforderungen zu erfillen. Dies erhéht die Gesamtbetriebskosten, da sie die ganze zusatzliche
Leistung kaufen missen, obwonhl sie eigentlich nur mehr Speicherplatz benétigen. Dies gilt fur alle
Anwendungsfalle, einschlielich Migration, Notfallwiederherstellung, Bursting, Entwicklung/Test usw.

Ein weiterer haufiger Anwendungsfall fir Azure VMware Solution ist die Notfallwiederherstellung (DR). Die
meisten Organisationen verfiigen Uber keine narrensichere DR-Strategie oder haben mdglicherweise
Schwierigkeiten, den Betrieb eines Ghost-Rechenzentrums nur fir DR zu rechtfertigen. Administratoren
kénnen Zero-Footprint-DR-Optionen mit einem Pilot-Light-Cluster oder einem On-Demand-Cluster erkunden.
Sie kénnten dann den Speicher skalieren, ohne zusatzliche Hosts hinzuzufligen, was moglicherweise eine
attraktive Option ist.

Zusammenfassend kdnnen die Anwendungsfalle auf zwei Arten klassifiziert werden:

» Skalieren der Speicherkapazitat mit ANF-Datenspeichern

* Verwenden von ANF-Datenspeichern als Notfallwiederherstellungsziel fiir einen kostenoptimierten
Wiederherstellungsworkflow vor Ort oder innerhalb von Azure-Regionen zwischen den softwaredefinierten
Rechenzentren (SDDCs). Dieses Handbuch bietet Einblicke in die Verwendung von Azure NetApp Files
zur Bereitstellung von optimiertem Speicher fur Datenspeicher (derzeit in der &ffentlichen Vorschau)
zusammen mit erstklassigen Datenschutz- und DR-Funktionen in einer Azure VMware-Ldsung, mit der Sie
Speicherkapazitat vom vSAN-Speicher auslagern kénnen.

@ Wenden Sie sich an die NetApp oder Microsoft-Lésungsarchitekten in lhrer Region, um weitere
Informationen zur Verwendung von ANF-Datenspeichern zu erhalten.

VMware Cloud-Optionen in Azure
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Azure VMware-L6sung

Die Azure VMware Solution (AVS) ist ein Hybrid-Cloud-Dienst, der voll funktionsfahige VMware SDDCs
innerhalb einer offentlichen Microsoft Azure-Cloud bereitstellt. AVS ist eine First-Party-Lésung, die vollstandig
von Microsoft verwaltet und unterstiitzt und von VMware verifiziert wird und die Azure-Infrastruktur nutzt. Daher
erhalten Kunden VMware ESXi fur die Computervirtualisierung, vSAN fir hyperkonvergenten Speicher und
NSX fir Netzwerke und Sicherheit und profitieren gleichzeitig von der globalen Prasenz von Microsoft Azure,
den erstklassigen Rechenzentrumseinrichtungen und der Nahe zum umfangreichen Okosystem nativer Azure-
Dienste und -Lésungen. Eine Kombination aus Azure VMware Solution SDDC und Azure NetApp Files bietet
die beste Leistung bei minimaler Netzwerklatenz.

Unabhangig von der verwendeten Cloud umfasst der anfangliche Cluster bei der Bereitstellung eines VMware
SDDC die folgenden Komponenten:
* VMware ESXi-Hosts flir die Computervirtualisierung mit einer vCenter-Server-Appliance flr die Verwaltung.

* Hyperkonvergenter VMware vSAN-Speicher, der die physischen Speicherressourcen jedes ESXi-Hosts
integriert.

* VMware NSX fur virtuelle Netzwerke und Sicherheit mit einem NSX Manager-Cluster fur die Verwaltung.

Abschluss

Unabhangig davon, ob Sie eine reine Cloud oder eine Hybrid-Cloud anstreben, bieten Azure NetApp Dateien
hervorragende Optionen zum Bereitstellen und Verwalten der Anwendungs-Workloads zusammen mit
Dateidiensten und senken gleichzeitig die Gesamtbetriebskosten, indem die Datenanforderungen nahtlos in
die Anwendungsebene integriert werden. Wahlen Sie fir jeden Anwendungsfall Azure VMware Solution
zusammen mit Azure NetApp Files, um die Vorteile der Cloud schnell zu nutzen, eine konsistente Infrastruktur
und Vorgange vor Ort und in mehreren Clouds zu gewahrleisten, Workloads in beide Richtungen zu portieren
und Kapazitat und Leistung auf Unternehmensniveau zu erreichen. Es handelt sich um denselben bekannten
Prozess und dieselben bekannten Verfahren, die zum Verbinden des Speichers verwendet werden. Denken
Sie daran, dass sich neben den neuen Namen nur die Position der Daten geandert hat. Die Tools und
Prozesse bleiben alle gleich und Azure NetApp Files hilft bei der Optimierung der gesamten Bereitstellung.

Imbiss

Zu den wichtigsten Punkten dieses Dokuments gehdren:

+ Sie kénnen jetzt Azure NetApp Files als Datenspeicher auf AVS SDDC verwenden.

» Verbessern Sie die Reaktionszeiten der Anwendung und sorgen Sie fir eine hdhere Verfligbarkeit, um
Zugriff auf Workload-Daten zu ermdglichen, wann und wo immer diese bendétigt werden.

» Vereinfachen Sie die Gesamtkomplexitat des vSAN-Speichers mit einfachen und sofortigen
Grofllenanderungsfunktionen.

* Garantierte Leistung fur unternehmenskritische Workloads durch dynamische Umgestaltungsfunktionen.

» Wenn Azure VMware Solution Cloud das Ziel ist, ist Azure NetApp Files die richtige Speicherldsung fur
eine optimierte Bereitstellung.

Wo Sie weitere Informationen finden

Weitere Informationen zu den in diesem Dokument beschriebenen Informationen finden Sie unter den
folgenden Website-Links:

* Dokumentation zur Azure VMware-L6sung
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"https://docs.microsoft.com/en-us/azure/azure-vmware/"

* Azure NetApp Files Dokumentation
"https://docs.microsoft.com/en-us/azure/azure-netapp-files/"

» Anfligen von Azure NetApp Files -Datenspeichern an Azure VMware Solution-Hosts (Vorschau)

https://docs.microsoft.com/en-us/azure/azure-vmware/attach-azure-netapp-files-to-azure-vmware-solution-
hosts?tabs=azure-portal/

Erstellen eines zusatzlichen NFS-Datenspeichers in Azure

Die Unterstutzung fur NFS-Datenspeicher wurde mit ESXi Version 3 in lokalen
Bereitstellungen eingefuhrt, wodurch die Speicherfunktionen von vSphere erheblich
erweitert wurden.

Die Ausfuihrung von vSphere auf NFS ist eine weit verbreitete Option fur Virtualisierungsbereitstellungen vor
Ort, da sie eine hohe Leistung und Stabilitat bietet. Wenn Sie Uiber umfangreiche Network Attached Storage
(NAS) in einem lokalen Rechenzentrum verfligen, sollten Sie die Bereitstellung eines Azure VMware Solution
SDDC in Azure mit Azure NetApp File-Datenspeichern in Betracht ziehen, um Kapazitats- und
Leistungsprobleme zu Gberwinden.

Azure NetApp Files basiert auf der branchenfihrenden, hochverfigbaren Datenverwaltungssoftware NetApp
ONTAP . Microsoft Azure-Dienste werden in drei Kategorien eingeteilt: grundlegend, Mainstream und
spezialisiert. Azure NetApp Files gehort zur Kategorie ,Spezialisiert* und wird durch Hardware unterstitzt, die
in vielen Regionen bereits im Einsatz ist. Mit integrierter Hochverfligbarkeit (HA) schiitzt Azure NetApp Files
Ihre Daten vor den meisten Ausfallen und bietet Ihnen ein branchenfihrendes SLA von "99,99 %" Betriebszeit.

Vor der Einfihrung der Azure NetApp Files -Datenspeicherfunktion war fir den Scale-Out-Betrieb bei Kunden,
die leistungs- und speicherintensive Workloads hosten wollten, eine Erweiterung sowohl der Rechenleistung
als auch des Speichers erforderlich.

Beachten Sie die folgenden Punkte:

* Unausgeglichene Clusterkonfigurationen werden in einem SDDC-Cluster nicht empfohlen. Daher bedeutet
eine Speichererweiterung das Hinzufligen weiterer Hosts, was wiederum héhere Gesamtbetriebskosten
bedeutet.

 Es ist nur eine vSAN-Umgebung mdéglich. Daher steht der gesamte Speicherverkehr in direkter Konkurrenz
zu den Produktionsarbeitslasten.

» Es besteht keine Méglichkeit, mehrere Leistungsstufen bereitzustellen, um Anwendungsanforderungen,
Leistung und Kosten aufeinander abzustimmen.

 Bei auf Cluster-Hosts basierendem vSAN kann die Speicherkapazitat schnell an ihre Grenzen stolen.
Durch die Integration von Azure-nativen Platform-as-a-Service-Angeboten (PaaS) wie Azure NetApp Files
als Datenspeicher haben Kunden die Méglichkeit, ihren Speicher unabhangig voneinander zu skalieren
und dem SDDC-Cluster nur bei Bedarf Compute-Knoten hinzuzufligen. Diese Fahigkeit Gberwindet die
oben genannten Herausforderungen.

Azure NetApp Files ermdglicht Thnen aul3erdem die Bereitstellung mehrerer Datenspeicher. Dadurch kénnen
Sie ein lokales Bereitstellungsmodell nachahmen, indem Sie virtuelle Maschinen im entsprechenden
Datenspeicher platzieren und das erforderliche Servicelevel zuweisen, um die Leistungsanforderungen der
Workloads zu erflillen. Mit der einzigartigen Fahigkeit zur Multiprotokollunterstiitzung ist der Gastspeicher eine
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zusatzliche Option fur Datenbank-Workloads wie SQL und Oracle, wahrend gleichzeitig die zusatzliche NFS-
Datenspeicherfunktion zur Unterbringung der verbleibenden VMDKSs genutzt wird. Darlber hinaus ermaéglicht
Ihnen die native Snapshot-Funktion die Durchfiihrung schneller Backups und granularer Wiederherstellungen.

Wenden Sie sich an Azure und NetApp Solution Architects, um die Speicherplanung und

@ -dimensionierung durchzuflihren und die erforderliche Anzahl an Hosts zu bestimmen. NetApp
empfiehlt, die Speicherleistungsanforderungen zu ermitteln, bevor das Datastore-Layout fur
Test-, POC- und Produktionsbereitstellungen finalisiert wird.

Detaillierte Architektur

Aus einer Uibergeordneten Perspektive beschreibt diese Architektur, wie Hybrid-Cloud-Konnektivitat und App-
Portabilitat zwischen lokalen Umgebungen und Azure erreicht werden. Aufderdem wird die Verwendung von
Azure NetApp Files als zusatzlicher NFS-Datenspeicher und als In-Guest-Speicheroption fir virtuelle
Gastcomputer beschrieben, die auf der Azure VMware-Losung gehostet werden.
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On-premises

GroRen

Der wichtigste Aspekt bei der Migration oder Notfallwiederherstellung ist die Bestimmung der richtigen GroRRe
fur die Zielumgebung. Es ist sehr wichtig zu verstehen, wie viele Knoten erforderlich sind, um eine Lift-and-
Shift-Ubung von lokalen Standorten zur Azure VMware-Lésung durchzufiihren.

Verwenden Sie zur GroRenbestimmung historische Daten aus der lokalen Umgebung mithilfe von RVTools
(bevorzugt) oder anderen Tools wie Live Optics oder Azure Migrate. RVTools ist ein ideales Tool zum Erfassen
von vCPU, vMem, vDisk und allen erforderlichen Informationen, einschliel3lich ein- oder ausgeschalteter VMs,
um die Zielumgebung zu charakterisieren.

Fihren Sie die folgenden Schritte aus, um RVtools auszufihren:

1. Laden Sie RVTools herunter und installieren Sie es.
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2. FUhren Sie RVTools aus, geben Sie die erforderlichen Informationen ein, um eine Verbindung zu lhrem
lokalen vCenter-Server herzustellen, und driicken Sie auf ,Anmelden®.

3. Exportieren Sie das Inventar in eine Excel-Tabelle.

4. Bearbeiten Sie die Tabelle und entfernen Sie alle VMs, die keine idealen Kandidaten sind, aus der
Registerkarte ,vInfo“. Dieser Ansatz liefert eine klare Ausgabe zu den Speicheranforderungen, die
verwendet werden kann, um die richtige GroRRe des Azure VMware SDDC-Clusters mit der erforderlichen
Anzahl von Hosts festzulegen.

Gast-VMs, die mit In-Guest-Speicher verwendet werden, missen separat berechnet werden.
@ Azure NetApp Files kann die zusatzliche Speicherkapazitat jedoch problemlos abdecken und so
die Gesamtbetriebskosten niedrig halten.

Bereitstellen und Konfigurieren der Azure VMware-L6sung

Wie bei der lokalen Bereitstellung ist die Planung einer Azure VMware-Losung entscheidend flr eine
erfolgreiche produktionsbereite Umgebung zum Erstellen virtueller Maschinen und fir die Migration.

In diesem Abschnitt wird beschrieben, wie AVS fir die Verwendung in Kombination mit Azure NetApp Files als
Datenspeicher mit In-Guest-Speicher eingerichtet und verwaltet wird.

Der Einrichtungsprozess kann in drei Teile unterteilt werden:

* Registrieren Sie den Ressourcenanbieter und erstellen Sie eine private Cloud.

« Stellen Sie eine Verbindung mit einem neuen oder vorhandenen virtuellen ExpressRoute-
Netzwerkgateway her.

« Uberpriifen Sie die Netzwerkkonnektivitat und greifen Sie auf die private Cloud zu. Siehe hierzu"Link" fiir
eine schrittweise Anleitung des SDDC-Bereitstellungsprozesses der Azure VMware-LAsung.

Konfigurieren von Azure NetApp Files mit Azure VMware Solution

Die neue Integration zwischen Azure NetApp Files ermdglicht Ihnen, NFS-Datenspeicher tber die APIs/CLI
des Azure VMware Solution-Ressourcenanbieters mit Azure NetApp Files -Volumes zu erstellen und die
Datenspeicher auf den Clustern |hrer Wahl in einer privaten Cloud bereitzustellen. Neben der Unterbringung
der VM- und App-VMDKSs kdnnen Azure NetApp Dateivolumes auch von VMs bereitgestellt werden, die in der
Azure VMware Solution SDDC-Umgebung erstellt wurden. Die Volumes kdnnen auf dem Linux-Client
bereitgestellt und auf einem Windows-Client zugeordnet werden, da Azure NetApp Files die Protokolle Server
Message Block (SMB) und Network File System (NFS) unterstitzt.

Um eine optimale Leistung zu erzielen, stellen Sie die Azure NetApp Files in derselben
Verfligbarkeitszone wie die private Cloud bereit. Die Colocation mit dem Express Route
Fastpath bietet die beste Leistung bei minimaler Netzwerklatenz.

Um ein Azure NetApp File-Volume als VMware-Datenspeicher einer privaten Azure VMware Solution-Cloud
anzufiigen, stellen Sie sicher, dass die folgenden Voraussetzungen erfiillt sind.
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Voraussetzungen

1. Verwenden Sie ,az login“ und Uberpriifen Sie, ob das Abonnement fir die CloudSanExperience-
Funktion im Microsoft.AVS-Namespace registriert ist.

az login —-tenant XCVXCVXC— VXCV— XCVX— CVXC— VXCVXCVXCV

az feature show --name "CloudSanExperience" --namespace "Microsoft.AVS"
1. Wenn es nicht registriert ist, registrieren Sie es.

az feature register --name "CloudSanExperience" --namespace
"Microsoft.AVS"

(D Die Registrierung kann etwa 15 Minuten dauern.

1. Um den Status der Registrierung zu tberprifen, fiihren Sie den folgenden Befehl aus.

az feature show --name "CloudSanExperience" --namespace "Microsoft.AVS"
-—query properties.state

1. Wenn die Registrierung langer als 15 Minuten in einem Zwischenzustand festhangt, melden Sie das
Flag ab und registrieren Sie es anschlieend erneut.

az feature unregister --name "CloudSanExperience" --namespace
"Microsoft.AVS"

az feature register --name "CloudSanExperience" --namespace
"Microsoft.AVS"

1. Uberpriifen Sie, ob das Abonnement fiir die Funktion ,AnfDatastoreExperience” im Namespace
.Microsoft. AVS* registriert ist.

az feature show --name "AnfDatastoreExperience" --namespace
"Microsoft.AVS" --query properties.state

1. Stellen Sie sicher, dass die VMware-Erweiterung installiert ist.
az extension show --name vmware
1. Wenn die Erweiterung bereits installiert ist, Uberprifen Sie, ob die Version 3.0.0 ist. Wenn eine altere

Version installiert ist, aktualisieren Sie die Erweiterung.
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az extension update --name vmware

1. Wenn die Erweiterung noch nicht installiert ist, installieren Sie sie.

az extension add —--name vmware
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Erstellen und Einbinden von Azure NetApp Files Volumes

1. Melden Sie sich beim Azure-Portal an und greifen Sie auf Azure NetApp Files zu. Uberpriifen Sie den
Zugriff auf den Azure NetApp Files -Dienst und registrieren Sie den Azure NetApp Files
Ressourcenanbieter mithilfe des az provider register —-namespace Microsoft.NetApp
-wait Befehl. Erstellen Sie nach der Registrierung ein NetApp -Konto. Siehe hierzu "Link" fir
detaillierte Schritte.

Home > Azure NetApp Files >

Azure NetApp Files « New NetApp account

Hybrid Cloud TME

= Create @ Manage view
Name *

- - | Enter the name |
Filter for any field...

Name T Subscription
| Hybrid Cloud TME Onprem v

B ANFAVSAcct
Resource group *

[ AnFavSvai2 v |
Create new

A ANFDatastoreacct et

Location *

| West Europe ~ |

1. Nachdem ein NetApp -Konto erstellt wurde, richten Sie Kapazitatspools mit dem erforderlichen
Servicelevel und der erforderlichen GroéRe ein. Ausfihrliche Informationen finden Sie hier "Link" .

Home > Azure NetApp Files > ANFDatastoreacct New capacity pool  x
Azure NetApp Files = ANFDatastoreacct | Capacity pools
Hybrid ME - Net account ) Name *
+ Addpool (O Refresh [Frier thereme
Filter for any fieid. 7 Search pocs Service level * (D
Ll Name t. Capachty Ty Service level 15 QoS [ P hd
T8 ANFAVSAcct T, ANFRecoDS 4TE - e SZEE @
A ANFDstastoreacct e @ T B ANFRecoDSU ATE Ultra Aute ‘ : 4TiE
Settings —
M Quota O manual

il Properties ) Auto

£ Locks

Wichtige Punkte

» NFSv3 wird fur Datenspeicher auf Azure NetApp Files unterstitzt.

* VVerwenden Sie die Premium- oder Standardstufe fir kapazitatsgebundene Workloads und die Ultra-
Stufe flr leistungsgebundene Workloads, wo nétig, und erganzen Sie gleichzeitig den
standardmafigen vSAN-Speicher.

1. Konfigurieren Sie ein delegiertes Subnetz fiir Azure NetApp Files und geben Sie dieses Subnetz beim
Erstellen von Volumes an. Ausflihrliche Schritte zum Erstellen eines delegierten Subnetzes finden Sie
hier "Link" .

2. Flgen Sie mithilfe des Blatts ,Volumes* unter dem Blatt ,Kapazitatspools” ein NFS-Volume fiir den
Datenspeicher hinzu.
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= ANFDatastoreacct | Volumes
NetApp account

[2 search (curt+n | « + Addvolume - Add data replication () Refresh
W Overview =
3 |p5ean:h volumes |
B Activity log

Name ™ | Quota ™ ‘ Throughput T ‘ Protocol type ™ ‘ Mount path ™ ‘ Service level T ‘ Network features Ty ‘ Capacity pt
Aa, Access control (IAM)

i anfrecods001 4T 262.144 Mis/s NFSv3 172.30.153.132:/ANFRe  Premium Standard anfrecods
@ Tags

i anfrecodsu002 4 TiB 524.288 MiB/s NFSv3 17230.153.132/anfrec. Ultra Standard anfrecodsu
Settings < — 4

Weitere Informationen zur Volumeleistung von Azure NetApp Files nach Grofie oder Kontingent finden
Sie unter"Leistungstiberlegungen fir Azure NetApp Files" .
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Azure NetApp Files-Datenspeicher zur privaten Cloud hinzufiigen

Das Azure NetApp Files Volume kann Uber das Azure-Portal an Ihre private Cloud

@ angehangt werden. Folgen Sie diesem"Link von Microsoft" flr eine schrittweise Anleitung

zur Verwendung des Azure-Portals zum Einbinden eines Azure NetApp
Dateidatenspeichers.

Fihren Sie die folgenden Schritte aus, um einer privaten Cloud einen Azure NetApp Files-Datenspeicher
hinzuzufiigen:

1. Nachdem die erforderlichen Funktionen registriert wurden, fligen Sie einen NFS-Datenspeicher an

den privaten Cloudcluster von Azure VMware Solution an, indem Sie den entsprechenden Befehl
ausfuhren.

2. Erstellen Sie einen Datenspeicher mithilfe eines vorhandenen ANF-Volumes im privaten Cloudcluster

von Azure VMware Solution.

C:\Users\niyaz>az vmware datastore netapp-volume create --name
ANFRecoDSU002 --resource-group anfavsval?2 --cluster Cluster-1 --private
-cloud ANFDataClus —--volume-id /subscriptions/Oefa2dfb-917c-4497-b56a-
b3fdeadb8111/resourceGroups/anfavsval2/providers/Microsoft.NetApp/netAp
pAccounts/anfdatastoreacct/capacityPools/anfrecodsu/volumes/anfrecodsU0
02

{
"diskPoolVolume": null,
"id": "/subscriptions/0Oefa2dfb-917c-4497-b56a-

b3fd4eadb81l1ll/resourceGroups/anfavsval2/providers/Microsoft.AVS/privateC
louds/ANFDataClus/clusters/Cluster-1/datastores/ANFRecoDSU002",

"name": "ANFRecoDSUQO02",
"netAppVolume": {
"id": "/subscriptions/0Oefa2dfb-917c-4497-b56a-

b3fdeadb8111/resourceGroups/anfavsval2/providers/Microsoft.NetApp/netAp
pAccounts/anfdatastoreacct/capacityPools/anfrecodsu/volumes/anfrecodsU0
0211,

"resourceGroup": "anfavsval2"

by

"provisioningState": "Succeeded",
"resourceGroup": "anfavsval2",
"type": "Microsoft.AVS/privateClouds/clusters/datastores"

List all the datastores in a private cloud cluster.

C:\Benutzer\niyaz>az vmware datastore list --resource-group anfavsval2 --cluster Cluster-1 --private

-cloud ANFDataClus [ { "diskPoolVolume": null, "id": "/subscriptions/Oefa2dfb-917¢c-4497-b56a-
b3f4eadb8111/resourceGroups/anfavsval2/providers/Microsoft. AVS/private Clouds/ANFDataClus/clusters/
Cluster-1/datastores/ANFRecoDS001", "name": "ANFRecoDS001", "netAppVolume": { "id":
"/subscriptions/Oefa2dfb-917c-4497-b56a-b3f4eadb8111/resourceGroups/anfavsval2/providers/Microsoft.
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NetApp/netAppAccounts/anfdatastoreacct/capacityPools/anfrecods/volumes/ANFRecoDS001",
"resourceGroup": "anfavsval2" }, "provisioningState": "Erfolgreich", "resourceGroup": "anfavsval2", "Typ":
"Microsoft.AVS/privateClouds/clusters/datastores" }, { "diskPoolVolume": null, "id":
"/subscriptions/Oefa2dfb-917¢c-4497-b56a-

b3f4eadb8111/resourceGroups/anfavsval2/providers/Microsoft. AVS/privateClouds/ANFDataClus/clusters/
Cluster-1/datastores/ANFRecoDSU002", "name": "ANFRecoDSU002", "netAppVolume": { "id":
"/subscriptions/Oefa2dfb-917¢-4497-b56a-
b3f4eadb8111/resourceGroups/anfavsval2/providers/Microsoft.NetApp/netAppAccounts/anfdatastoreacct/
capacityPools/anfrecodsu/volumes/anfrecodsU002", "resourceGroup": "anfavsval2" }, "provisioningState":
"NetApp", "resourceGroup": "anfavsval2", "Typ": "Microsoft. AVS/privateClouds/clusters/datastores" } ]

1. Nachdem die erforderliche Konnektivitat hergestellt ist, werden die Volumes als Datenspeicher
bereitgestellt.

IT @ ’ anf-z1-stdds01

) -

Dimensionierung und Leistungsoptimierung

Azure NetApp Files unterstitzt drei Servicelevel: Standard (16 MBit/s pro Terabyte), Premium (64 MBit/s pro
Terabyte) und Ultra (128 MBit/s pro Terabyte). Fir eine optimale Leistung der Datenbank-Workload ist die
Bereitstellung der richtigen Volume-Grofie wichtig. Bei Azure NetApp Files werden die Volumeleistung und das
Durchsatzlimit anhand der folgenden Faktoren bestimmt:

» Der Servicelevel des Kapazitatspools, zu dem das Volume gehort

* Das dem Volume zugewiesene Kontingent

* Der Quality of Service (QoS)-Typ (automatisch oder manuell) des Kapazitatspools
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Service Throughput

Level

Ultra 128MiB/s per 1TiB quota X
Premium 64MiB/s per 1TiB quota

Standard 16MiB/s per 1TiB quota

Eg.1 Premium Tier chlzirie Up to 128MiB/s gross
(64MiB/s per 1TiB quota) Quota throughput

Eg.2 Premium Tier :,%?ugg Up to 6.25MiB/s gross
(64MiB/s per 1TiB quota) Quota throughput

Weitere Informationen finden Sie unter "Servicelevel fur Azure NetApp Files" .

Siehe hierzu"Link von Microsoft" fir detaillierte Leistungsbenchmarks, die bei einer GréRenbestimmung
verwendet werden kdnnen.

Wichtige Punkte

* Verwenden Sie fur Datenspeichervolumes die Premium- oder Standardstufe, um optimale Kapazitat und
Leistung zu erzielen. Wenn Leistung erforderlich ist, kann die Ultra-Stufe verwendet werden.

* Verwenden Sie fir die Anforderungen zur Gastbereitstellung die Premium- oder Ultra-Stufe und fir die
Dateifreigabeanforderungen fir Gast-VMs die Volumes der Standard- oder Premium-Stufe.

Uberlegungen zur Leistung

Es ist wichtig zu verstehen, dass es bei NFS Version 3 nur eine aktive Pipe fiir die Verbindung zwischen dem
ESXi-Host und einem einzelnen Speicherziel gibt. Dies bedeutet, dass zwar moéglicherweise alternative
Verbindungen fir ein Failover verfigbar sind, die Bandbreite flr einen einzelnen Datenspeicher und den
zugrunde liegenden Speicher jedoch auf das beschrankt ist, was eine einzelne Verbindung bereitstellen kann.

Um mit Azure NetApp Files Volumes mehr verfligbare Bandbreite zu nutzen, muss ein ESXi-Host tiber
mehrere Verbindungen zu den Speicherzielen verfliigen. Um dieses Problem zu beheben, kénnen Sie mehrere
Datenspeicher konfigurieren, wobei jeder Datenspeicher separate Verbindungen zwischen dem ESXi-Host und
dem Speicher verwendet.

Fir eine hdhere Bandbreite empfiehlt es sich, mehrere Datenspeicher mit mehreren ANF-Volumes zu
erstellen, VMDKs zu erstellen und die logischen Volumes tber VMDKs zu verteilen.

Siehe hierzu"Link von Microsoft" fir detaillierte Leistungsbenchmarks, die bei einer GréRenbestimmung
verwendet werden kénnen.
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Wichtige Punkte

* Die Azure VMware-L6sung ermdglicht standardmafig acht NFS-Datenspeicher. Dieser kann Uber eine
Supportanfrage erhéht werden.

* Nutzen Sie ER Fastpath zusammen mit Ultra SKU fur héhere Bandbreite und geringere Latenz. Weitere
Informationen

* Mit den ,grundlegenden® Netzwerkfunktionen in Azure NetApp Dateien ist die Konnektivitat von Azure
VMware Solution an die Bandbreite des ExpressRoute-Schaltkreises und des ExpressRoute-Gateways
gebunden.

» Fir Azure NetApp Files Volumes mit ,Standard“-Netzwerkfunktionen wird ExpressRoute FastPath

unterstitzt. Wenn FastPath aktiviert ist, sendet es den Netzwerkverkehr direkt an Azure NetApp Files
Volumes und umgeht dabei das Gateway, wodurch eine héhere Bandbreite und geringere Latenz erreicht

wird.

Erhoéhen der GroRe des Datenspeichers

Die Neugestaltung des Volumes und dynamische Service-Level-Anderungen sind fir das SDDC vollstandig
transparent. In Azure NetApp Files sorgen diese Funktionen fur kontinuierliche Leistungs-, Kapazitats- und
Kostenoptimierungen. Erhéhen Sie die Grolte von NFS-Datenspeichern, indem Sie die GroRRe des Volumes
Uber das Azure-Portal oder mithilfe der CLI andern. Wenn Sie fertig sind, greifen Sie auf vCenter zu, gehen Sie
zur Registerkarte ,Datenspeicher*, klicken Sie mit der rechten Maustaste auf den entsprechenden
Datenspeicher und wahlen Sie ,Kapazitatsinformationen aktualisieren®. Mit diesem Ansatz konnen Sie die
Kapazitat des Datenspeichers erhéhen und die Leistung des Datenspeichers dynamisch und ohne
Ausfallzeiten steigern. Dieser Vorgang ist fur Anwendungen aufierdem vollig transparent.

Wichtige Punkte

* Durch Volume-Reshaping und dynamische Service-Level-Funktionen kdnnen Sie die Kosten optimieren,
indem Sie die GroRe auf stabile Arbeitslasten abstimmen und so eine Uberbereitstellung vermeiden.

* VAAI ist nicht aktiviert.

Arbeitslasten

Migration
Einer der haufigsten Anwendungsfalle ist die Migration. Verwenden Sie VMware HCX oder vMotion, um

lokale VMs zu verschieben. Alternativ konnen Sie Rivermeadow verwenden, um VMs in Azure NetApp
Files -Datenspeicher zu migrieren.
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Datensicherung

Das Sichern und schnelle Wiederherstellen von VMs gehort zu den grofRen Starken von ANF-
Datenspeichern. Verwenden Sie Snapshot-Kopien, um schnell Kopien Ihrer VM oder Ihres
Datenspeichers zu erstellen, ohne die Leistung zu beeintrachtigen, und senden Sie diese dann zum
langerfristigen Datenschutz an den Azure-Speicher oder mithilfe der regionsibergreifenden Replikation
zur Notfallwiederherstellung an eine sekundare Region. Dieser Ansatz minimiert Speicherplatz und
Netzwerkbandbreite, indem nur geanderte Informationen gespeichert werden.

Verwenden Sie Azure NetApp Files Snapshot-Kopien zum allgemeinen Schutz und verwenden Sie
Anwendungstools zum Schutz von Transaktionsdaten wie SQL Server oder Oracle, die sich auf den Gast-
VMs befinden. Diese Snapshot-Kopien unterscheiden sich von VMware-(Konsistenz-)Snapshots und
eignen sich fur einen langerfristigen Schutz.

Bei ANF-Datenspeichern kann mit der Option ,Auf neuem Volume wiederherstellen ein
gesamtes Datenspeichervolume geklont werden. Das wiederhergestellte Volume kann

@ dann als weiterer Datenspeicher auf Hosts innerhalb von AVS SDDC bereitgestellt werden.
Nachdem ein Datenspeicher bereitgestellt wurde, kdnnen darin enthaltene VMs registriert,
neu konfiguriert und angepasst werden, als waren sie einzeln geklonte VMs.
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BlueXP backup and recovery fiir virtuelle Maschinen

BlueXP backup and recovery flr virtuelle Maschinen bietet eine vSphere-Webclient-GUI auf
vCenter, um virtuelle Azure VMware Solution-Maschinen und Azure NetApp -Dateidatenspeicher
Uber Sicherungsrichtlinien zu schiitzen. Diese Richtlinien kdnnen Zeitplane, Aufbewahrungszeiten
und andere Funktionen definieren. Die BlueXP backup and recovery fir die virtuelle Maschine kann
mithilfe des Befehls ,Ausfiihren® bereitgestellt werden.

Die Installation der Setup- und Schutzrichtlinien kann durch Ausfiihren der folgenden Schritte
erfolgen:

1.

Installieren Sie BlueXP backup and recovery fir virtuelle Maschinen in der privaten Azure
VMware Solution-Cloud mit dem Befehl ,Ausfihren®.

Flgen Sie Anmeldeinformationen fur das Cloud-Abonnement (Client und geheimer Wert) hinzu
und fligen Sie dann ein Cloud-Abonnementkonto (NetApp -Konto und zugehdrige
Ressourcengruppe) hinzu, das die Ressourcen enthalt, die Sie schiitzen méchten.

Erstellen Sie eine oder mehrere Sicherungsrichtlinien, die die Aufbewahrung, Haufigkeit und
andere Einstellungen fir Ressourcengruppensicherungen verwalten.

Erstellen Sie einen Container, um eine oder mehrere Ressourcen hinzuzufligen, die mit
Sicherungsrichtlinien geschitzt werden missen.

Stellen Sie im Falle eines Fehlers die gesamte VM oder bestimmte einzelne VMDKs am selben
Speicherort wieder her.

@ Mit der Azure NetApp Files Snapshot-Technologie sind Backups und
Wiederherstellungen sehr schnell.

Cloue Baskup for Virtusl Machine:

Dashboard
BB seitings viomiorSomver o Aabe 3B 1A amereniral avg . W
| swus | dcodonlic Resods Gefing Staned e 04
RECENT JOB ACTIVITIES @ LATEST FROTECTION SUMMARY @ Vs - CONFIGURATION @
Laal T Daes
" 1011 §
& Vi MAEtifeE e Cetagves
T mn
@ B3tk SuCcesTUL  |J00 10:4328) 3 i g a2 A
= Coout Subscription Acceunt: Clowd Susscrptiors
Backio Wania [ I0/4338] 5 e ann
L az 5 min ann
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Notfallwiederherstellung mit Azure NetApp Files, JetStream DR und Azure VMware Solution

Die Notfallwiederherstellung in der Cloud ist eine robuste und kostenglinstige Moglichkeit, die
Workloads vor Site-Ausfallen und Datenbeschadigungen (z. B. Ransomware) zu schitzen. Mithilfe
des VMware VAIO-Frameworks kénnen lokale VMware-Workloads in den Azure Blob-Speicher
repliziert und wiederhergestellt werden, wodurch ein minimaler oder nahezu kein Datenverlust und
eine RTO von nahezu null moéglich sind. Mit JetStream DR kdnnen die vom lokalen Standort auf AVS
und insbesondere auf Azure NetApp Files replizierten Workloads nahtlos wiederhergestellt werden.
Es ermdglicht eine kostengtinstige Notfallwiederherstellung durch die Nutzung minimaler
Ressourcen am DR-Standort und kostengiinstigen Cloud-Speicher. JetStream DR automatisiert die
Wiederherstellung in ANF-Datenspeichern Uber Azure Blob Storage. JetStream DR stellt
unabhangige VMs oder Gruppen verwandter VMs gemal} der Netzwerkzuordnung in der
Infrastruktur des Wiederherstellungsstandorts wieder her und bietet eine zeitpunktbezogene
Wiederherstellung zum Schutz vor Ransomware.

"DR-L6sung mit ANF, JetStream und AVS" .

NetApp -Gastspeicheroptionen fir Azure

Azure unterstltzt Uber Gaste verbundene NetApp -Speicher mit dem nativen Azure
NetApp Files (ANF)-Dienst oder mit Cloud Volumes ONTAP (CVO).

Azure NetApp Files (ANF)

Azure netApp Files bringt Datenverwaltung und -speicherung auf Unternehmensniveau zu Azure, sodass Sie
Ihre Workloads und Anwendungen problemlos verwalten kdnnen. Migrieren Sie lhre Workloads in die Cloud
und fihren Sie sie ohne Leistungseinbullen aus.

Azure netApp Files beseitigt Hindernisse, sodass Sie alle |hre dateibasierten Anwendungen in die Cloud
verschieben kénnen. Zum ersten Mal mussen Sie Ihre Anwendungen nicht neu strukturieren und erhalten
dauerhaften Speicher fur Ihre Anwendungen ohne Komplexitat.

Da der Dienst Uber das Microsoft Azure-Portal bereitgestellt wird, profitieren Benutzer im Rahmen ihres
Microsoft Enterprise Agreement von einem vollstandig verwalteten Dienst. Dank des erstklassigen Supports
von Microsoft kdnnen Sie sich vollkommen beruhigt zurticklehnen. Mit dieser Einzelldsung kénnen Sie schnell
und einfach Multiprotokoll-Workloads hinzufiigen. Sie kdnnen sowohl dateibasierte Windows- als auch Linux-
Anwendungen erstellen und bereitstellen, sogar fur Legacy-Umgebungen.

Azure NetApp Files (ANF) als mit dem Gast verbundener Speicher

Konfigurieren von Azure NetApp Files mit Azure VMware Solution (AVS)

Azure NetApp Files Freigaben kénnen von VMs bereitgestellt werden, die in der Azure VMware Solution
SDDC-Umgebung erstellt wurden. Die Volumes kénnen auch auf dem Linux-Client gemountet und auf
dem Windows-Client zugeordnet werden, da Azure NetApp Files SMB- und NFS-Protokolle unterstitzt.
Azure NetApp Files Volumes kénnen in flnf einfachen Schritten eingerichtet werden.

Azure NetApp Files und Azure VMware Solution missen sich in derselben Azure-Region befinden.
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Erstellen und Einbinden von Azure NetApp Files Volumes

Fihren Sie die folgenden Schritte aus, um Azure NetApp Files Volumes zu erstellen und einzubinden:

1. Melden Sie sich beim Azure-Portal an und greifen Sie auf Azure NetApp Files zu. Uberpriifen Sie den
Zugriff auf den Azure NetApp Files -Dienst und registrieren Sie den Azure NetApp Files
Ressourcenanbieter mit dem Befehl az provider register --namespace Microsoft. NetApp —wait.
Erstellen Sie nach Abschluss der Registrierung ein NetApp -Konto.

Ausflhrliche Schritte finden Sie unter"Azure NetApp Files Freigaben" . Diese Seite flhrt Sie Schritt fur
Schritt durch den Prozess.

= Microsoft Azure 2 Sparch resolrces, services, and docs (G+/)

Home Agure NetApp Files >

Azure NetApp File . New NetApp account
NetApp (chaudcontialproduction.com)
-+ Creats 1 Manage view ~  **
Name *
Filker for any fieldl nimoaNSAMNFdemo
Name T Subscription
Saa$ Backup Production 4

Rescurce group *

H"L': | [ Mimaavspema ~

Create new

lo NetApp accounts to display Location *
wre MetApp Files makes it easy to migrate and East Us 2 hd
n complex, file-based applications with no code
range. With support for multiple protocols and
sgiated data protection, storage management i
simple, fast, and reliable

Cre Natiop accoun
= Create Download a tempiate for automation
Learn mare ¢

2. Nachdem das NetApp -Konto erstellt wurde, richten Sie die Kapazitatspools mit dem erforderlichen
Servicelevel und der erforderlichen GroRe ein.

Weitere Informationen finden Sie unter "Einrichten eines Kapazitatspools" .
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3. Konfigurieren Sie das delegierte Subnetz fiir Azure NetApp Files und geben Sie dieses Subnetz beim
Erstellen der Volumes an. Ausfuhrliche Schritte zum Erstellen eines delegierten Subnetzes finden Sie

unter"Delegieren eines Su

bnetzes an Azure NetApp Files" .

Add subnet X
+.» himoavspriv-vnet | Subnets
Virtuial netwark
Marme *
.,h Saarch [Ctrl+) & + Subnet ani.del -
43 Owverview = il 0
O Searcheubn  Fvbnet address range * O
B Activity log - [1722430028 v
1722430 - 17224315 (11 + 5 Azure reserved addresses)
Rn  Access control (IAM) Name Ty
@ Taos AT || Add IPv6 address space ©
£* Diagnose and solve problems YMSubnet NAT gateway O
Nane 4
Settings StorageSubnet
< Network security group
& Address space Nong 3
& Connected devices
Route table
> Subnets Mone o
© DDoS protection
@ Firewall
Cancel
o i S

4. Flugen Sie mithilfe des Blatts ,Volumes* unter dem Blatt ,Kapazitatspools“ ein SMB-Volume hinzu.
Stellen Sie sicher, dass der Active Directory-Connector konfiguriert ist, bevor Sie das SMB-Volume

erstellen.


https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet

Home © dgure Methpp Files » nmoAVSANTdemo Joi“ Active Dil'enol'_‘,' »

Azure NetApp Files - 4 nimoAVSANFdemo | Active Directory connections
Mot [ i rriproed ucton £ o) KetAop = courd
Primary DNS* (2
+ Create ) Mansge view o - £ Swarch [Cttef) i # Join () Rehieth BT T !
Filtor for ary fredd B Ay log sits Ay iR Sap Secondary DS
Name T
. Accrs contrel (M) Mo curranitly foived Active Ditectaries ) ._
B nmoAVEANFdemo =g & ng < AU Pock e~
ITmodwo.wn
i AD Sito Name (7
O cueta
I Properties SHB Server (Computer Account) Prefc®
B Lecks | nimsma |
Azure Netdpp Files ?mlwl_uml Fath )

& Acteee Dieciony connections

Storage service

Pa 1 wigly ® = “
iz = Capacity pools

5. Klicken Sie auf ,Uberpriifen + Erstellen®, um das SMB-Volume zu erstellen.

Wenn es sich bei der Anwendung um SQL Server handelt, aktivieren Sie die kontinuierliche SMB-
Verfligbarkeit.
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: nimoAVSANFdemo | Volumes

m o
I P Hame Ty Quota *L  Throughput 'L Protocod type *e Mount path t:  Service level Ty Capacity p«
y bocks L ez D0 GIE 1.6 ME/ SMAE st Tolo mmods Standand
Azure MetApp Files sl et 0 GiE 16 M NFS3 172243 d/nimwoltest] Standand
< »

Weitere Informationen zur Volumeleistung von Azure NetApp Files nach Grélke oder Kontingent
finden Sie unter"Leistungsuberlegungen fur Azure NetApp Files" .

6. Nachdem die Verbindung hergestellt ist, kann das Volume gemountet und fir Anwendungsdaten
verwendet werden.

Klicken Sie hierzu im Azure-Portal auf das Blatt ,Volumes®, wahlen Sie dann das zu mountende
Volume aus und greifen Sie auf die Mount-Anweisungen zu. Kopieren Sie den Pfad und verwenden
Sie die Option ,Netzlaufwerk zuordnen®, um das Volume auf der VM bereitzustellen, die auf Azure
VMware Solution SDDC ausgefiihrt wird.

U vhphery o restVM - Semmary K G ® + o |— ’n

A M 11 i [ By IR | | 1 e L L T A

Server Manager * Bashboard
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= | nimsmbwvol2

m r. e e

- A |

# Quick access

nimfool
BB Desktop
nimfood
J, Downloads
nimfool
~| Documents nimfeol
= Pictures
B This PC
=¥ Network

7. Verwenden Sie denselben Prozess, um NFS-Volumes auf Linux-VMs bereitzustellen, die auf Azure
VMware Solution SDDC ausgefihrt werden. Nutzen Sie Volume-Reshaping oder dynamische

Service-Level-Funktionen, um die Workload-Anforderungen zu erfiillen.

3.4: /nimcdemonfsvl Jfhome/nimoadal

1K-blocks
8168112
1639548
58824704

dev/Loop2

25 1515
[devloopl

523248
1639544
S47i8

3.4: fnimodemonfsvl 104857608

Weitere Informationen finden Sie unter "Dynamisches Andern des Servicelevels eines Volumes" .

Cloud Volumes ONTAP (CVO)

Cloud Volumes ONTAP oder CVO ist die branchenflihrende Cloud-Datenverwaltungsldsung, die auf der
ONTAP -Speichersoftware von NetApp basiert und nativ auf Amazon Web Services (AWS), Microsoft Azure

ademoll

-5 df

Used Available UseXx

8 8158112 0%
1488 1638060 1%
TOB2TS2 48318496 17T%
B197 0%

[} 1

A%

100%

i} 160%

) 186%
g 186%
166%
1%

5 5 1%
54738 B 1806%

8 184857688 %

und Google Cloud Platform (GCP) verfugbar ist.

Es handelt sich um eine softwaredefinierte Version von ONTAP , die Cloud-nativen Speicher nutzt. Dadurch

:-5 zudo mount -t nfs -o rw, hard, tep 172.24.

Hounted on
fday
frun
!
Jdev/shm
Jrunflock
sys /s fcgroup
fsnapfcorel8f2128
fsnapfgtk-common- the

Jsnapfgnome-3-34-188

jsnap/fsnap-5
fsnap/snapd/

fboot fefi

frunfuser /1008
fmedia/nincadmin/vHw

/home fnimoadmin/nimo

kénnen Sie in der Cloud und vor Ort dieselbe Speichersoftware verwenden und mussen |hr IT-Personal nicht
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mehr in vollig neuen Methoden zur Verwaltung lhrer Daten schulen.

CVO bietet Kunden die Moéglichkeit, Daten nahtlos vom Edge zum Rechenzentrum, in die Cloud und zurtick zu
verschieben und so lhre Hybrid Cloud zusammenzuflhren — alles verwaltet Uber eine zentrale
Verwaltungskonsole, den NetApp Cloud Manager.

CVO bietet von Haus aus extreme Leistung und erweiterte Datenverwaltungsfunktionen, um selbst lhre
anspruchsvollsten Anwendungen in der Cloud zu erflllen

Cloud Volumes ONTAP (CVO) als mit dem Gast verbundener Speicher
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Stellen Sie das neue Cloud Volumes ONTAP in Azure bereit

Cloud Volumes ONTAP Freigaben und LUNs kénnen von VMs bereitgestellt werden, die in der Azure
VMware Solution SDDC-Umgebung erstellt wurden. Die Volumes kénnen auch auf dem Linux-Client und
auf dem Windows-Client gemountet werden, da Cloud Volumes ONTAP die Protokolle iSCSI, SMB und
NFS unterstitzt. Cloud Volumes ONTAP -Volumes kénnen in wenigen einfachen Schritten eingerichtet
werden.

Um Volumes aus einer lokalen Umgebung zur Notfallwiederherstellung oder Migration in die Cloud zu
replizieren, stellen Sie eine Netzwerkverbindung zu Azure her, entweder Uber ein Site-to-Site-VPN oder
ExpressRoute. Das Replizieren von Daten von lokalen Standorten auf Cloud Volumes ONTAP fallt nicht in
den Geltungsbereich dieses Dokuments. Informationen zum Replizieren von Daten zwischen lokalen und
Cloud Volumes ONTAP Systemen finden Sie unter"Einrichten der Datenreplikation zwischen Systemen" .

Verwenden"Cloud Volumes ONTAP Sizer" um die Cloud Volumes ONTAP -Instanzen
genau zu dimensionieren. Uberwachen Sie auch die Leistung vor Ort, um sie als Eingaben
im Cloud Volumes ONTAP Sizer zu verwenden.

1. Melden Sie sich bei NetApp Cloud Central an — der Fabric View-Bildschirm wird angezeigt. Suchen
Sie die Registerkarte ,Cloud Volumes ONTAP“ und wahlen Sie ,Gehe zu Cloud Manager” aus.
Nachdem Sie sich angemeldet haben, wird der Canvas-Bildschirm angezeigt.

" Account s Wor B W Connector
Cloud Manager Reo s

CHOAVIDEmS Workspace-1

Replication Backup & Restore (Bs5 Data Sense File Cache Compute

Let's Add Your First Working Environment

oy
L2) Canvas

This is how you deploy, allocate or diScover Your cloud storage
[Croud Vielurmes ONTAP, Cloud Vialumes Senvice, on-prem ONTAP or 53 buckets)

Add Working Environmaent

o

2. Klicken Sie auf der Cloud Manager-Startseite auf ,,Arbeitsumgebung hinzufligen® und wahlen Sie
dann Microsoft Azure als Cloud und den Typ der Systemkonfiguration aus.
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n Cloud Manager Account . Werksanrs! e st

CWOAVSDerna Workoace-1 Wik

Replication Backup & Restore 83 Data Senze File Cache Compute Sync Al Services (+8) ~

Add New Working Envirenment 4

e s D =
Microsft Arurs Amagon Web Seraces GOUSJD Ol Pratfarm On-Pramiset
Choose Type

]

(D) () (@)
l: I. / L e
e o’ N
Cloud Volumes ONTAP Cloud Volumes ONTAP HA Azure MetApp Flles

3. Beim Erstellen der ersten Cloud Volumes ONTAP Arbeitsumgebung fordert Cloud Manager Sie auf,
einen Connector bereitzustellen.

Add Connector Need Help? X

Create Connector
A Connectar ks required 1o use most of Cloud Managers features

The Connector allows Cloud Manager to manage resources and
processes within your public choud emaronment. It i important for

the continued hezslth and operation of the services that you enable.

Let's Start

4. Aktualisieren Sie nach der Erstellung des Connectors die Felder ,Details” und
L7/Anmeldeinformationen®.
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Create a New Working Ervironment Details and Credentials

Managed Service ide... Saas Backup Prod.., CMCVOSub I
Edil Credentials
Credential Mame Azure Subscription Markatplace Subscription I
Datalls Credentials
Waorking Environment Mame (Cluster Name) User Name
nimavsCvo admin
Password

::f..s:.w-rx.'ﬁ:-'
s iinie
ot it ozl

5. Geben Sie die Details der zu erstellenden Umgebung an, einschlieRlich Umgebungsname und

Administratoranmeldeinformationen. Fligen Sie Ressourcengruppen-Tags fir die Azure-Umgebung
als optionalen Parameter hinzu. Wenn Sie fertig sind, klicken Sie auf ,Weiter*.

Create a New Working Environment Details and Credentials

Diatails Credentials

Working Environment Name (Cluster NMame)

User Name
nimavsCvo admin
Passward
o Add Resource Group Tags Opticral Feld sesscescsene

Confirm Password

6. Wahlen Sie die Zusatzdienste flir die Bereitstellung von Cloud Volumes ONTAP aus, darunter BlueXP

Classification, BlueXP backup and recovery und Cloud Insights. Wahlen Sie die Dienste aus und
klicken Sie dann auf ,Weiter*.

]

Create a New Working Environment

arvices
C"J Data Sense & Compliance ] v
l:.}} | Backup to Cloud -'—" s
il ) Monitoring - -

7. Konfigurieren Sie den Azure-Standort und die Konnektivitat. Wahlen Sie die zu verwendende Azure-
Region, Ressourcengruppe, das VNet und das Subnetz aus.
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Create a New Working Environment _ocation & Connectivity

FPLITE i 0 Fozoveroe Gnoog
East US 2 -
+ Croate a new group L @ ewisting group
Ananilabeiny Jans {Chpional) Reaguree Group Narme
ect iy Avallability Sone - WRIVELVO-TE
X | Secudy Oatai
nimoavsprivynet | NimoAVSDema .

wind SECUTTY proug L sxisting security group
172,242,024 -

ki et b COMTECIITY Dteeen: i Clogd

Continge

8. Wahlen Sie die Lizenzoption: Pay-As-You-Go oder BYOL zur Verwendung einer vorhandenen Lizenz.
In diesem Beispiel wird die Pay-As-You-Go-Option verwendet.

Create a New Working EnvironmentCloud Volurnes ONTAP Charging Methods & NSS Account

Cloud Volumes ONTAP Charging Methods NetApp Support Site Account (Optional)

Learn more about our charging methods Learn more about NetApp Support Site (NSS) accounts

To register this Cloud Volumes ONTAP 1o support,you
% (&) Pay-As-You-Go by the hour should add NetApp Support Site Account,

Dan't have a MetApp Support Sile account?Select go to

] finish deploying this system.After its created,use the
g‘u Bring your own license pioying ¥

= Lunnnrt Bagichratinn nntinn tn rreata an KMSS aroniing

9. Wahlen Sie zwischen mehreren vorkonfigurierten Paketen, die fir die verschiedenen Arten von
Workloads verfiigbar sind.

Create a New Working Environment PI'LECGHEELJI’L?G pa[kﬂgﬁ‘ﬁ

Select a preconfigured Cloud Volumes ONTAP system that besl matches your neads, or create your own configuration
Praconfigured settings can be modified at & ister tima

L1

s -0 (4] -

POC and small workioads Database and application data Cost effective DR Highest performance production
production workloads workloads

Up to 500GE of storage

f©

10. Akzeptieren Sie die beiden Vereinbarungen bezlglich der Aktivierung des Supports und der
Zuweisung von Azure-Ressourcen. Klicken Sie auf ,Los®, um die Cloud Volumes ONTAP -Instanz zu
erstellen.

Up to 500GB of storage
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Create a New Working Environment Review & Appl'(}\-"f_‘

nimavsCy Qo
Eastus 2

q,‘_ | understand that in order to activate support, | must first reglster Cloud Volumes ONTAP with NetApp. More information >

&l

| understand that Cloud Manager will allocate the appropriate Arure resources 1o comply with my above requiremenis. More information >
Overview MNetworking Storage

11. Nachdem Cloud Volumes ONTAP bereitgestellt wurde, wird es in den Arbeitsumgebungen auf der
Canvas-Seite aufgefihrt.

Compute All Services (+8)
@ Canvas  Go to Tabular View
r_'f;:-. Add Working Environment Q\ nimavsCVO0 4 ]
= = 0n
/ : %
A Cloud Volames ONT2 \ DETAILS
( [ Freembim Cloud Volumes ONTAP | Azure  Single
e
N, H
SERVICES

Renllcatinm

- + Enter Working Environment 0
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Zusatzliche Konfigurationen fiir SMB-Volumes

1. Nachdem die Arbeitsumgebung bereit ist, stellen Sie sicher, dass der CIFS-Server mit den
entsprechenden DNS- und Active Directory-Konfigurationsparametern konfiguriert ist. Dieser Schritt
ist erforderlich, bevor Sie das SMB-Volume erstellen konnen.

{m nimavsCVO BN £ e
Volumes Replications. ( '_j. G ,:9 A E
*> Create a CIFS server + Advanced
DNS Primary |P Address Active Directory Domain to jain
172.24.1.5 nimadema. cam
DNS Secandary P Address [Optional) Credentials authorized to join the domain

2. Das Erstellen des SMB-Volumes ist ein einfacher Vorgang. Wahlen Sie die CVO-Instanz aus, um das
Volume zu erstellen, und klicken Sie auf die Option ,Volume erstellen“. Wahlen Sie die entsprechende
Grofde und der Cloud-Manager wahlt das enthaltene Aggregat aus oder verwenden Sie einen
erweiterten Zuordnungsmechanismus, um die Platzierung auf einem bestimmten Aggregat
vorzunehmen. Fur diese Demo wird SMB als Protokoll ausgewahlt.

Create new volume in nimavsCVO Volume Details, Protection & Protocol
Details & Protection Protocol
Violume Name: Slze (GBY; i NFS CIFS iSCS
e —————————
nimavssmbyol 50
Share narme: Permissions:

Snapshot Policy: nimavssmbwol1_share Full Contral >

default -

Default Policy Users / Groups
Everyone;

Continue

3. Nachdem das Volume bereitgestellt wurde, ist es im Bereich ,Volumes* verfliigbar. Da eine CIFS-
Freigabe bereitgestellt wird, erteilen Sie Ihren Benutzern oder Gruppen die Berechtigung fur die
Dateien und Ordner und stellen Sie sicher, dass diese Benutzer auf die Freigabe zugreifen und eine
Datei erstellen kdnnen. Dieser Schritt ist nicht erforderlich, wenn das Volume aus einer lokalen
Umgebung repliziert wird, da alle Datei- und Ordnerberechtigungen als Teil der SnapMirror
Replikation beibehalten werden.
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Volumes

ereTT——
volumes

1 Valume 50 GB Allocated

Replications

|~
=@ nimavssmbvoll

INFO

PREMIUM _LRS
Auto

OFF

1.74 MB Total Used (1.74 MB in Disk, 0 KB in Blob)

CAPACITY

50 GB

= DNLINE

N 174 MB

ek Used

= 0GB

Bloh Uised

4. Nachdem das Volume erstellt wurde, verwenden Sie den Mount-Befehl, um von der VM, die auf den

Azure VMware Solution SDDC-Hosts ausgefiihrt wird, eine Verbindung mit der Freigabe herzustellen.

5. Kopieren Sie den folgenden Pfad und verwenden Sie die Option ,Netzlaufwerk zuordnen®, um das
Volume auf der VM bereitzustellen, die auf Azure VMware Solution SDDC ausgefuhrt wird.

Volumes

Replications

t) Mount Volume nimavssmbvoli

Go 1o your machine and enter this command

\\172.24. 2. 8\nimavssmbvoll_share

n Home Share

« v o[
# Quick access
B Oesktop
& Downloads

= Docurmarts
= Pctwres
B This pC

o Metwark

Wiew

= | nimasssmibol]_share

LI T224.2 Bvnimevismibeed ] shan

% % W %

Miarre

Date roddped

Type

e

Thes fodder i empty
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Verbinden Sie die LUN mit einem Host

Flhren Sie die folgenden Schritte aus, um die LUN mit einem Host zu verbinden:
1. Doppelklicken Sie auf der Canvas-Seite auf die Arbeitsumgebung Cloud Volumes ONTAP, um
Volumes zu erstellen und zu verwalten.

2. Klicken Sie auf ,Volume hinzufigen“ > ,Neues Volume®, wahlen Sie ,iSCSI aus und klicken Sie auf
»lnitiatorgruppe erstellen®. Klicken Sie auf ,Weiter".

Details & Protection Protocol
Valurne Name: Sire (GB) NFS CIFS 15C31
nimavsscsi] e What about LUNs?

Initiator Group
Snapshot Policy
= Create Initiatar Group
default -

Initiatar Group

Default Policy
avsymlG

Continue

3. Nachdem das Volume bereitgestellt wurde, wahlen Sie das Volume aus und klicken Sie dann auf Ziel-
IQN. Um den iSCSI Qualified Name (IQN) zu kopieren, klicken Sie auf ,Kopieren®. Richten Sie eine
iSCSI-Verbindung vom Host zur LUN ein.

So erreichen Sie dasselbe fiir den Host, der sich auf Azure VMware Solution SDDC befindet:

a. RDP zur VM, die auf Azure VMware Solution SDDC gehostet wird.

b. Offnen Sie das Dialogfeld ,Eigenschaften des iSCSI-Initiators“: Server-Manager > Dashboard >
Tools > iSCSl-Initiator.

c. Klicken Sie auf der Registerkarte ,Erkennung“ auf ,Portal erkennen® oder ,Portal hinzufiigen* und
geben Sie dann die IP-Adresse des iSCSI-Zielports ein.

d. Wahlen Sie auf der Registerkarte ,Ziele“ das erkannte Ziel aus und klicken Sie dann auf
~Anmelden® oder ,Verbinden®.

e. Wahlen Sie ,Multipfad aktivieren“ und dann ,Diese Verbindung beim Start des Computers
automatisch wiederherstellen* oder ,Diese Verbindung zur Liste der bevorzugten Ziele
hinzufiigen®. Klicken Sie auf ,Erweitert”.

Hinweis: Der Windows-Host muss Uber eine iSCSI-Verbindung zu jedem Knoten im Cluster
verflgen. Das native DSM wahlt die besten zu verwendenden Pfade aus.
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LUNSs auf der Storage Virtual Machine (SVM) werden dem Windows-Host als Datentrager angezeigt. Alle
neu hinzugefligten Festplatten werden vom Host nicht automatisch erkannt. Losen Sie einen manuellen

erneuten Scan

aus, um die Datentrager zu ermitteln, indem Sie die folgenden Schritte ausfihren:

. Offnen Sie das Windows-Dienstprogramm ,Computerverwaltung“: Start > Verwaltung >

Computerverwaltung.

Erweitern Sie den Knoten ,Speicher® im Navigationsbaum.

3. Klicken Sie auf Datentragerverwaltung.

4.

& Compute Managament L ocH)
w | Syoen Toak

5 Tatk Sebadudan

[l Foenst Vommres

W S Friders

B Lol Uvers and Growga

Ei) Pertprrridedy
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Klicken Sie auf ,Aktion“ > ,Datentrager erneut scannen®.

akeme [ Lorymat | Typar | Ve Syrton | Statuns [ Capacty | Froa Space] 5 Femm |
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Wenn der Windows-Host zum ersten Mal auf eine neue LUN zugreift, verfiigt diese Uber keine Partition
oder kein Dateisystem. Initialisieren Sie die LUN und formatieren Sie die LUN optional mit einem
Dateisystem, indem Sie die folgenden Schritte ausfihren:
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1. Starten Sie die Windows-Datentragerverwaltung.

2. Klicken Sie mit der rechten Maustaste auf die LUN und wahlen Sie dann den erforderlichen
Datentrager- oder Partitionstyp aus.

3. Folgen Sie den Anweisungen des Assistenten. In diesem Beispiel ist Laufwerk E: gemountet

& Compurer Wsnsgemsn
Fia Achion View Halg

e zm BT

& Coenputes Mansgement fLocsl | Vehmme T Lyt | Type | s Seciorm | Bistn T Copacity] FrotSpaca | %kree |
w §| System Towh = (] Semple  Basic  NTFS ieahthy {lcct, Page Fie, Cranh Donp, Primary Pwtition] 185108 LSS0 615
() otk Sehoduie: = Didiik ] Sempls Baix  NITFS Hgalthy (Pramary Partitron) AT WATIGE 0%
1l Fvert Vipwer = DBk (1) Semple Bewc TP Haealthy (Prienary Fartibon) sSTGl REIGE WO
w Shaved Falden = 555 AFREE ENAUS VR @) Senple Baex UDF Feslthy (Premary Partbon, EEIGE B %
B Locst Usen and Gevups || = Syitem Brseromd Senple Bae  NTFS Fhmatby (Tyshern, Artios, Fromisy Partiion) HOME  MOME M

T Paiarmamde
B Dovice Mansges
w §5 Storage
H Wndows Sercer Baciup
= Dusk Mamagarennt

[y Servuies and Appisaboni

= Dk 1 . ___________________________________________\
R DBk 14
L9983 0B 08T GR MTFS
[ Wleaithey (Primaey Pastieen)
e ] ]
Banec DEDek2
TR %47 GB TS
Cinlee ety (Primaey Pastitiz)

A r | This BT - H g
Bl e v =
- « o Bl » ThisPC - “

> ”
W ol ol etesd Foiders (b
At b i
B Ceictep - Deikicp g Documents l Oownloads
‘ Dopmrdoads L)
Documents o
s [T — Piciures Wedeo
= Pictures , -

PIFTO P LEnTLn o
T Devices and drives (4

» [ Thes PC Lecal Disk (€ DVD Duive () Dlicsn (1)
i Bl s barmee En-us 0
b birtatrt -y bty fri of Bl G -
[

Network locatons (3)

wondv ST 1
i cumireoll_share nirmoacdemowmibel (ITIIELE

- (NIT2242.19) O0) = =X rmedemofibvell (\1TE241.4) 29

Google Cloud VMware Engine: Optionen fiir die Verwendung von NetApp -Speicher

NetApp -Speicher kann entweder als Gastspeicher oder als Zusatzspeicher an die
Google Cloud Virtualization Engine angeschlossen werden.
Google Cloud NetApp Volumes (NetApp Volumes) als ergdnzender NFS-Datenspeicher

Kunden, die zusatzliche Speicherkapazitat in ihrer Google Cloud VMware Engine (GCVE)-Umgebung
bendtigen, konnen Google Cloud NetApp Volumes als zusatzlichen NFS-Datenspeicher nutzen. Durch die
Speicherung von Daten auf Google Cloud NetApp Volumes kénnen Kunden zum Schutz vor Katastrophen eine
Replikation zwischen Regionen durchfiihren.

Weitere Informationen finden Sie unter"Google Cloud NetApp Volumes (NetApp Volumes) als erganzender
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NFS-Datenspeicher"

NetApp CVO als Gast-Connected-Storage

Cloud Volumes ONTAP oder CVO ist die branchenfiihrende Cloud-Datenverwaltungslosung, die auf der
ONTAP -Speichersoftware von NetApp basiert und nativ auf Amazon Web Services (AWS), Microsoft Azure
und Google Cloud Platform (GCP) verfugbar ist.

Es handelt sich um eine softwaredefinierte Version von ONTAP , die Cloud-nativen Speicher nutzt. Dadurch
kénnen Sie in der Cloud und vor Ort dieselbe Speichersoftware verwenden und mussen |hr IT-Personal nicht
mehr in vollig neuen Methoden zur Verwaltung lhrer Daten schulen.

CVO bietet Kunden die Mdglichkeit, Daten nahtlos vom Edge zum Rechenzentrum, in die Cloud und zurtick zu
verschieben und so lhre Hybrid Cloud zusammenzufiihren — alles verwaltet Uber eine zentrale
Verwaltungskonsole, den NetApp Cloud Manager.

CVO bietet von Haus aus extreme Leistung und erweiterte Datenverwaltungsfunktionen, um selbst Ihre
anspruchsvollsten Anwendungen in der Cloud zu erfillen.

Weitere Informationen finden Sie unter'NetApp CVO als Gast-Connected-Storage”

Google Cloud NetApp Volumes (NetApp Volumes) als Gast-verbundener Speicher

Google Cloud NetApp Volumes Freigaben kénnen von VMs bereitgestellt werden, die in der VMware Engine-
Umgebung erstellt wurden. Die Volumes kénnen auch auf dem Linux-Client gemountet und auf dem Windows-
Client zugeordnet werden, da Google Cloud NetApp Volumes die Protokolle SMB und NFS unterstitzt. Google
Cloud NetApp Volumes Volumes kdnnen in einfachen Schritten eingerichtet werden.

Die private Cloud von Google Cloud NetApp Volumes und Google Cloud VMware Engine muss sich in
derselben Region befinden.

Weitere Informationen finden Sie unter"Google Cloud NetApp Volumes (NetApp Volumes) als Gast-
verbundener Speicher"

Erganzender NFS-Datenspeicher fiir Google Cloud VMware Engine mit Google
Cloud NetApp Volumes

Kunden kdénnen die Speicherkapazitat auf Google Cloud VMware Engine mithilfe des
zusatzlichen NFS-Datenspeichers mit Google Cloud NetApp Volumes erweitern.

Uberblick

Kunden, die zusatzliche Speicherkapazitat in ihrer Google Cloud VMware Engine (GCVE)-Umgebung
benotigen, kdnnen den Netapp Cloud Volume Service zur Bereitstellung als zusatzlichen NFS-Datenspeicher
nutzen. Durch die Speicherung von Daten auf Google Cloud NetApp Volumes kénnen Kunden zum Schutz vor
Katastrophen eine Replikation zwischen Regionen durchfiihren.
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2 Google Cloud

Region 1
GCVE Private Cloud Google Cloud NetApp Volumes tenant project
e VPC Peering 9
E.;.E EI;.E E”“E 5”“5 i .' @ @ ﬁ
vSphere VMs \ 7
LY A Datastores
bl / - Storage-intensive apps
vmware vmware / o icati
VSphire ‘ bbb \ / DR replication
A )
/
-."/
Replication
Region 2

Datastores

Bereitstellungsschritte zum Mounten des NFS-Datenspeichers von Google Cloud NetApp Volumes
(NetApp Volumes) auf GCVE

Bereitstellung von NetApp Volumes — Performance Volume

Das Google Cloud NetApp Volumes Volume kann entweder bereitgestellt werden durch"Verwenden der
Google Cloud Console" "Verwenden des NetApp BlueXP -Portals oder der API"
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Markieren Sie das NetApp Volumes-Volume als nicht I6schbar

Um ein versehentliches Loschen des Volumes bei laufender VM zu vermeiden, stellen Sie sicher, dass

das Volume als nicht I16schbar markiert ist, wie im Screenshot unten gezeigt.

e Cloud Volumes

o

B O @3

4 O @

Storage Pools
Volumes

Backups
Snapshots

Active Directories
Velume Replication

Project Settings

< Edit File System

Rl IR D el e

Extreme
Up to 128 MiB/s per TiB

Volume Details

Allocated Capacity *

L

Allocated size must be between 1 TiB (1024 GiB) and 100 T8 (102400 GiB)

Managing your volumes for growth. Learn more [4

Protocol Type
MNFSv3 >

Active Directory must be setup to provision an SMB or dual-protoceol volume. The Allow
local NFS users with LDAP option in Active Directary connections enables local NFS
client users not present on the Windows LDAP server to access a dual-protocol volume
that has LDAP with extended groups enabled. Learn more [£

[] Make snapshot directory (.snapshot) visible

Makes -snapshot directory visible to clients. For NFSw4.1 volumes (CVS-Performance only),

the directory itself will not be listed but can be accessed tolist contents, ete.

[0 enable LDAP
Enables user look up from AD LDAP server for your NFS volumes

Block volume from deletion when clients are connected

Required for volumes used as GCVE datastores

Export Policy v

Weitere Informationen finden Sie unter'NFS-Volume erstellen" Dokumentation.

Stellen Sie sicher, dass fiir NetApp Volumes Tenant VPC eine private Verbindung auf GCVE besteht.

Um den NFS-Datenspeicher zu mounten, muss eine private Verbindung zwischen GCVE und dem
NetApp Volumes-Projekt bestehen. Weitere Informationen finden Sie unter"So richten Sie den privaten

Servicezugriff ein"

| 1024 GiB
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https://cloud.google.com/vmware-engine/docs/networking/howto-setup-private-service-access
https://cloud.google.com/vmware-engine/docs/networking/howto-setup-private-service-access

Mounten Sie den NFS-Datenspeicher

Anweisungen zum Mounten eines NFS-Datenspeichers auf GCVE finden Sie unter"So erstellen Sie einen
NFS-Datenspeicher mit NetApp Volumes"

Da vSphere-Hosts von Google verwaltet werden, haben Sie keinen Zugriff auf die
Installation des NFS vSphere API for Array Integration (VAAI) vSphere Installation Bundle

@ (VIB). Wenn Sie Unterstiitzung fur Virtual Volumes (vVol) benétigen, lassen Sie es uns
bitte wissen. Wenn Sie Jumbo Frames verwenden méchten, beachten Sie bitte"Maximal
unterstitzte MTU-GroéRen auf GCP"

Einsparungen mit Google Cloud NetApp Volumes

Um mehr Gber lhre potenziellen Einsparungen mit Google Cloud NetApp Volumes fir lhren Speicherbedarf auf
GCVE zu erfahren, besuchen Sie bitte"NetApp ROI-Rechner”

Referenzlinks

* "Google Blog — So verwenden Sie NetApp Volumes als Datenspeicher fiir Google Cloud VMware Engine"

* "NetApp Blog — Eine bessere Mdglichkeit, Ihre speicherintensiven Apps in die Google Cloud zu migrieren"

NetApp Storage-Optionen fur GCP

GCP unterstitzt Uber Gaste verbundene NetApp -Speicher mit Cloud Volumes ONTAP
(CVO) oder Google Cloud NetApp Volumes (NetApp Volumes).

Cloud Volumes ONTAP (CVO)

Cloud Volumes ONTAP oder CVO ist die branchenfiihrende Cloud-Datenverwaltungslésung, die auf der
ONTAP -Speichersoftware von NetApp basiert und nativ auf Amazon Web Services (AWS), Microsoft Azure
und Google Cloud Platform (GCP) verfligbar ist.

Es handelt sich um eine softwaredefinierte Version von ONTAP , die Cloud-nativen Speicher nutzt. Dadurch
kénnen Sie in der Cloud und vor Ort dieselbe Speichersoftware verwenden und mussen |hr IT-Personal nicht
mehr in vollig neuen Methoden zur Verwaltung Ihrer Daten schulen.

CVO bietet Kunden die Mdglichkeit, Daten nahtlos vom Edge zum Rechenzentrum, in die Cloud und zurtick zu
verschieben und so lhre Hybrid Cloud zusammenzufiihren — alles verwaltet Uber eine zentrale

Verwaltungskonsole, den NetApp Cloud Manager.

CVO bietet von Haus aus extreme Leistung und erweiterte Datenverwaltungsfunktionen, um selbst Ihre
anspruchsvollsten Anwendungen in der Cloud zu erflllen

Cloud Volumes ONTAP (CVO) als mit dem Gast verbundener Speicher

128
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Cloud Volumes ONTAP in Google Cloud bereitstellen (Do It Yourself)

Cloud Volumes ONTAP Freigaben und LUNs kdnnen von VMs gemountet werden, die in der privaten
Cloud-Umgebung von GCVE erstellt wurden. Die Volumes kénnen auch auf dem Linux-Client und auf
dem Windows-Client gemountet werden und auf LUNS kann auf Linux- oder Windows-Clients als
Blockgerate zugegriffen werden, wenn sie tUber iSCSI gemountet werden, da Cloud Volumes ONTAP die
Protokolle iSCSI, SMB und NFS unterstutzt. Cloud Volumes ONTAP -Volumes kdnnen in wenigen
einfachen Schritten eingerichtet werden.

Um Volumes aus einer lokalen Umgebung zur Notfallwiederherstellung oder Migration in die Cloud zu
replizieren, stellen Sie eine Netzwerkverbindung zu Google Cloud her, entweder Uber ein Site-to-Site-
VPN oder Cloud Interconnect. Das Replizieren von Daten von lokalen Standorten auf Cloud Volumes
ONTARP fallt nicht in den Geltungsbereich dieses Dokuments. Informationen zum Replizieren von Daten
zwischen lokalen und Cloud Volumes ONTAP Systemen finden Sie unter"Einrichten der Datenreplikation
zwischen Systemen" .

Verwenden"Cloud Volumes ONTAP Sizer" um die Cloud Volumes ONTAP -Instanzen
@ genau zu dimensionieren. Uberwachen Sie auch die Leistung vor Ort, um sie als Eingaben
im Cloud Volumes ONTAP Sizer zu verwenden.

1. Melden Sie sich bei NetApp Cloud Central an — der Fabric View-Bildschirm wird angezeigt. Suchen
Sie die Registerkarte ,,Cloud Volumes ONTAP“ und wahlen Sie ,Gehe zu Cloud Manager® aus.
Nachdem Sie sich angemeldet haben, wird der Canvas-Bildschirm angezeigt.

Arcount ~ Workspace

Metipp PO loud_erpot

Cloud Manager

Replication Backup & Restore .10 Data Sense File Cache Compute

=) Canvas ¢y Go to Canvas View

Cmy Add Working Emironment

2. Klicken Sie auf der Registerkarte ,Cloud Manager Canvas*® auf ,Arbeitsumgebung hinzufligen® und
wahlen Sie dann Google Cloud Platform als Cloud und den Typ der Systemkonfiguration aus. Klicken
Sie dann auf Weiter.
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- AL WorkEpale ! COnecton
Cloud Manager i
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Backup & Restore CB% Data Sense File Cacha

Add Working Environment

[ s a =

Mligisaal e Aahaini Welh Saiviie Gaaghs Claud Plaiiaim O Fiwiviies

Choowe Type

©

| o) | |

Clowd Valumes ONTAP Cloid Valurmies ONTAR Ha Cloud Yolumes Service

| sousevese | [ toun estasiny Hh hustsbisey

“ I‘J

3. Geben Sie die Details der zu erstellenden Umgebung an, einschlieRlich Umgebungsname und
Administratoranmeldeinformationen. Wenn Sie fertig sind, klicken Sie auf ,Weiter*.

Craate a New Working Environment Details and Credentials

T Previous Step Cv-Performance-Testing HCLMainBillingAccountSubs... e
Google Cloud Project Marketplace Subscription
Detalls Credentials
Work |'_;i nvirgnment Name (Clusier Name) T 3Te
cvogcvevs]| gdmir
LS e

Sernice Account ‘

| | Notice: A Google Cloud Service a0oount 15 riguimed

10 use o features: backing ug

1 data using Backup

Continue

4. Aktivieren oder deaktivieren Sie die Zusatzdienste flir die Bereitstellung von Cloud Volumes ONTAP ,
einschlieBlich Data Sense & Compliance oder Backup to Cloud. Klicken Sie dann auf ,Weiter".

HINWEIS: Beim Deaktivieren von Zusatzdiensten wird eine Popup-Nachricht zur Bestatigung

angezeigt. Zusatzdienste kdnnen nach der CVO-Bereitstellung hinzugeflgt/entfernt werden. Um
Kosten zu vermeiden, sollten Sie sie von Anfang an deaktivieren, wenn sie nicht bendtigt werden.
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Create a New Working Environment Services

T Previous Step

| Data Sense & Compliance o) -

Backup to Cloud [ W

A WARNING:By turning off Backup 1o Cloud, future data recovery will not be possible in case of data corruption or loss

Continue

5. Wahlen Sie einen Standort und eine Firewall-Richtlinie aus und aktivieren Sie das Kontrollkastchen,
um die Netzwerkkonnektivitdt zum Google Cloud-Speicher zu bestatigen.

Create a New Working Environment Location & Connes tivity

T ProviousStep | acation Connectivity

P e o
GCP Regior Pe

surope-westd - clovd-volumes-ypc -
GCP Zone Subinet
surope-west3< - 10.0,6.0/24 -
Firewsall Policy
E have verified connectivity betwesen the rarget VPC and Goagle « Generated firewall policy Usze existing firewall policy

Continue

6. Wahlen Sie die Lizenzoption: Pay-As-You-Go oder BYOL zur Verwendung einer vorhandenen Lizenz.
In diesem Beispiel wird die Freemium-Option verwendet. Klicken Sie dann auf Weiter.
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Create a Mew Working Environment  Cloud Volumes ONTAP Charging Methods & NSS Account

T Previous Stemud Volumes ONTAP Charging Methods NetApp Support Site Account

Learn more about our charging met hads Learn more about NetApp Support Site (N55) accounts

NetApp S 1 Site Ac 1
Pay-As-You-Go by the hour ot idheoiss it

michad -

To 2 ! L 1 Site account, g h
Bring . licsnse o add a new NetApp Support Site account, go to the
Support - NS5 Management tab,

*) Freemium (Up to S00GB)

Continue

7. Wahlen Sie je nach Art der Arbeitslast, die auf den VMs bereitgestellt wird, die auf VMware Cloud auf

AWS SDDC ausgefihrt werden, zwischen mehreren verfigbaren vorkonfigurierten Paketen.

TIPP: Bewegen Sie den Mauszeiger Uber die Kacheln, um Details anzuzeigen, oder passen Sie CVO-
Komponenten und ONTAP -Version an, indem Sie auf ,Konfiguration andern® klicken.

Create a New Woarking Environment Pre[oﬂﬁgured Pa{kages

Select a preconfigured Cloud Volumes ONTAP system that best matches your neads, or craats your own configuraton
Precanfigured sattings can be modifiad &t & later time:

! $o 9*

POC and small workloads Database and application data Cost effective DR Highest performance production
production workloads workloads

0

Up to 500GB of storage Up to 500GE of storage

f©

8. Uberpriifen und bestatigen Sie die Auswahl auf der Seite ,Uberpriifen und genehmigen®. Klicken Sie

auf ,Los", um die Cloud Volumes ONTAP -Instanz zu erstellen.

Create a New Working Environment Review & Approve

&UE&%“?&HEP Shivw AP request
=l | evropewest3

This Clowd Volumes ONTAP instance will be registered with NetApp support under the NS5 Account mchad

[ 1 undarstand that Cloud Manager will allocate the appropriate GOP resources to comply with my above requirements. Mare infermation >
Orwerview Networking Storage
'_
Storage System: Cloud Violumes ONTAP Cloud Volumes ONTAP runs an: n2-standard-4
Licerme Type: Cloud Valurnes ONTAP Freemium Encrypticn; Gooagle Clowd Managed
Capacity Limit: K0G8 Write Speed: Mormal
Go



9. Nachdem Cloud Volumes ONTAP bereitgestellt wurde, wird es in den Arbeitsumgebungen auf der
Canvas-Seite aufgefihrt.

Cloud Manager

Replication Backup & R . RS File Cactoe

:»"'-.,I Canvas B 64 to Tabulir View
0 :.'| Add Warking Environment Working Environments

1 Cloud Volumes ONTAP

~
F 43.05Gi8 Provsionsd Capacity
Cvagved Datacentor Dude
z . - i, 1 F5x for ORTAP ol
Freemium | 3 371 18 { 1l
3 | o 08 Provisioned Ca
L}

1 Azure NetApp Files
9,71 18 Provsioned Capainy
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Zusatzliche Konfigurationen fiir SMB-Volumes
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1. Nachdem die Arbeitsumgebung bereit ist, stellen Sie sicher, dass der CIFS-Server mit den

entsprechenden DNS- und Active Directory-Konfigurationsparametern konfiguriert ist. Dieser Schritt
ist erforderlich, bevor Sie das SMB-Volume erstellen konnen.

TIPP: Klicken Sie auf das Menlusymbol (°), wahlen Sie ,Erweitert®, um weitere Optionen anzuzeigen,
und wahlen Sie ,CIFS-Setup®.

i
{(m) cvogcvell
Valumes Replicanons Yy G © A =

*D Create a CIFS server + Advanced
DMNE Primary IP Address Active Deectary Domain b join

162 1880
ONS Secondary 1P Address [Qpticnal Credentials awthorized 1o join the domisEn

T :

. Das Erstellen des SMB-Volumes ist ein einfacher Vorgang. Doppelklicken Sie in Canvas auf die

Arbeitsumgebung Cloud Volumes ONTAP , um Volumes zu erstellen und zu verwalten, und klicken
Sie auf die Option ,Volume erstellen®. Wahlen Sie die entsprechende Grofie und der Cloud-Manager
wahlt das enthaltene Aggregat aus oder verwenden Sie einen erweiterten Zuordnungsmechanismus,
um die Platzierung auf einem bestimmten Aggregat vorzunehmen. Fir diese Demo wird CIFS/SMB
als Protokoll ausgewahlt.

Create new volume in cvagove0! Volume Details, Protection & Protoco
Details & Protection Protocol
Vilume Nar NFS CIFS I5C5I

Full Cantral =

L Piolicy
default -

Default Policy lsgrs £ Groups

Continue

. Nachdem das Volume bereitgestellt wurde, ist es im Bereich ,Volumes* verfligbar. Da eine CIFS-

Freigabe bereitgestellt wird, erteilen Sie Ihren Benutzern oder Gruppen die Berechtigung fur die
Dateien und Ordner und stellen Sie sicher, dass diese Benutzer auf die Freigabe zugreifen und eine
Datei erstellen konnen. Dieser Schritt ist nicht erforderlich, wenn das Volume aus einer lokalen
Umgebung repliziert wird, da alle Datei- und Ordnerberechtigungen als Teil der SnapMirror
Replikation beibehalten werden.

TIPP: Klicken Sie auf das Lautstarkemeni (°), um die Optionen anzuzeigen.



===
o=
=@ cvogevesmbvol01

INFO

Disk Type PD-SSD

Tiering Palicy None

= ONLINE

CAPACITY

N 1.84 MB

Disk Used

10GB

Allocated

4. Nachdem das Volume erstellt wurde, verwenden Sie den Mount-Befehl, um die Anweisungen zur
Volume-Verbindung anzuzeigen, und stellen Sie dann von den VMs auf Google Cloud VMware

Engine aus eine Verbindung zur Freigabe her.

{m) cvogcveO1

Volumes Replications

O Mount Volume cvogevesmbvol01

Go to your machine and enter this command

%\\10.08.6.251\cvogcvesmbvol@l share

IE] Lopy

5. Kopieren Sie den folgenden Pfad und verwenden Sie die Option ,Netzlaufwerk verbinden®, um das
Volume auf der VM zu mounten, die auf der Google Cloud VMware Engine ausgefuhrt wird.
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Specify the drive letter for the connection and the folder that you want to connect to:

Drive ¥: w
Folder: | \W10.0.6.25Tevagevesmbvoll]_share - B !
Example: Viserverishare
Reconnect at sign-in

[ Connect using different credentials
Connectto o Web sre thal vou can poe to store vour documents and piciures.

[Fimsh ] | Concet |

Nach der Zuordnung ist ein einfacher Zugriff méglich und die NTFS-Berechtigungen kénnen
entsprechend festgelegt werden.

* _#'] ¥ | Metwork = 2
BB = 2 = cvogovesmbuoldt share (11006.251) (¥:) - 0o X
g..“ Home Share Wiew
Mel T =+ ThisPC » cvegovesmbvolDl_share (1 10.0.6:251) (Y:) » w &  Search crogovesmbvolll_sha.. 2@
Mame B Date maodified Type Size
# Quick access
I Deskt - fool 11/9/2021 152 AM  File folder
» : foo2 11/9/2021 1059 AM - Filefolder
+
Downloads o
{4 Documents &
[ Pictures +
I Ol This PC
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Verbinden Sie die LUN auf Cloud Volumes ONTAP mit einem Host

Fihren Sie die folgenden Schritte aus, um die Cloud Volumes ONTAP LUN mit einem Host zu verbinden:

1. Doppelklicken Sie auf der Canvas-Seite auf die Arbeitsumgebung Cloud Volumes ONTAP, um
Volumes zu erstellen und zu verwalten.

2. Klicken Sie auf ,Volume hinzufigen“ > ,Neues Volume®, wahlen Sie ,iSCSI aus und klicken Sie auf
»lnitiatorgruppe erstellen®. Klicken Sie auf ,Weiter".

Details & Protection Protocol

Windiows

BB Vihiwase Cloud - ntag-fa-demo X (5] ySphess - ymedclli - Summary ® | vmedcdl % [ NatApp Cloud Manager x + @ o W

(-" g =iy WITIWArETTIC.COMm, 1 T B it |

@ Goiting Saited EC2 Managemend Con. il Mew Tsb [ Ot Bookmailis

3. Nachdem das Volume bereitgestellt wurde, wahlen Sie das Volume-Menu (°) und klicken Sie dann auf
,Ziel-iQN*. Um den iSCSI Qualified Name (iQN) zu kopieren, klicken Sie auf ,Kopieren®. Richten Sie
eine iISCSI-Verbindung vom Host zur LUN ein.

So erreichen Sie dasselbe flir den Host, der sich auf Google Cloud VMware Engine befindet:

1. RDP zur VM, die auf Google Cloud VMware Engine gehostet wird.

2. Offnen Sie das Dialogfeld ,Eigenschaften des iSCSI-Initiators*: Server-Manager > Dashboard > Tools
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> {SCSl-Initiator.

. Klicken Sie auf der Registerkarte ,Erkennung” auf ,Portal erkennen® oder ,Portal hinzufigen“ und

geben Sie dann die IP-Adresse des iSCSI-Zielports ein.

. Wahlen Sie auf der Registerkarte ,Ziele* das erkannte Ziel aus und klicken Sie dann auf ,Anmelden*

oder ,Verbinden®.

. Wahlen Sie ,Multipfad aktivieren“ und dann ,Diese Verbindung beim Start des Computers

automatisch wiederherstellen“ oder ,Diese Verbindung zur Liste der bevorzugten Ziele hinzufligen®.
Klicken Sie auf ,Erweitert".

@ Der Windows-Host muss Uber eine iSCSI-Verbindung zu jedem Knoten im Cluster
verfigen. Das native DSM wahlt die besten zu verwendenden Pfade aus.

Torgels  Descovery Fanviwile Targeli | Wohared and Divicds  RADQLS  Configurabon
Custh Cornect

iSCSE Initistor Properties X I

LR e T o e |
§ Locol Server
i] Al Seivers Tl i G e |
ﬁ ADDS Descovered targets
g DS Refresh
Mane Sinbis

Eg File and Stor age hern

o gornect umng advanced opbors, seiech & argetand then
ik Comnet,

Tecompletoly dsconnect a target, sokect tho bargot and
ther clizi Discormect,

For terget properses, roudng covhigurehon of sasmons, [
select the target and ook Properbes, s

For configuration of devices assocsisd with & eget, saisct
the target and Sen chdk Devices

I

LUNSs auf der Storage Virtual Machine (SVM) werden dem Windows-Host als Datentrager angezeigt.
Alle neu hinzugefligten Festplatten werden vom Host nicht automatisch erkannt. Lésen Sie einen
manuellen erneuten Scan aus, um die Datentrager zu ermitteln, indem Sie die folgenden Schritte
ausfuhren:

a. Offnen Sie das Windows-Dienstprogramm ,Computerverwaltung®: Start > Verwaltung >
Computerverwaltung.

b. Erweitern Sie den Knoten ,Speicher” im Navigationsbaum.

c. Klicken Sie auf Datentragerverwaltung.

d. Klicken Sie auf ,Aktion“ > ,Datentrager erneut scannen®.



& Computer Managemnent
File Actron  View Heip

e amBHR =XE 5D

¢ g Shared Folders
'-h Performance
& Device Manager
v A3 Storage
e Windews Server Backup,
= Disk Management
_:..'1 Services and .ﬁppli: atsons

& Computer Management (Local | Volume | Layout [ Type | File System | Skaties

W :|,E Systemn Tools - Simple Basc NTFS Healthy (Boot, Page File, Crash Dump, Primary Partition
} '_l: Task Scheduler - 235 _XO4FREE_EN-US_DVI (Ix) Simple Basic UDF Healthy (Pnimary Partitron])
v [l Event Viewer = System Reserved Simple Bamc NTFS Healthy (Systermn, Active, Primary Partition)

= Disk 0 ——— TSl

Basic System Reserved =]
20,00 GB 549 B INTFS B9.48 GB NTFS
Online

Healthy (System, Active Primai || Healthy [Boot, Page File, Crash Durnp, Primary Partition)

*O Disk 1 R —————.
Unknegwn

1000 GB 10.00 GB

Offfine Unaliocated

Wenn der Windows-Host zum ersten Mal auf eine neue LUN zugreift, verfigt diese Uber keine

Partition oder kein Dateisystem. Initialisieren Sie die LUN und formatieren Sie die LUN optional mit
einem Dateisystem, indem Sie die folgenden Schritte ausfluhren:

a. Starten Sie die Windows-Datentragerverwaltung.

b. Klicken Sie mit der rechten Maustaste auf die LUN und wahlen Sie dann den erforderlichen
Datentrager- oder Partitionstyp aus.

c. Folgen Sie den Anweisungen des Assistenten. In diesem Beispiel ist Laufwerk F: gemountet.
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Stellen Sie sicher, dass auf den Linux-Clients der iSCSI-Daemon ausgefiihrt wird. Sobald die LUNs
bereitgestellt sind, finden Sie hier als Beispiel die ausfihrliche Anleitung zur iISCSI-Konfiguration mit
Ubuntu. Fiihren Sie zur Uberpriifung den Befehl Isblk von der Shell aus.

TYPE MOUNTPOINT

loop [
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Mounten Sie das Cloud Volumes ONTAP NFS-Volume auf dem Linux-Client

Um das Cloud Volumes ONTAP (DIY)-Dateisystem von VMs innerhalb der Google Cloud VMware Engine
zu mounten, fihren Sie die folgenden Schritte aus:

Stellen Sie das Volume bereit, indem Sie die folgenden Schritte ausflihren

1. Klicken Sie auf der Registerkarte ,Volumes* auf ,Neues Volume erstellen®.

2. Wahlen Sie auf der Seite ,Neues Volume erstellen® einen Volumetyp aus:

-

=@ cvogcvenfsvolo1 ® ONLINE
INFO CAPACITY

Disk Type PD-55D W 6.08 GB

Tiering Policy MNone 11.05 GB

3. Platzieren Sie auf der Registerkarte ,Volumes" den Mauszeiger Uber dem Volume, wahlen Sie das
Menisymbol (°) aus und klicken Sie dann auf ,Mount Command®.

Volumes Replications

“O  Mount Volume cvogcvenfsvol01

Go to your Linux machine and enter this mount command

mount 1@.8.6.251:/cvogcventsvolol <dest dir> I_E| Copy

4. Klicken Sie auf ,Kopieren®.

5. Stellen Sie eine Verbindung zur angegebenen Linux-Instanz her.

6. Offnen Sie mithilfe von Secure Shell (SSH) ein Terminal auf der Instanz und melden Sie sich mit den
entsprechenden Anmeldeinformationen an.

7. Erstellen Sie mit dem folgenden Befehl ein Verzeichnis fiir den Einhangepunkt des Datentragers.
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$ sudo mkdir /cvogcvetst

root@nimubu®l:~# sudo mkdir cvogcvetst

8. Hangen Sie das Cloud Volumes ONTAP NFS-Volume in das Verzeichnis ein, das im vorherigen
Schritt erstellt wurde.

sudo mount 10.0.6.251:/cvogcvenfsvol0l /cvogcvetst

nimubull

Google Cloud NetApp Volumes (NetApp Volumes)

Google Cloud NetApp Volumes (NetApp Volumes) ist ein komplettes Portfolio an Datendiensten zur
Bereitstellung fortschrittlicher Cloud-Lésungen. NetApp Volumes unterstitzt mehrere Dateizugriffsprotokolle fir
grofRe Cloud-Anbieter (NFS- und SMB-Unterstitzung).

Zu den weiteren Vorteilen und Funktionen gehdren: Datenschutz und -wiederherstellung mit Snapshot,
spezielle Funktionen zum Replizieren, Synchronisieren und Migrieren von Datenzielen vor Ort oder in der
Cloud sowie konstant hohe Leistung auf dem Niveau eines dedizierten Flash-Speichersystems.

Google Cloud NetApp Volumes (NetApp Volumes) als mit dem Gast verbundener Speicher
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Konfigurieren von NetApp Volumes mit VMware Engine

Google Cloud NetApp Volumes Freigaben kdnnen von VMs bereitgestellt werden, die in der VMware
Engine-Umgebung erstellt wurden. Die Volumes kénnen auch auf dem Linux-Client gemountet und auf
dem Windows-Client zugeordnet werden, da Google Cloud NetApp Volumes die Protokolle SMB und NFS
unterstitzt. Google Cloud NetApp Volumes Volumes koénnen in einfachen Schritten eingerichtet werden.

Die private Cloud von Google Cloud NetApp Volumes und Google Cloud VMware Engine muss sich in
derselben Region befinden.

Um Google Cloud NetApp Volumes fiir Google Cloud vom Google Cloud Marketplace zu kaufen, zu
aktivieren und zu konfigurieren, folgen Sie diesen detaillierten"Fihrung" .
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Erstellen Sie ein NetApp Volumes NFS-Volume fiir die private GCVE-Cloud

Fihren Sie die folgenden Schritte aus, um NFS-Volumes zu erstellen und bereitzustellen:

1. Greifen Sie Uber die Google Cloud-Konsole auf Cloud Volumes von Partner Solutions zu.

#
¥ Pins appear here @ x
PAOTHER SOLUTIONS
@ RedisEnterprise
«i.  Apache Kafkaan Co._
Darabricks
[l DataStax Astra
4+ Elasticsearch Service
§  MongoDB Atlas
M Meod) Aura Professi_

@ Cloud Volumes >

. Cloud Volumes Volumes 0 cReEATE i DELETE
B volmes Quiick raference for Clowd Yolumes Private Service Ancess B2 AP 2 Shared WPC suppon 4 Geanidar pesmissions £2
g = Filter  Sasech forvisurnes by rame, |, regon, e
E  snepshots Oe o Mame Reglon
B Active Deectones 0O & oacessag testnladat Err
O3d8-codts westd
B volume Replication Jaba-
18575354450
0O & ssomass gepvedod eurnpe
I A-S8E3- et
i
BdddeaTha0le
0O & 7oosens gep-ve-dsd Sirne
JelarSc- Bt
5205
5152040681
0O & scessnso goveds-2 euoe
01 3-deal- wemgtd
s

i HibApp Cloud Wiumes Servce |5 offered by NetAap, e, a thind pariy pariner of Google

3. Geben Sie auf der Seite ,Dateisystem erstellen” den Datentragernamen und die
Abrechnungsbezeichnungen nach Bedarf fur Rickbuchungsmechanismen an.

Ayailable fof

Ayallanie fory

Ayailatie taf g

dyailahle for g

AR
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e Cloud Volumes

B volumes

B Backups
Snapshaots

Aclive Directories
B volume Replication

& Create File System

Volume Name

- Mame *
niIMCVYNFSvolo1

A human readable name used for display purposes

Billing Labels

Label your valumes for billing reports, queries.
Supported with CVS-Performance service type, can be set with CVS service type but not
availahle for billing at this time

-+ ADD LABEL

4. Wahlen Sie den entsprechenden Dienst aus. Wahlen Sie fir GCVE NetApp Volumes-Performance
und das gewunschte Servicelevel fur verbesserte Latenz und hdhere Leistung basierend auf den
Workload-Anforderungen der Anwendung.

e Cloud Volumes

B volumes

B Backups
Snapshots

[E]  Active Directories
8  volume Replication

&  Create File System

Service Type

Cloud Volumes Service is offered as two service types: CVS and CV3-Performance.
Select the service type that matches your workload needs. Region availability (2 varies by
service type. Learn more [4

O cvs

Oifers volurmes created with zonal high availability

@® cvs-Performance
Offers 3 performance levels and improved latency 1o address higher performance
appelication requirements.

Volume Replication
[J secondary

Select to create volume as a destination target for volume replication. Applicable only to
CV3S-performance volumes.

5. Geben Sie die Google Cloud-Region fir das Volume und den Volume-Pfad an (der Volume-Pfad
muss fur alle Cloud-Volumes im Projekt eindeutig sein).



Region
Volumes
Region availability varies by service type.

@ Cloud Volumes & Create File System
a
a

Backups - Reglon * _
‘ elrope-west3 * @
Snapshots - )
Volume will be provisioned in the region you select
Active Directories _Aoltime Path# :
‘ nimCVSNFSol01 &
B  volume Replication )

Must be unigue 1o the project.

6. Wahlen Sie die Leistungsstufe fur das Volume aus.

e Cloud Volumes <  Create File System

B i Service Level

Select the performance level requirad for your workload.

B Backups

® standard
Snapshots Up:to 16 MiB/s per TiB

(O Premium
Active Directories Up to 64 MiB/s per TiB

() Extreme
B volume Replication Up to 128 MiB/s per Tig

Snapshot -

The snapshot 1o create the volume from.

7. Geben Sie die Grofie des Volumes und den Protokolltyp an. Bei diesem Test wird NFSv3 verwendet.

e Cloud Volumes <  Create File System
Volume Details
g volumes - Allocated Capacity * \
1024 GiB
O Backups \
Allocated size must be between 1 TiB (1024 GIiB) and 100 TiB (102400 GiB)
Snapshots . Protocol Type * =
NFsv3 ¥ I
Active Directories -
B volume Replication [[] Make snapshot directory (.snapshot) visible

Makes snapshot directory visible to clients, For NFSv4. 1 volumes (CVS-Performance anly),
the directory itself will nol be listed bul can be accessed lolisl contents, elc

[] Enable LDAP
Enables user look up from AD LDAP sérver for your NFS volumes
8. Wahlen Sie in diesem Schritt das VPC-Netzwerk aus, von dem aus auf das Volume zugegriffen

werden soll. Stellen Sie sicher, dass VPC-Peering vorhanden ist.
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HINWEIS: Wenn kein VPC-Peering durchgefihrt wurde, wird eine Popup-Schaltflache angezeigt, die
Sie durch die Peering-Befehle fiihrt. Offnen Sie eine Cloud Shell-Sitzung und fiihren Sie die
entsprechenden Befehle aus, um Ihr VPC mit dem Google Cloud NetApp Volumes Producer zu
verbinden. Falls Sie sich entscheiden, das VPC-Peering im Voraus vorzubereiten, lesen Sie diese

Anweisungen.

e Cloud Volumes

B volumes
Backups

9
Snapshols

=

Active Directories

o]

Valume Replication

& Create File System

MNetwork Details

[C] shared VPC configuration
Provide the host project name when deploying in a shared VPC service project

VPC Network Name *
[ cloud-volumes-vpe -

Select the VPC Newwork fram which the valume will be accessible. This cannot be changed
later

[C] use Custom Address Range

Reserved Address range
netapp-addresses

9. Verwalten Sie die Exportrichtlinienregeln, indem Sie die entsprechenden Regeln hinzufigen und das
Kontrollkastchen fur die entsprechende NFS-Version aktivieren.

Hinweis: Der Zugriff auf NFS-Volumes ist nur moglich, wenn eine Exportrichtlinie hinzugefugt wird.

. Cloud Volumes

B volumes

B  Backups

B  snapshots

E  Active Direclories
B  volume Replication

€  Create File System

Export Policy

Rules

Item 1 ~ W .

Alowed Clients 1 *
0.0.0.0/0

Access

(® Read & Write
(O Read Only

Root Access

® on
O ot

Protocol Type (Select at least 1 of the below options)

Must sedect for Prolocol typa NFSvE. Optional for Protocol Type Both. Do not select lor

NFSvd. 1

& Allows Matching Clients far NFSV3

10. Klicken Sie auf ,Speichern®, um das Volume zu erstellen.

nirnfsdemodsd2
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Mounten von NFS-Exporten auf VMs, die auf VMware Engine ausgefiihrt werden

Stellen Sie vor der Vorbereitung zum Mounten des NFS-Volumes sicher, dass der Peering-Status der
privaten Verbindung als ,Aktiv‘ aufgefihrt ist. Sobald der Status ,Aktiv* ist, verwenden Sie den Mount-
Befehl.

Um ein NFS-Volume zu mounten, gehen Sie wie folgt vor:

1. Gehen Sie in der Cloud Console zu Cloud Volumes > Volumes.
2. Zur Seite ,Volumes* gehen
3. Klicken Sie auf das NFS-Volume, fiir das Sie NFS-Exporte mounten méchten.

4. Scrollen Sie nach rechts und klicken Sie unter ,Mehr anzeigen“ auf ,Montageanweisungen®.

Um den Mountvorgang innerhalb des Gastbetriebssystems der VMware-VM durchzufiihren, fihren Sie
die folgenden Schritte aus:

1. Verwenden Sie den SSH-Client und stellen Sie eine SSH-Verbindung zur virtuellen Maschine her.
2. Installieren Sie den NFS-Client auf der Instanz.

a. Auf einer Red Hat Enterprise Linux- oder SuSE Linux-Instanz:

sudo yum install -y nfs-utils
. Auf einer Ubuntu- oder Debian-Instanz:

sudo apt-get install nfs-common

3. Erstellen Sie ein neues Verzeichnis auf der Instanz, beispielsweise ,/nimCVSNFSol01*:

sudo mkdir /nimCVSNFSol01

Wibritu-20. (400

;s”m" ”

4. Mounten Sie das Volume mit dem entsprechenden Befehl. Nachfolgend sehen Sie einen
Beispielbefehl aus dem Labor:

sudo mount -t nfs -o rw,hard,rsize=65536,wsize=65536,vers=3,tcp
10.53.0.4:/nimCVSNFS0101 /nimCVSNFSo0l01

rootgvali-8 sudo M

root@gvnl:-# sudo
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Erstellen und Mounten einer SMB-Freigabe auf VMs, die auf VMware Engine ausgefiihrt werden

Stellen Sie bei SMB-Volumes sicher, dass die Active Directory-Verbindungen vor dem Erstellen des SMB-
Volumes konfiguriert sind.

Active Directory connections CREATE W DELETE c

Create & Windows Active Directony connection (o your exesting AD server. This is a prerequisite step before creating volumes with the SMEB protocol type. Leam more [

T Fer Se f i 7] n
G @ Username Damain DS Sarvers NatBIOE Prefi U Path AD Server Names KDC. 1 Regiza Statun

O & osdminizras mgCverval. com 208,016 nirmgamity N T piter LA in Uso

Sobald die AD-Verbindung hergestellt ist, erstellen Sie das Volume mit dem gewtlinschten Servicelevel.
Die Schritte sind dieselben wie beim Erstellen eines NFS-Volumes, aul3er dass das entsprechende
Protokoll ausgewahlt wird.

1. Gehen Sie in der Cloud Volumes-Konsole zur Seite ,Volumes* und klicken Sie auf ,Erstellen®.

2. Geben Sie auf der Seite ,Dateisystem erstellen“ den Datentrdgernamen und die
Abrechnungsbezeichnungen nach Bedarf fir Rickbuchungsmechanismen an.

&  Create File System

Volume Name

- Name *

‘ mmCYSMBval01

A numan readable name used for display purposes.

Billing Label
Label your volumes for billing reports, gueries
Supported with CVS-Performance service type; can he set with CVS service type but not

avallable for billing at this time

<+ ADD LABEL

3. Wahlen Sie den entsprechenden Dienst aus. Wahlen Sie fir GCVE NetApp Volumes-Performance
und das gewtinschte Servicelevel fir verbesserte Latenz und hdhere Leistung basierend auf den
Workload-Anforderungen.
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¢  Create File System

Service Type

Cloud Volumes Service is offered as two service types: CVS and CV5-Performance.
Select the service type that matches your workload needs. Hegion availability [ varies by
service type. Learn more [

() cvs

Offers volumes created with zonal high avallability,
(®) CVS-Performance

Offers 3-parformance levels and Improved latency o address higher performance
application requirements.

Volume Replication

[] Secondary
Select to-create volume as a destination target for volume replication. Applicable only to
CVS-performance volumes

4. Geben Sie die Google Cloud-Region fir das Volume und den Volume-Pfad an (der Volume-Pfad
muss fiir alle Cloud-Volumes im Projekt eindeutig sein).

&  Create File System

Region

Reglon avallabllity varies by service type,

Region * :
‘ europe-west3 - @

Valume will be provisioned in the region you select

Volume Path *
[ nimCVSMBvol01|

Must be unigque to the project

5. Wahlen Sie die Leistungsstufe fir das Volume aus.
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&  Create File System

Service Level

Select the performance level required for your workload.

(@ Standard

Up to 16 MiB/s per TiB
() Premium

Up to 64 MIB/S per TIE
O Extreme

Up 1o 128 MiB/s per TiB

Snapshot -

.Truf snapshot to create the volume from
6. Geben Sie die GroRRe des Volumes und den Protokolltyp an. Bei diesem Test wird SMB verwendet.

&  Create File System

Volume Details

Allocated Capacity *
[ 1024 GiB

Allocated size must be between 1 TiB (1024 GiB) and 100 TiB (1024050 GiB)

Protocol Type *
[ SMB -

[] Make snapshot directory (.snapshot) visible
Makes snapshat directory visible to clients. For NFSv4.1 valumes (CVS-Performance only)
the directory itself will not be listed bt can be accessed 1o list contents; eic

[C] Enable SMB Encryption

Enable this aption only if you require encryption of your SMB data traffic

[C] Enable CA share support for SOL Server, FSLogix
Enable this option only for SQL Server and F5Loglx workloads that requlre centinuous
avallability.

[] Hide SMB Share

Enable this option to make SMB shares non-browsable

7. Wahlen Sie in diesem Schritt das VPC-Netzwerk aus, von dem aus auf das Volume zugegriffen
werden soll. Stellen Sie sicher, dass VPC-Peering vorhanden ist.

HINWEIS: Wenn kein VPC-Peering durchgefihrt wurde, wird eine Popup-Schaltflache angezeigt, die

Sie durch die Peering-Befehle fiihrt. Offnen Sie eine Cloud Shell-Sitzung und filhren Sie die
entsprechenden Befehle aus, um Ihr VPC mit dem Google Cloud NetApp Volumes Producer zu
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verbinden. Falls Sie sich entscheiden, VPC-Peering im Voraus vorzubereiten, beziehen Sie sich auf
diese"Anweisungen" .

Network Details

[] Shared VPC configuration

Provide the host project name when deploying in a shared VPC service project

[ VPC Network Name *

cloud-volumes-vpe v
select the VPC Network from which the volume will be accessible. This cannot beé changed
later

[[] Use Custom Address Range

Reserved Address range

netapp-addressas

v SHOW SNAPSHOT POLICY

m CANCEL

8. Klicken Sie auf ,Speichern®, um das Volume zu erstellen.

D @ tadiSled mmCSMBoi0l S bl | 8 (il Primaey Standard SME | Ve 3530 femigt el oo een Y BB o
TATR T30 orl Porfatmansn
beZ8:
NMal &7 HTE

Um das SMB-Volume zu mounten, gehen Sie wie folgt vor:

1. Gehen Sie in der Cloud Console zu Cloud Volumes > Volumes.

2. Zur Seite ,Volumes® gehen

3. Klicken Sie auf das SMB-Volume, fir das Sie eine SMB-Freigabe zuordnen méchten.

4. Scrollen Sie nach rechts und klicken Sie unter ,Mehr anzeigen“ auf ,Montageanweisungen®.
Um den Mountvorgang innerhalb des Windows-Gastbetriebssystems der VMware-VM durchzuftihren,
fuhren Sie die folgenden Schritte aus:

1. Klicken Sie auf die Schaltflache ,Start“ und dann auf ,Computer®.

2. Klicken Sie auf ,Netzlaufwerk verbinden®.

3. Klicken Sie in der Laufwerksliste auf einen beliebigen verfligbaren Laufwerksbuchstaben.

4. Geben Sie im Ordnerfeld Folgendes ein:

\\nimsmb-3830.nimgcveval.com\nimCVSMBvol01l
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&L Map Network Drive

What network folder would you like to map?

Specify the dnve letter for the connection and the folder that you want to connect to:

Drove: i3 w
Folder: |IE-1E'.53.DJ'-.nJmc'.-:.ml:|-.-{:IE:I - Browse...
Example: \\serverishare

[+ Beconnect at sign-in
[] Connect using different credentials

Connect to g Web ste that vou can use to store vour decuments and pictures.

Um bei jeder Anmeldung an lhrem Computer eine Verbindung herzustellen, aktivieren Sie das
Kontrollkastchen ,Bei Anmeldung erneut verbinden®.

5. Klicken Sie auf Fertig stellen.

nimovsmibvoldl (01 10.53.0.4) (Z:) o

i Shiare View
r- - B This PC » nimovsmbeolld] (\W10,53.04) (Z:) w search nimcovembyn

MName Date modihed Type Size

fool 11/1/2001 T3 AM  File foldes
food 12021 T:28 AM File folder
foo3 /2021 T:38 AM File folder

| nimgevevaltesting bt 117172021 28 AM  Test Document 0 KE

Zusammenfassung und Fazit: Warum NetApp Hybrid
Multicloud mit VMware

NetApp Cloud Volumes bietet zusammen mit VMware-Lésungen fur die grof3en
Hyperscaler grol3es Potenzial fur Unternehmen, die die Hybrid Cloud nutzen méochten.
Der Rest dieses Abschnitts enthalt Anwendungsfalle, die zeigen, dass die Integration von
NetApp Cloud Volumes echte Hybrid-Multicloud-Funktionen ermdglicht.

Anwendungsfall Nr. 1: Speicheroptimierung

Bei der Durchfiihrung einer Gré3enbestimmung mit der RVtools-Ausgabe ist immer ersichtlich, dass die
Leistungsskala (vCPU/vMem) parallel zum Speicher verlauft. Unternehmen geraten haufig in die Situation,
dass der Speicherplatz, der die Grolke des Clusters erfordert, weit Uber die erforderliche Leistung hinausgeht.

Durch die Integration von NetApp Cloud Volumes kénnen Unternehmen mit einem einfachen Migrationsansatz
eine vSphere-basierte Cloud-Lésung realisieren, ohne dass eine Neuplattformierung, IP-Anderungen oder
Architekturanderungen erforderlich sind. Dartber hinaus kdnnen Sie mit dieser Optimierung den
Speicherbedarf skalieren und gleichzeitig die Anzahl der Hosts in vSphere auf dem Mindestwert halten, ohne
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dass sich an der Speicherhierarchie, der Sicherheit oder den bereitgestellten Dateien etwas andert. Dadurch
kdnnen Sie die Bereitstellung optimieren und die Gesamtbetriebskosten um 35-45 % senken. Diese
Integration ermdglicht Ihnen au3erdem, den Speicher in Sekundenschnelle von Warm Storage auf
Produktionsleistung zu skalieren.

Anwendungsfall Nr. 2: Cloud-Migration

Unternehmen stehen aus mehreren Griinden unter Druck, Anwendungen von lokalen Rechenzentren in die
Public Cloud zu migrieren: ein bevorstehender Ablauf des Mietvertrags, eine Finanzrichtlinie, die von
Investitionsausgaben (Capex) auf Betriebsausgaben (Opex) umstellt, oder einfach ein Top-Down-Mandat, alles
in die Cloud zu verschieben.

Wenn Geschwindigkeit entscheidend ist, ist nur ein optimierter Migrationsansatz praktikabel, da die
Neuplattformierung und Umgestaltung von Anwendungen zur Anpassung an die jeweilige laaS-Plattform der
Cloud langsam und teuer ist und oft Monate dauert. Durch die Kombination von NetApp Cloud Volumes mit der
bandbreiteneffizienten SnapMirror -Replikation flr mit Gasten verbundenen Speicher (einschlieRlich RDMs in
Verbindung mit anwendungskonsistenten Snapshot-Kopien und HCX, Cloud-spezifischer Migration (z. B.
Azure Migrate) oder Produkten von Drittanbietern zum Replizieren von VMs) ist dieser Ubergang sogar noch
einfacher, als wenn man sich auf zeitaufwandige E/A-Filtermechanismen verlasst.

Anwendungsfall Nr. 3: Rechenzentrumserweiterung

Wenn ein Rechenzentrum aufgrund saisonaler Nachfragespitzen oder einfach aufgrund stetigen organischen
Wachstums seine Kapazitatsgrenzen erreicht, ist die Umstellung auf das in der Cloud gehostete VMware
zusammen mit NetApp Cloud Volumes eine einfache Losung. Durch die Nutzung von NetApp Cloud Volumes
kdnnen Sie Speicher ganz einfach erstellen, replizieren und erweitern, indem Sie hohe Verfiigbarkeit Giber
Verfugbarkeitszonen hinweg und dynamische Skalierungsfunktionen bereitstellen. Durch die Nutzung von
NetApp Cloud Volumes kénnen Sie die Hostclusterkapazitat minimieren, da keine Stretchcluster mehr
erforderlich sind.

Anwendungsfall Nr. 4: Notfallwiederherstellung in der Cloud

Bei einem herkdmmlichen Ansatz miissten im Katastrophenfall die in die Cloud replizierten VMs auf die eigene
Hypervisor-Plattform der Cloud konvertiert werden, bevor sie wiederhergestellt werden kdnnten — eine
Aufgabe, die wahrend einer Krise nicht zu bewaltigen ist.

Durch die Verwendung von NetApp Cloud Volumes fir mit Gasten verbundenen Speicher mithilfe von
SnapCenter und SnapMirror -Replikation vor Ort zusammen mit Virtualisierungslésungen aus der offentlichen
Cloud kann ein besserer Ansatz fir die Notfallwiederherstellung entwickelt werden, der die Wiederherstellung
von VM-Replikaten auf einer vollstandig konsistenten VMware SDDC-Infrastruktur zusammen mit Cloud-
spezifischen Wiederherstellungstools (z. B. Azure Site Recovery) oder gleichwertigen Tools von Drittanbietern
wie Veeam ermoglicht. Mit diesem Ansatz kdnnen Sie au3erdem schnell Notfallwiederherstellungstibungen
und Wiederherstellungen nach Ransomware durchfihren. Dadurch kénnen Sie auch zu Testzwecken oder im
Katastrophenfall durch Hinzufligen von Hosts nach Bedarf auf die volle Produktion skalieren.

Anwendungsfall Nr. 5: Anwendungsmodernisierung

Nachdem sich Anwendungen in der 6ffentlichen Cloud befinden, méchten Unternehmen die Vorteile der
Hunderte leistungsstarker Cloud-Dienste nutzen, um sie zu modernisieren und zu erweitern. Durch die
Verwendung von NetApp Cloud Volumes ist die Modernisierung ein einfacher Prozess, da die
Anwendungsdaten nicht in vSAN gesperrt sind und Datenmobilitat fur eine Vielzahl von Anwendungsfallen,
einschliel3lich Kubernetes, ermoglicht wird.
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Abschluss

Unabhangig davon, ob Sie eine reine Cloud oder eine Hybrid-Cloud anstreben, bietet NetApp Cloud Volumes
hervorragende Optionen zum Bereitstellen und Verwalten der Anwendungs-Workloads zusammen mit
Dateidiensten und Blockprotokollen. Gleichzeitig werden die Gesamtbetriebskosten gesenkt, indem die
Datenanforderungen nahtlos in die Anwendungsebene integriert werden.

Wahlen Sie fir jeden Anwendungsfall Ihren bevorzugten Cloud-/Hyperscaler zusammen mit NetApp Cloud
Volumes, um die Vorteile der Cloud schnell zu nutzen, eine konsistente Infrastruktur und konsistente Ablaufe
vor Ort und in mehreren Clouds zu gewahrleisten, Workloads bidirektional zu portieren und Kapazitat und
Leistung auf Unternehmensniveau zu erreichen.

Es handelt sich um dieselben bekannten Prozesse und Verfahren, die zum Verbinden des Speichers
verwendet werden. Denken Sie daran, dass sich mit den neuen Namen nur die Position der Daten geandert
hat. Die Tools und Prozesse bleiben alle gleich und NetApp Cloud Volumes hilft bei der Optimierung der
gesamten Bereitstellung.
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