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Automatisierung von SAP-
Systemkopievorgangen mit Libelle SystemCopy

TR-4929: Automatisierung von Kopiervorgangen fur SAP-
Systeme mit Libelle SystemCopy

NetApp Lésungen fir die Optimierung des Lifecycle Managements von SAP sind in SAP
AnyDBs und SAP HANA Datenbanken integriert. Dartber hinaus integriert NetApp in
SAP Lifecycle Management-Tools und kombiniert dabei eine effiziente,
applikationsintegrierte Datensicherung mit der flexiblen Bereitstellung von SAP
Testsystemen.

Autoren:
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Im dynamischen Geschaftsumfeld von heute missen Unternehmen kontinuierlich Innovationen liefern und
schnell auf sich andernde Markte reagieren. Unter diesen Wettbewerbsbedingungen kénnen sich
Unternehmen, die mehr Flexibilitat in ihren Arbeitsprozessen implementieren, effektiver an die
Marktanforderungen anpassen.

Wechselnde Marktanforderungen betreffen auch die SAP-Umgebungen eines Unternehmens, so dass sie
regelmaRige Integrationen, Anderungen und Updates erfordern. DIE IT-Abteilungen miissen diese
Veréanderungen mit weniger Ressourcen und Uber kirzere Zeitrdume hinweg umsetzen. Die Minimierung des
Risikos bei der Implementierung dieser Anderungen erfordert griindliche Tests und Schulungen, fiir die
zusatzliche SAP-Systeme mit tatsachlichen Daten aus der Produktion erforderlich sind.

Herkdmmliche Ansatze flr das SAP Lifecycle Management zur Bereitstellung dieser Systeme basieren in
erster Linie auf manuellen Prozessen. Diese manuellen Prozesse sind oft fehleranfallig und zeitaufwendig,
wodurch Innovationen und die Reaktion auf geschéaftliche Anforderungen verzégert werden.

NetApp Loésungen fiir die Optimierung des Lifecycle Managements von SAP sind in SAP AnyDBs und SAP
HANA Datenbanken integriert. Darliber hinaus integriert NetApp in SAP Lifecycle Management-Tools und
kombiniert dabei eine effiziente, applikationsintegrierte Datensicherung mit der flexiblen Bereitstellung von SAP
Testsystemen.

Wahrend diese NetApp Lésungen das Problem der effizienten Verwaltung riesiger Datenmengen selbst bei
den gréflten Datenbanken I6sen, missen umfassende SAP Systeme kopiert und aktualisiert werden. Dazu
mussen Pre- und Post-Copy-Aktivitaten gehoren, um die Identitat des Quell-SAP Systems vollstandig zum
Zielsystem zu andern. SAP beschreibt die erforderlichen Aktivitaten in ihrem "Leitfaden zur Erstellung einer
homogenen SAP Systemkopie". Um die Anzahl manueller Prozesse weiter zu reduzieren und die Qualitat und
Stabilitdt eines SAP-Systemkopiervorgangs zu verbessern, ist unser Partner "Libelle" Hat das entwickelt
"Libelle SystemCopy (LSC)" Werkzeug. Wir haben gemeinsam mit Libelle die NetApp Losungen fir SAP
Systemkopien in LSC integriert, um die Bereitstellung zu ermdglichen "Vollstandige, automatisierte
Systemkopien in Rekordzeit".

Applikationsintegrierter Snapshot-Kopiervorgang

Die Fahigkeit, applikationskonsistente NetApp Snapshot Kopien auf der Storage-Ebene zu erstellen, ist die
Grundlage fir die in diesem Dokument beschriebenen Systemkopievorgdnge und Systemklonvorgange.
Storage-basierte Snapshot Kopien werden mit dem NetApp SnapCenter Plug-in fir SAP HANA oder mit allen
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Datenbanken auf nativen NetApp ONTAP Systemen oder mit dem erstellt "Microsoft Azure Applikations-
konsistentes Snapshot Tool" (AzAcSnap) und Schnittstellen, die von der SAP HANA- und Oracle-Datenbank in
Microsoft Azure bereitgestellt werden. Bei Verwendung von SAP HANA registrieren SnapCenter und
AzACSnap Snapshot Kopien im SAP HANA Backup-Katalog, damit die Backups fiir Restore und Recovery
sowie fur Klonvorgange verwendet werden kdénnen.

Externe Backups und/oder Disaster Recovery-Datenreplizierung

Applikationskonsistente Snapshot Kopien kénnen auf der Storage-Ebene an einem externen Backup-Standort
oder an einem Disaster Recovery-Standort repliziert werden, der von SnapCenter vor Ort gesteuert wird. Die
Replizierung basiert auf Blockanderungen und ist somit Platz- und Bandbreiteneffizient. Dieselbe Technologie
ist fir SAP HANA und Oracle Systeme verfligbar, die in Azure mit Azure NetApp Files ausgeflihrt werden.
Dazu wird die CRR-Funktion (Cross Region Replication) verwendet, um Azure NetApp Files Volumes effizient
zwischen Azure Regionen zu replizieren.

Beliebige Snapshot Kopien fiir SAP Systemkopien oder Klonvorgange verwenden

Dank der NetApp Technologie und Software-Integration kénnen Sie jede Snapshot Kopie eines Quellsystems
fur eine SAP-Systemkopie oder einen Klonvorgang verwenden. Diese Snapshot Kopie kann entweder aus
demselben Storage ausgewahlt werden, der in den SAP Produktionssystemen verwendet wird, dem Storage
fur externe Backups (wie Azure NetApp Files Backup in Azure) oder dem Storage am Disaster-Recovery-
Standort (Azure NetApp Files CRR Ziel-Volumes). Dank dieser Flexibilitat kbnnen Entwicklungs- und
Testsysteme bei Bedarf von der Produktion getrennt werden. Aullerdem werden weitere Szenarien abgedeckt,
zum Beispiel Disaster Recovery-Tests am Disaster Recovery-Standort.

Automatisierung mit Integration

Es gibt verschiedene Szenarien und Anwendungsfalle flr die Bereitstellung von SAP-Testsystemen. Dabei gibt
es moglicherweise auch unterschiedliche Anforderungen an den Automatisierungsgrad. NetApp
Softwareprodukte fur SAP kénnen in Datenbank- und Lifecycle-Management-Produkte von SAP und anderen
Anbietern (z. B. Libelle) integriert werden, um verschiedene Szenarien und Automatisierungsstufen zu
unterstutzen.

NetApp SnapCenter mit dem Plug-in fir SAP HANA und SAP AnyDBs oder AzSnap auf Azure werden
verwendet, um die erforderlichen Storage-Volume-Klone auf Basis einer applikationskonsistenten Snapshot-
Kopie bereitzustellen und alle erforderlichen Host- und Datenbankvorgange bis zu einer starteten SAP
Datenbank auszufthren. Je nach Anwendungsfall kdnnen SAP Systemkopien, Systemklone,
Systemaktualisierung oder zusatzliche manuelle Schritte wie die SAP Nachbearbeitung erforderlich sein.
Weitere Informationen werden im nachsten Abschnitt behandelt.

Eine vollstandig automatisierte End-to-End-Bereitstellung bzw. -Aktualisierung von SAP-Testsystemen kann
mithilfe von Libelle SystemCopy (LSC)-Automatisierung durchgefihrt werden. Die Integration von SnapCenter
oder AzACSnap in LSC wird in diesem Dokument genauer beschrieben.

Libelle SystemCopy

Libelle SystemCopy ist eine Framework-basierte Softwarelésung zur Erstellung vollstandig automatisierter
System- und Landschaftskopien. Mit dem sprichwértlichen Tastendruck kdnnen QS- und Testsysteme mit
frischen Produktionsdaten aktualisiert werden. Libelle SystemCopy unterstitzt alle herkémmlichen
Datenbanken und Betriebssysteme und bietet eigene Kopiermechanismen fir alle Plattformen. Zugleich sind
aber auch Backup/Restore-Verfahren oder Storage-Tools wie NetApp Snapshot Kopien und NetApp FlexClone
Volumes integriert. Die wahrend einer Systemkopie erforderlichen Aktivitaten werden von auf3erhalb des SAP
ABAP-Stacks gesteuert. Auf diese Weise sind in den SAP-Anwendungen keine Transporte oder andere
Anderungen erforderlich. Im Allgemeinen kénnen alle Schritte, die zum erfolgreichen Abschluss eines
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Systemkopiervorgangs erforderlich sind, in vier Schritte unterteilt werden:

+ Priifphase. Uberpriifen Sie die beteiligten Systemumgebungen.
* Vorphase. Vorbereiten Sie das Zielsystem auf eine Systemkopie vor.

» Kopierungsphase. Geben Sie eine Kopie der eigentlichen Produktionsdatenbank dem Zielsystem aus der
Quelle an.

* Postphase. Alle Aufgaben nach der Kopie, um das homogene Kopierverfahren abzuschlielen und ein
aktualisiertes Zielsystem bereitzustellen.

Wahrend der Kopieerstellung wird die NetApp Snapshot und FlexClone Funktion verwendet, um selbst bei den
groRten Datenbanken die bendtigte Zeit auf ein paar Minuten zu minimieren.

In den Phasen Check, Pre und Post sind bei LSC Uber 450 vorkonfigurierte Aufgaben zu 95 % der typischen
Aktualisierungsvorgange verfiigbar. LSC nutzt daher Automatisierung nach SAP-Standards. Dank der
Software-definierten Art von LSC kénnen Systemaktualisierungsprozesse einfach angepasst und erweitert
werden, um den spezifischen Anforderungen von SAP-Umgebungen des Kunden gerecht zu werden.

Anwendungsfalle fur SAP-Systemaktualisierung und Klonen

Es gibt verschiedene Szenarien, in denen Daten aus einem Quellsystem fiir ein Zielsystem verfligbar gemacht
werden muissen:

* RegelmaRige Aktualisierung der Qualitatssicherungs- sowie Test- und Trainingssysteme

* Erstellung von Umgebungen zur Fehlerbehebung oder Reparatur von Systemumgebungen, um das
Problem der logischen Beschadigung zu beheben

» Szenarien fir Disaster Recovery-Tests

Obwohl Reparatursysteme und Disaster Recovery-Testsysteme in der Regel mit SAP-Systemklonen (die keine
umfangreichen Nachbearbeitungsvorgange erfordern) fir aktualisierte Test- und Trainingssysteme
bereitgestellt werden, missen diese Nachbearbeitungsschritte angewendet werden, um die Koexistenz mit
dem Quellsystem zu erméglichen. Daher legt der Schwerpunkt dieses Dokuments auf Szenarien zur
Systemaktualisierung von SAP. Nahere Informationen zu den verschiedenen Anwendungsfallen finden sich im
technischen Bericht"TR-4667: Automatisierung von SAP HANA Systemkopie und Klonvorgangen mit
SnapCenter".

Der Rest dieses Dokuments ist in zwei Teile unterteilt. Im ersten Teil wird die Integration von NetApp
SnapCenter in Libelle SystemCopy fur SAP HANA sowie in SAP AnyDBs Systeme beschrieben, die On-
Premises auf NetApp ONTAP Systemen ausgefiihrt werden. Der zweite Teil beschreibt die Integration von
AzAcSnap mit LSC fiir SAP HANA-Systeme in Microsoft Azure mit bereitgestellten Azure NetApp Files.
Obwohl die ONTAP-Grundlegungstechnologie identisch ist, bietet Azure NetApp Files im Vergleich zur nativen
ONTAP-Installation unterschiedliche Schnittstellen und Tool-Integration (z. B. AzZAcSnap).

Systemaktualisierung fur SAP HANA mit LSC und
SnapCenter

Dieser Abschnitt beschreibt die Integration von LSC in NetApp SnapCenter. Die
Integration von LSC und SnapCenter unterstutzt alle von SAP unterstutzten
Datenbanken. Dennoch mussen wir zwischen SAP AnyDBs und SAP HANA
unterscheiden, da SAP HANA einen zentralen Kommunikations-Host bietet, der fur SAP
AnyDBs nicht verfugbar ist.
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Die Standard-SnapCenter-Agent- und Datenbank-Plug-in-Installation fir SAP AnyDBs ist neben dem
entsprechenden Datenbank-Plug-in eine lokale Installation vom SnapCenter-Agent.

In diesem Abschnitt wird die Integration zwischen LSC und SnapCenter anhand einer SAP HANA-Datenbank
als Beispiel beschrieben. Wie bereits erwahnt, gibt es fir SAP HANA zwei verschiedene Optionen fir die
Installation des SnapCenter Agent und SAP HANA Datenbank-Plug-ins:

* Ein Standard-SnapCenter-Agent und SAP HANA-Plugin-Installation. in einer Standardinstallation
werden der SnapCenter-Agent und das SAP HANA-Plug-in lokal auf dem SAP HANA-Datenbankserver
installiert.

» Eine SnapCenter-Installation mit zentralem Kommunikationshost. ein zentraler Kommunikationhost
wird mit dem SnapCenter-Agent, dem SAP HANA-Plug-in und dem HANA-Datenbankclient installiert, der
alle datenbankbezogenen Operationen verarbeitet, die zum Sichern und Wiederherstellen einer SAP
HANA-Datenbank fir mehrere SAP HANA-Systeme in der Landschaft erforderlich sind. Daher muss ein
zentraler Kommunikationshost kein vollstandiges SAP HANA Datenbanksystem installieren.

Weitere Details zu den verschiedenen SnapCenter Agenten und den Installationsoptionen fir das SAP-HANA-
Datenbank-Plug-in finden Sie im technischen Bericht. "Technischer Bericht: SAP HANA Backup and Recovery
with SnapCenter"Die

In den folgenden Abschnitten werden die Unterschiede zwischen der Integration von LSC in SnapCenter unter
Verwendung der Standardinstallation oder des zentralen Kommunikations-Hosts deutlich. Insbesondere sind
alle nicht hervorgehobenen Konfigurationsschritte unabhangig von der Installationsoption und der verwendeten
Datenbank identisch.

Um ein automatisches Backup auf Basis von Snapshot Kopien aus der Quelldatenbank durchzufiihren und
einen Klon fur die neue Zieldatenbank zu erstellen, verwendet die beschriebene Integration zwischen LSC und
SnapCenter die in beschriebenen Konfigurationsoptionen und Skripte"TR-4667: Automatisierung von SAP
HANA Systemkopie und Klonvorgangen mit SnapCenter".

Uberblick

Die folgende Abbildung zeigt einen typischen grundlegenden Workflow fir eine Aktualisierung eines SAP
Systems mit SnapCenter ohne LSC:

—_

. Einmalige, erstmalige Installation und Vorbereitung des Zielsystems.
Manuelle Vorverarbeitung (Exportieren von Lizenzen, Benutzern, Druckern usw.).

Falls erforderlich, wird ein bereits vorhandener Klon auf dem Zielsystem geldscht.

A 0N

Das Klonen einer vorhandenen Snapshot-Kopie des Quellsystems auf das von SnapCenter durchgefiihrte
Zielsystem.

5. Manuelle SAP-Nachbearbeitung (Importieren von Lizenzen, Benutzern, Druckern, Deaktivieren von Batch-
Jobs usw.)

6. Das System kann dann als Test- oder QA-System verwendet werden.

7. Wenn eine neue Systemaktualisierung angefordert wird, wird der Workflow mit Schritt 2 neu gestartet.
SAP-Kunden wissen, dass die manuellen Schritte in der Abbildung unten griin dargestellt sind zeitaufwandig
und fehleranfallig sind. Beim Einsatz von LSC- und SnapCenter-Integration werden diese manuellen Schritte

mit LSC zuverlassig und wiederholbar mit allen notwendigen Protokollen fiir interne und externe Audits
durchgefihrt.

Die folgende Abbildung bietet einen Uberblick tiber die allgemeine SnapCenter-basierte Aktualisierung von
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Voraussetzungen und Einschrankungen

Folgende Voraussetzungen mussen erfillt sein:

» SnapCenter muss installiert sein. Das Quell- und Zielsystem muss in SnapCenter konfiguriert sein,
entweder in einer Standardinstallation oder Uber einen zentralen Kommunikations-Host. Snapshot Kopien
kénnen auf dem Quellsystem erstellt werden.

» Das Speicher-Back-End muss in SnapCenter ordnungsgemal konfiguriert werden, wie im Bild unten
dargestellt.

Storage Connections

Name E IP Cluster Name User Name Controller License
sym-trident grenada.mucche.hg.netapp.com L

10.65.58.253 grenada.mucche.hg.netapp.com L

10.65.58.252 grenada.muccbe.hg.netapp.com v

Die nachsten beiden Images decken die Standardinstallation ab, in der der SnapCenter-Agent und das SAP
HANA-Plug-in lokal auf jedem Datenbankserver installiert werden.

Der SnapCenter Agent und das entsprechende Datenbank-Plug-in missen in der Quelldatenbank installiert
sein.

Name Iz Type System Plug-in Version Overall Status

Ap=inx 35, mucchohg netapp.com Linux Stand-alone LMY, SAP HANA 4.3.1 @ Running

Der SnapCenter-Agent und das entsprechende Datenbank-Plug-in missen auf der Zieldatenbank installiert
sein.



cap-lnx36mucche ha.nelapR.Lom Linux Stand-alone LINLX, SAP HANA 4.3 @ Running

Das folgende Bild portratiert die zentrale Kommunikations-Host-Bereitstellung, in der der SnapCenter-Agent,
das SAP HANA Plug-in und der SAP HANA-Datenbank-Client auf einem zentralen Server (wie z.B.
SnapCenter-Server) installiert werden, um mehrere SAP HANA-Systeme in der Landschaft zu verwalten.

Auf dem zentralen Kommunikations-Host missen der SnapCenter Agent, das SAP HANA Datenbank-Plug-in
und der HANA Datenbank-Client installiert sein.

Managed Hosts Disks Shares Initiator Groups 1551 Session

Search by Mame

Name 2 Type System Plug-in Version Overall Status
Lk B Stand- R
gdbh03. muccho ha.netapp.com Linux siniia UNIX, SAP HANA 4.4 Upgrade available (optional)
Stand- N x
sdp-se-demp-dev. mucchic hg.netspp.com Windows ona Microsoft Windows Server, SAP HANA 45 @ Running
Stand-
sap-wind2 muccboha.netapgp.com Windows alone Microsoft Windows Server 45 @ Running

Das Backup fur die Quelldatenbank muss in SnapCenter ordnungsgemaf konfiguriert werden, damit die
Snapshot Kopie erfolgreich erstellt werden kann.

N Sna pCE nter® 2 mucchcisapdemo  SnapCenterAdmin W Sign Out

sap Hana Bl HOS Topology X

L] L~ System Manage Coples
m 2 sap-lnxe01_C07
e = sl 8 Backups Summary Card
S
i\lﬁ A 0 Clanes B2 Backups
HO6
Local copies
i!h u 12 Backups
L O Clones
e
Wault copies
= Primary Backup(s)
A v
Backup Name Count IF End Date
SnapCenter__sap-1nx35_SAPhana_hourly 07- 0_12.00.02.4519 1 0710572020 1:0142 P B
SnapCenter __sap-ink35_SAPhana_hourly 07-059-2020_11.20.15.2146 ] 0770972020 11:22:01 AM B3 i
Total 3 Total 27

Der LSC-Master und der LSC-Worker mussen in der SAP-Umgebung installiert sein. In dieser Bereitstellung
haben wir auerdem den LSC-Master auf dem SnapCenter-Server und den LSC-Worker auf dem Ziel-SAP-
Datenbankserver installiert, der aktualisiert werden sollte. Weitere Einzelheiten finden Sie im folgenden
Abschnitt ,,Laboreinrichtung.”

Dokumentationsressourcen:

» "SnapCenter Documentation Center"

* "TR-4700: SnapCenter Plug-in fir Oracle Database"

+ "Technischer Bericht: SAP HANA Backup and Recovery with SnapCenter"

* "TR-4667: Automatisierung von SAP HANA Systemkopie und Klonvorgangen mit SnapCenter"
» "SnapCenter 4.6 Cmdlet Referenzhandbuch"
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Laboreinrichtung

In diesem Abschnitt wird eine Beispielarchitektur beschrieben, die in einem Demo-Datacenter eingerichtet
wurde. Das Setup wurde in eine Standardinstallation und eine Installation tber einen zentralen
Kommunikations-Host unterteilt.

Standardinstallation

Die folgende Abbildung zeigt eine Standardinstallation, bei der der SnapCenter Agent zusammen mit dem
Datenbank-Plug-in lokal auf dem Quell- und dem Ziel-Datenbankserver installiert wurde. Im Lab-Setup wurde
das SAP HANA-Plug-in installiert. Auerdem wurde der LSC-Worker auch auf dem Zielserver installiert. Zur
Vereinfachung und zur Verringerung der Anzahl der virtuellen Server haben wir den LSC-Master auf dem
SnapCenter-Server installiert. Die Kommunikation zwischen den verschiedenen Komponenten ist in der
folgenden Abbildung dargestellt.
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SnapCenter 4.5
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LSC Master

Zentraler Kommunikationshost

Die folgende Abbildung zeigt die Einrichtung Uber einen zentralen Kommunikations-Host. In dieser
Konfiguration wurde der SnapCenter Agent zusammen mit dem SAP HANA Plug-in und dem HANA
Datenbank-Client auf einem dedizierten Server installiert. Bei diesem Setup wurde der zentrale
Kommunikations-Host mit dem SnapCenter-Server installiert. Dartiber hinaus wurde der LSC-Mitarbeiter
wieder auf dem Zielserver installiert. Zur Vereinfachung und zur Verringerung der Anzahl der virtuellen Server
haben wir uns entschieden, auch den LSC-Master auf dem SnapCenter-Server zu installieren. Die
Kommunikation zwischen den verschiedenen Komponenten ist in der Abbildung unten dargestellt.
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Erste Schritte zur Einmaligen Vorbereitung fir Libelle SystemCopy

Es gibt drei Hauptkomponenten einer LSC-Installation:

» LSC-Master. wie der Name schon sagt, ist dies die Master-Komponente, die den automatischen Workflow
einer Libelle-basierten Systemkopie steuert. In der Demo-Umgebung wurde der LSC-Master auf dem
SnapCenter-Server installiert.

* LSC Worker. ein LSC-Mitarbeiter ist Teil der Libelle-Software, die in der Regel auf dem Ziel-SAP-System
l&uft und die Skripte ausfuhrt, die flr die automatisierte Systemkopie erforderlich sind. In der Demo-
Umgebung wurde der LSC-Mitarbeiter auf dem Ziel-SAP HANA-Anwendungsserver installiert.

» LSC-Satellit. ein LSC-Satellit ist Teil der Libelle-Software, die auf einem Drittanbieter-System lauft, auf
dem weitere Skripte ausgeflhrt werden mussen. Gleichzeitig kann der LSC-Master auch die Rolle eines
LSC-Satellitensystems erfillen.

Wir haben zunéachst alle beteiligten Systeme im LSC definiert, wie in der folgenden Abbildung dargestellt:

» 172.30.15.35. die IP-Adresse des SAP-Quellsystems und des SAP HANA-Quellsystems.

* 172.30.15.3. die IP-Adresse des LSC-Master und des LSC-Satellitensystems flir diese Konfiguration. Da
wir das LSC-Master auf dem SnapCenter-Server installiert haben, sind die SnapCenter 4.x PowerShell
Cmdlets auf diesem Windows Host bereits verfligbar, da sie wahrend der Installation des SnapCenter-
Servers installiert wurden. Wir haben also beschlossen, die LSC-Satellitenrolle fur dieses System zu
aktivieren und alle SnapCenter PowerShell Cmdlets auf diesem Host auszufiihren. Wenn Sie ein anderes
System verwenden, stellen Sie sicher, dass Sie die SnapCenter PowerShell Commandlets auf diesem
Host gemal der Dokumentation zu SnapCenter installieren.

* 172.30.15.36. die IP-Adresse des SAP-Zielsystems, des SAP HANA-Zielsystems und des LSC-
Mitarbeiters.

Anstelle von IP-Adressen kdnnen auch Host-Namen oder vollqualifizierte Domain-Namen verwendet werden.

Das folgende Bild zeigt die LSC-Konfiguration des Master-, Worker-, Satelliten-, SAP-Quellsystems-, SAP-
Zielsystems, Quelldatenbank und Zieldatenbank.
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Fir die Hauptintegration missen die Konfigurationsschritte wieder in die Standardinstallation und die
Installation Uber einen zentralen Kommunikations-Host getrennt werden.

Standardinstallation

In diesem Abschnitt werden die Konfigurationsschritte beschrieben, die bei einer Standardinstallation
erforderlich sind, bei der der SnapCenter-Agent und das erforderliche Datenbank-Plug-in auf den Quell- und
Zielsystemen installiert sind. Bei Verwendung einer Standardinstallation werden alle Aufgaben ausgefiihrt, die
zum Mounten des Klon-Volumes sowie zur Wiederherstellung des Zielsystems erforderlich sind, vom
SnapCenter Agent, der auf dem Zieldatenbanksystem auf dem Server selbst ausgefihrt wird. Hiermit kdnnen
Sie auf alle Details zum Klonen zugreifen, die iber Umgebungsvariablen vom SnapCenter Agent zur
Verfligung stehen. Daher missen Sie nur eine weitere Aufgabe in der LSC-Kopiephase erstellen. Diese
Aufgabe flihrt den Snapshot-Kopiervorgang auf dem Quellsystem sowie den Klon- und
Wiederherstellungsprozess auf dem Zieldatenbanksystem durch. Alle Aufgaben im Zusammenhang mit
SnapCenter werden mithilfe eines PowerShell Skripts ausgeldst, das in die LSC-Aufgabe eingegeben wird

NTAP_ SYSTEM CLONE.

Das folgende Bild zeigt die Konfiguration von LSC-Tasks in der Kopierphase.

Copy Phase
_|copy 1 INTAP_SYSTEM_CLONE

_Net.ﬁ.pp SnapShot and Clone ?_psh

NTAP

‘it fé STOR

e, DERESTORE TENANT Restore DB Files for Tenant Dalabass =l
post Post Phase phase

Die folgende Abbildung zeigt die Konfiguration des NTAP SYSTEM CLONE Prozess. Da Sie ein PowerShell-
Skript ausfiihren, wird dieses Windows PowerShell-Skript auf dem Satellitensystem ausgefihrt. In diesem Fall
ist dies der SnapCenter-Server mit dem installierten LSC-Master, der auch als Satellitensystem fungiert.



Task: NTAP_SYSTEM_CLONE Version:0
Configuration Data
(] Nait after execution; @ B
Main Attributes
LELALL,
Category

indows PowerShell Script

Farameters

Return Codes
Code

ollcwing sys: ected by thair IDs)

Da LSC bekannt sein muss, ob die Snapshot Kopie, das Klonen und der Recovery-Vorgang erfolgreich waren,
mussen Sie mindestens zwei Rickgabecodetypen definieren. Ein Code dient zur erfolgreichen Ausflihrung des
Skripts und der andere Code dient zur fehlgeschlagenen Ausfiihrung des Skripts, wie in der folgenden
Abbildung dargestellt.

* LSC:0K Wenn die Ausfuhrung erfolgreich war, muss vom Skript in die Standardausfiihrung geschrieben
werden.

* LSC:ERROR Muss vom Skript in die Standardausfihrung geschrieben werden, wenn die Ausflihrung
fehlgeschlagen ist.

Task: NTAP_SYSTEM_CLONE Version: 0

Configuration Data |

LSC:OK
LEC:ERROR

Paramelers
Retum Codes
Code

Edit Retum Code

Pla sting pararmete: a MEw ane.

Das folgende Bild zeigt einen Teil des PowerShell-Skripts, das ausgefuhrt werden muss, um ein Snapshot-
basiertes Backup auf dem Quelldatenbanksystem und einen Klon auf dem Zieldatenbanksystem auszufihren.
Das Skript ist nicht vollstéandig. Vielmehr zeigt das Skript, wie die Integration zwischen LSC und SnapCenter
aussehen kann und wie einfach es ist, es einzurichten.
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Task: NTAP_SYSTEM_CLONE Version: 0

Write-Host *

# PowerShell Script: Backup HRHA Database HOS5 clone to sap-lnx3é as HOE
# Version 1.0: 20200616

L

i

Configuration Data

Main Attributes
Comment

_Category
Execution Altnbutes
Parameters
Retumn Codes
Code

#Setting User Credentials

Write-Host “Authenticate to Snaplenter Server™ -foregroundcolor DarkBlue -backgroundcolor White

=

#generate Authentication Passwort File:
if (-not (Test-Path “c:\Temp\myapp password.txt™)) |
scredential = Ger-Credential
gjcredencial.Password | ConvercFrom-SecureString | Set-Content “o:i'\temp\myapp password.txt®

b e

}

$User = "mucchbo\sapdemc”

fored = New-Chject -TypeHame System.Management.hucomation.PS5Credential -Argumentlist fuser, (Get-Content “ci\temp\myapp pasaword.txt"
Open-SmConnection -Credential Scred -SMSbassurl htips://sap-sc-demo.mucche.hi.netapp.com:814€/

#Backup Create:
Write-Host “Sterting Workflow Step 1) Backup Create® -foregroundcolor DarkBlue -bhackgroundcolor White

$Backiup = Hew-SmBackup -Folicy MANUAL -ResourceGrouplame sap-lnx3S_muccbe_hq netapp com hana HMDC HOS -ScheduleHame Hourly-Confirzm
Get-ImdobSummaryReport -Jobld $Backup.Id

do | fJob=Get-SmiobSummaryReport -Jobld fBackup.Id: write-host fJob.Status! sleep 30 | while { $Jcb.Status -Match "Running™ )
Get-SmlobSummaryReport -JobId $Backup.Id

g if ( sJob.Stazus -eq “Completed™ ) { Write-Host “Finished Workflow Step 1) Backup has been created™ ) else | Wrice-Host “LSC:ERROR:BA]

1
2
3
4
s
€

1
2
g
10
1
3
4
S
Le
17
18
12
20
21
a2
23
24
25
26

0 #Select Backup Hame:

Hit O of0

Da das Skript auf dem LSC-Master ausgeflihrt wird (was auch ein Satellitensystem ist), muss der LSC-Master
auf dem SnapCenter-Server als Windows-Benutzer ausgefiihrt werden, der Uber die entsprechenden
Berechtigungen verfugt, um Backup- und Klonvorgange in SnapCenter auszufuhren. Um zu uberprufen, ob der
Benutzer Uber die entsprechenden Berechtigungen verfiigt, sollte er eine Snapshot Kopie und einen Klon in
der SnapCenter Ul ausfiihren kénnen.

Es besteht keine Notwendigkeit, den LSC-Master und den LSC-Satelliten auf dem SnapCenter-Server selbst
auszufiuhren. Der LSC-Master und der LSC-Satellit kdnnen auf jedem Windows-Rechner ausgefiihrt werden.
Voraussetzung fur die Ausfliihrung des PowerShell Skripts auf dem LSC-Satellit ist, dass die SnapCenter
PowerShell Cmdlets auf dem Windows Server installiert wurden.

Zentraler Kommunikationshost

Zur Integration zwischen LSC und SnapCenter tber einen zentralen Kommunikationhost werden in der
Kopiephase nur die erforderlichen Anpassungen vorgenommen. Die Snapshot Kopie und der Klon werden mit
dem SnapCenter Agent auf dem zentralen Kommunikations-Host erstellt. Daher stehen alle Details zu den neu
erstellten Volumes nur auf dem zentralen Kommunikationshost und nicht auf dem Zieldatenbankserver zur
Verfligung. Diese Details sind jedoch auf dem Ziel-Datenbankserver erforderlich, um das Klon-Volume zu
mounten und die Recovery auszuflhren. Aus diesem Grund sind in der Kopiephase zwei zusatzliche Aufgaben
erforderlich. Eine Aufgabe wird auf dem zentralen Kommunikations-Host ausgefihrt und eine Aufgabe wird auf
dem Ziel-Datenbankserver ausgefiihrt. Diese beiden Aufgaben werden in der Abbildung unten angezeigt.

« NTAP_SYSTEM_CLONE_CP. Diese Aufgabe erstellt die Snapshot Kopie und den Klon mit einem
PowerShell Skript, das die notwendigen SnapCenter Funktionen auf dem zentralen Kommunikations-Host
ausfuhrt. Diese Aufgabe lauft daher auf dem LSC-Satelliten, der in unserem Fall der LSC-Master ist, der
unter Windows lauft. Dieses Skript sammelt alle Details tiber den Klon und die neu erstellten Volumes und
ubergibt ihn an die zweite Aufgabe NTAP_ MNT RECOVER CP, Die auf dem LSC-Arbeiter lauft, der auf dem
Ziel-Datenbank-Server lauft.

* NTAP_MNT_RECOVERY_CP. Diese Aufgabe stoppt das Ziel-SAP-System und die SAP HANA-
Datenbank, hangt die alten Volumes ab und hangt dann die neu erstellten Storage-Klon-Volumes an,
basierend auf den Parametern, die von der vorherigen Aufgabe tUbergeben wurden
NTAP_SYSTEM CLONE_CP. Die SAP HANA Zieldatenbank wird wiederhergestellt und wiederhergestellt.

11



Copy Phase phase
INTAP S¥S GLONE Netdpo SpapShot

|NTAP_SYSTEM_CLONE_CP MetApp SnapShot and Clone Ipsh
NTAP_MNT_RECOVER_CP Mount Valume and Recover HANA Database |emd

and Clone \ash

Post Phase phase

Die folgende Abbildung zeigt die Konfiguration der Aufgabe NTAP SYSTEM CLONE CP. Dies ist das Windows
PowerShell-Skript, das auf dem Satellitensystem ausgefuhrt wird. In diesem Fall ist das Satellitensystem der
SnapCenter-Server mit dem installierten LSC-Master.

€ Display Task x

Task: NTAP_SYSTEM_CLONE_CP Versien: 0

Configuration Data
¢ Activated: B

Tel ]

P UV ndovs PowerShel Scopt |
Comment

Catagony B
Execution Aftributes
Parameters

Return Codes

Code

@ Systems

Da LSC wissen muss, ob der Snapshot Kopie- und Klonvorgang erfolgreich war, miissen Sie mindestens zwei
Rickgabecodetypen definieren: Einen Riickgabecode fir eine erfolgreiche Ausfiihrung des Skripts und den
anderen fir eine fehlgeschlagene Ausflihrung des Skripts, wie in dem nachfolgenden Bild dargestellt.

* LsC:0K Wenn die Ausflhrung erfolgreich war, muss vom Skript in die Standardausfihrung geschrieben
werden.

* LSC:ERROR Muss vom Skript in die Standardausfiihrung geschrieben werden, wenn die Ausflihrung
fehlgeschlagen ist.
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€ Display Task X

Task: NTAP_SYSTEM_CLOME_CP Version: 0

Configuration Data

Main Attnbutes LSC0K
| 0Ll LSC:ERROR
Category
Execution Attributes
Parameters
Retun Codes

Code.

Das folgende Bild zeigt einen Teil des PowerShell-Skripts, der ausgefiihrt werden muss, um eine Snapshot
Kopie und einen Klon mithilfe des SnapCenter-Agenten auf dem zentralen Kommunikations-Host auszufihren.
Das Skript soll nicht vollstadndig sein. Vielmehr wird das Skript verwendet, um zu zeigen, wie die Integration
zwischen LSC und SnapCenter aussehen kann und wie einfach es ist, es einzurichten.

Task: NTAP_SYSTEM_CLONE_CP Version:0
p Wrice-Hoat "
Configuration Data : rshell Script: Backup HAMA Dacabase HOS clome to sap-lnx36 as HOE
0: 202001
Main Attributes
_lI_:ermenl

Category

Execution Atinbules
Parameters

Return Codes
Cods

8 #lmporrt Snaplenter 4.5 PowerShell Commandlers
5 Import-Medule C:\Libelle\PcwerShelliModules'\Snaplenter

#5etcing User Credentials
2 Write-Boat "huchenticace to Snaplencer Server® -foregroundcolor DarkBlue -backgroundcolor White

{ #genezate Authentication Fasswort File:
5 if (-not (Test-Path "c:\tvemp\myapp_password.txt®)) |
fcredential = Get-Credential
Scredential.Password | Convertfrom-SecureString | Sev-Content “cil\tesp\myspp_password.txt”
5}
§ LUsar = "mucchc)sapdemo®
0 $cred = Hew-Object -TIypeHame System.Management.Autcmation.PSCredential -Argumenclist Suser, (Get-Content "c:\temp'myapp password.txt”™
Open-SmConnection -Credential fered -SMSbaseurl hetps://sap-sc-demo-dey.muechbe.hg.netapp.com:S1l46/

23 #Backup Create:
Write-Host "Starting Workflow Step L) Backup Create” -foregroundcolor DarkBlus -backgroundccler White

€ SBackup = New-3mBackup -Policy Manual -ResourceGroupliame sap-sc-demo-dev _succhc hg netapp com hana MDC HOS =ScheduleName Hourly-Confi
1 Ger-SmjobSummaryReport -Jobld $Backup.ld
do [ §JcheGet-SmichSummaryReport -Jobld ¢Backup.Id; write-host §Jcb.5tatus; sleep 3% ) while { §Job.Stacus -Match “Running® )
5 Get-SmJobSusmaryReport -Jobld $Backup.Id
@ 1f [ $Job.Status -eq “Complaved” ) ( Write-Host “Finished Workflow Step 1) Backup has besn created” | else | Write-Host "LSC:ERRCR:BM

Hit 0 of 0

Wie bereits erwahnt, missen Sie den Namen des Klon-Volumes an die nachste Aufgabe ibergeben
NTAP_MNT RECOVER CP So mounten Sie das Klon-Volume auf dem Zielserver: Der Name des Klon-Volume,
auch als Verbindungspfad bezeichnet, wird in der Variable gespeichert $JunctionPath. Die Ubergabe an
eine nachfolgende LSC-Aufgabe erfolgt tiber eine benutzerdefinierte LSC-Variable.
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echo $JunctionPath > $ task(current, custompathl) $

Da das Skript auf dem LSC-Master ausgefuhrt wird (was auch ein Satellitensystem ist), muss der LSC-Master
auf dem SnapCenter-Server als Windows-Benutzer ausgefliihrt werden, der Uber die entsprechenden
Berechtigungen verfiigt, um die Backup- und Klonvorgange in SnapCenter auszufihren. Um zu Gberprifen, ob
diese Uber die entsprechenden Berechtigungen verflgt, sollte der Benutzer eine Snapshot Kopie und einen
Klon in der SnapCenter GUI ausfihren konnen.

Die folgende Abbildung zeigt die Konfiguration der Aufgabe NTAP MNT RECOVER CP. Da wir ein Linux-Shell-
Skript ausfiihren mochten, ist dies ein Befehlsskript, das auf dem Zieldatenbanksystem ausgefiihrt wird.

€ Display Task X

Task: NTAP_MNT_RECOVER_CP Version:0

Configuration Data
9 ed B Wait after execution: @@ W

Main Attnbutes Coircand Bat =
Comment

Category

Execution Attributes

Faramelers clta taskfc with any of the roles:

_Rg_l_grn Codes
Code

lected by their IDs)

@ Clients

Da LSC bekannt sein muss, dass die Klon-Volumes Mounten sind und ob das Wiederherstellen und
Wiederherstellen der Zieldatenbank erfolgreich war, missen wir mindestens zwei Riickgabecodetypen
definieren. Ein Code dient zur erfolgreichen Ausflihrung des Skripts und ist fir eine fehlgeschlagene
Ausflhrung des Skripts, wie in der folgenden Abbildung dargestellt.

* LSC:0K Wenn die Ausfiihrung erfolgreich war, muss vom Skript in die Standardausflihrung geschrieben
werden.

* LSC:ERROR Muss vom Skript in die Standardausfiihrung geschrieben werden, wenn die Ausflihrung
fehlgeschlagen ist.
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@ Display Task *

Task: NTAP_MNT_RECOVER_CP Version: 0

Configuration Data

Main Altnbutes LSC:ERROR
Comment _ -ELSC:OK
Calegory

Exacution Aftribules

Parameters

Retum Codes
Cade

sting pararneler or create & new one

Die folgende Abbildung zeigt einen Teil des Linux Shell-Skripts, mit dem die Zieldatenbank angehalten, das
alte Volume entfernt, das Klon-Volume gemountet und die Zieldatenbank wiederhergestellt werden kann. In der
vorherigen Aufgabe wurde der Verbindungspfad in eine LSC-Variable geschrieben. Der folgende Befehl liest
diese LSC-Variable und speichert den Wert in $JunctionPath Variable des Linux Shell-Skripts.

JunctionPath=$ include ($ task(NTAP SYSTEM CLONE CP, custompathl) $, 1,
1)_$

Der LSC-Worker auf dem Zielsystem lauft als <sidaadm>, Aber Mount-Befehle miissen als Root-Benutzer
ausgefihrt werden. Deshalb missen Sie die erstellen central plugin host wrapper script.sh.Das
Skript central plugin host wrapper script.sh Wird aus der Aufgabe aufgerufen

NTAP_MNT RECOVERY CP Verwenden der sudo Befehl. Verwenden der sudo Befehl, das Skript wird mit UID
0 ausgeflhrt, und wir kénnen alle nachfolgenden Schritte durchfihren, z. B. das Abhangen der alten Volumes,
das Mounten der Klon-Volumes und das Wiederherstellen der Zieldatenbank. Um die Skriptausfiihrung mit zu
aktivieren sudo, Die folgende Zeile muss hinzugefiigt werden /etc/sudoers:

hnoadm ALL=(root)
NOPASSWD: /usr/local/bin/H06/central plugin host wrapper script.sh

15



Task: NTAP_MNT_RECOVER_CP Version:0

- §_include tool (unix header.sh) §
Configuratien Data JunctionFathes_inclide(§ task/NTAP SYSTEM CLONE CP, custompathi) §, 1, 1)_5

Main Attnbutes : Locaij bin/H0&/central_pl u;[m_hE.: r_;wraﬁl_:rer_sc:lp: .ah §{JunctionPach} >> § logFile § 2l

Commaent

Category

Exacution Attributes
Parameaters

E_EEH"“ ‘Clu.rias
Code

SAP HANA-Systemaktualisierungsvorgang

Nachdem nun alle notwendigen Integrationsaufgaben zwischen LSC und NetApp SnapCenter durchgefuhrt
wurden, ist es ein einziger Schritt, eine voll automatisierte Aktualisierung des SAP-Systems zu starten.

Die folgende Abbildung zeigt die Aufgabe NTAP" " SYSTEM' *CLONE In einer Standardinstallation. Wie Sie
sehen, dauerte das Erstellen einer Snapshot Kopie und eines Klons, das Mounten des Klon-Volumes auf dem
Zieldatenbankserver und das Wiederherstellen der Zieldatenbank etwa 14 Minuten. Mit den Snapshots und der
NetApp FlexClone Technologie bleibt die Dauer dieser Aufgabe unabhangig von der GrélRe der
Quelldatenbank nahezu identisch.

~ Control

« Overall Pragress

check
100%

The execution has finished.

* Tasks
(Chonse a filter - |

LVARLANTEXP |SE38:. Export ABAP variant refat.. BA1/21 122555 PM BN121 12,2608 PM

|LALERTCONFIGEXR |HDB - Export Check Thresholds . B/ 1/21 12:26.08 P 81721 122612 PM

[LREVOKEEXPORT DB Revake the privlege EXPOR. B/11/21 12:26:13 PM BA121 122514 P
1 |isspsTOP [SAP Siep AP 4141 122614 PM BN121 12252 FM

“opy Phase

[NTAP_SYSTEM_CLONE [NetApp SnapShotand Clone  B/11/21 1.14:16 EM B/11721 1:27:34 PM
Post Phase
LALERTCONFIGIMP [HDB : import Chisck Thrashalds ... B/11/21 1:27:34 PM 5111721 1:27:37 PM 00:00:03 e
[SUCENSEDEL ISAPLIKEY: Delete content of 5. BA1/21 1:27:38 EM BI1/21 1:27:41 PM e —

In der folgenden Abbildung werden die beiden Aufgaben dargestellt NTAP SYSTEM CLONE CP Und
NTAP_MNT RECOVERY CP Bei Verwendung eines zentralen Kommunikations-Hosts. Wie Sie sehen, dauerte
das Erstellen einer Snapshot Kopie, ein Klon, das Klon-Volume auf dem Zieldatenbankserver und das
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Wiederherstellen und Wiederherstellen der Zieldatenbank etwa 12 Minuten. Dies ist mehr oder weniger die
gleiche Zeit, um diese Schritte bei der Verwendung einer Standardinstallation durchzufiihren. Wie bereits
erwahnt, ermoglicht die Snapshot und NetApp FlexClone Technologie diese Aufgaben unabhangig von der
Grofle der Quelldatenbank konsistent und schnell zu erledigen.

+ Control

~ Overall Progress

The execution has finished.

* Tasks

Choose afiter [
| o i Mame | Starttime. End time.
LVARIANTEXP |SE38; Export ABAP vanant relat.,. 423721 11.06,11 AM AR 110821 AM
ILALERTCONFIGE® {HDB : Expont Chack Thrasholds . [4/23/21 11:06:22 AM. 42321 11:08:26 AM
ILREVOKEEXPORT IDB Revoke the priviege EXPOR. 4723721 11:06:27 AM larz321 110628 AM
1 LsapsTOP 1SAP. Stop 5P 472321 11:06:28 AM 42321 111025 AM
Copy Phase
NTAP_SYSTEM_CLONE_CP  |NetApp SnapShot and Clone  4/26/21 B:57:32 AM 42521 9.01:2% AM
INTAP_MNT_RECOVER_CFMount Volume nd Recowsr HAN, | 4/26/21 3101:26 AM 41 5.09.49 AM
Post I’.hase | [ [
LALERTCONFIGIMP HDB | Impont Check Thresholds .. [4/26/21 9,10:43 AM 14/26/21 9:10.51 AM 00:00:02
IsiicFNgFAFT ISAPIIKFY: Nelete cnntent af & A2RM1 91057 AM lamRmt 8 anEd aM e

Systemaktualisierung fur SAP HANA mit LSC, AzACSnap
und Azure NetApp Files

Wird Verwendet "Azure NetApp Files fur SAP HANA", Oracle und DB2 auf Azure bieten
den Kunden die erweiterten Datenmanagement- und Datensicherungsfunktionen von
NetApp ONTAP mit dem nativen Microsoft Azure NetApp Files Service. "AzacSnap" Ist
die Grundlage fur sehr schnelle SAP Systemaktualisierungen zur Erstellung
applikationskonsistenter NetApp Snapshot-Kopien von SAP HANA und Oracle Systemen
(DB2 wird derzeit nicht von AzAcSnap unterstutzt).

Snapshot Kopien-Backups, die im Rahmen der Backup-Strategie entweder nach Bedarf oder regelmaRig
erstellt werden, kdnnen dann effizient auf neuen Volumes geklont und zur schnellen Aktualisierung von
Zielsystemen genutzt werden. AzAcSnap liefert die notwendigen Workflows fir die Erstellung von Backups und
das Klonen auf neuen Volumes. Libelle SystemCopy fuhrt die Vorverarbeitungsschritte sowie die
Nachbearbeitungsschritte durch, die fiir eine vollstandige Systemaktualisierung erforderlich sind.

In diesem Kapitel beschreiben wir eine automatisierte Aktualisierung des SAP-Systems mit AzAcSnap und
Libelle SystemCopy unter Verwendung von SAP HANA als zugrunde liegende Datenbank. Da AzAcSnap auch
fur Oracle verflgbar ist, kann dasselbe Verfahren auch mit AzAcSnap fiir Oracle implementiert werden. Andere
Datenbanken kénnten zuklnftig von AzAcSnap unterstitzt werden, was es dann ermoéglichen wirde,
Systemkopievorgange fiir diese Datenbanken mit LSC und AzAcSnap zu ermaéglichen.

Die folgende Abbildung zeigt einen typischen grundlegenden Workflow eines SAP
Systemaktualisierungszyklus mit AzAcSnap und LSC:

« Einmalige, erstmalige Installation und Vorbereitung des Zielsystems.


https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-solution-architectures
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azacsnap-introduction

» SAP-Vorverarbeitung durch LSC durchgefiihrt.

» Wiederherstellen (oder Klonen) einer vorhandenen Snapshot Kopie des Quellsystems auf das von
AzAcSnap ausgeflhrte Zielsystem.

* SAP-Nachbearbeitungsvorgange durchgefihrt von LSC.
Das System kann dann als Test- oder QA-System verwendet werden. Wenn eine neue Systemaktualisierung

angefordert wird, wird der Workflow mit Schritt 2 neu gestartet. Alle verbleibenden geklonten Volumes missen
manuell geldéscht werden.

Minutes

AzAcSnap

SAP

post-processing

restore to new
vol workflow

Installation of the
target system.

SAP
pre-processing
- HANA database
- SAP application

Request for SAP
System Refresh

EiEl

SAP system is used
as test/QA system

- LSC Operations clone delete
- AzAcSnap Operations
- Manual Operations

Voraussetzungen und Einschrankungen

workflow

Folgende Voraussetzungen mussen erfiillt sein.

AzAcSnap wurde fiir die Quelldatenbank installiert und konfiguriert

Im Allgemeinen gibt es zwei Implementierungsoptionen fur AzAcSnap, wie in der folgenden Abbildung
dargestellt.
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Customer Network and Azure Subscription

-
I

SAP landscape vNet

AzAcSnap can runon a
separate central Linux

VM.

AzAcSnap

hdbsg]l
client

Or can be deployed on
each individual HANA

1

database host.

sap YT B sap T

AzAcSnap

1

AzAcSnap
ANF

MgmtAPIls

w1 —

e

Azure NetApp Files

AzAcSnap kann auf einer zentralen Linux-VM installiert und ausgefuhrt werden, fur die alle DB-
Konfigurationsdateien zentral gespeichert werden und AzAcSnap Zugriff auf alle Datenbanken (Uber den
hdbsql-Client) sowie auf die konfigurierten HANA-Benutzerspeicherschlissel fur all diese Datenbanken hat.
Bei einer dezentralen Implementierung wird AzAcSnap individuell auf jedem Datenbank-Host installiert, auf
dem typischerweise nur die DB-Konfiguration fiir die lokale Datenbank gespeichert ist. Beide
Bereitstellungsoptionen werden fir die LSC-Integration unterstiitzt. Wir haben diesem Dokument jedoch im
Lab Setup auf einen hybriden Ansatz gefolgt. AzZAcSnap wurde auf einem zentralen NFS-Share sowie allen
DB-Konfigurationsdateien installiert. Diese zentrale Installationsfreigabe wurde auf allen VMs unter
bereitgestellt /mnt/software/AZACSNAP/snapshot-tool. Die Ausfihrung des Tools erfolgte
anschlielend lokal auf den DB-VMs.

Libelle SystemCopy ist fiir das Quell- und Ziel-SAP-System installiert und konfiguriert

Libelle SystemCopy-Bereitstellungen bestehen aus folgenden Komponenten:
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Source SAP System

Target SAP System

A

SAP

Source DB System

DBCopy -
for Backup Tonl) |

m
e

Target DB
SAP
| — —
LSCServer Worker| P : > [LSC Server Master] 1
.ﬂ\. i LI ¥ 3 A& = m
e
v T 4 L 4
DBCopy 1SC I5C
{ar Backup Tocl] Graphical User | | Shell Interface
Interface
Satellite A g
P A

ILSC Server Worker| [ ««

L]

» LSC Master. wie der Name schon sagt, ist dies die Master-Komponente, die den automatischen Workflow
einer Libelle-basierten Systemkopie steuert.

* LSC Worker. ein LSC-Mitarbeiter lauft in der Regel auf dem Ziel-SAP-System und fihrt die fir die
automatisierte Systemkopie erforderlichen Skripte aus.

» LSC Satellite. ein LSC-Satellit lauft auf einem Drittanbieter-System, auf dem weitere Skripte ausgefiihrt
werden mussen. Der LSC-Master kann auch die Rolle eines LSC-Satellitensystems erflllen.

Die Benutzeroberflache von Libelle SystemCopy (LSC) muss auf einer geeigneten VM installiert sein. In
diesem Laboraufbau wurde die LSC GUI auf einem separaten Windows VM installiert, kann aber auch auf dem
DB Host zusammen mit dem LSC Worker laufen. Der LSC-Worker muss mindestens auf der VM der Ziel-DB
installiert sein. Je nach gewahlter Implementierungsoption fir AzAcSnap sind méglicherweise zusatzliche
LSC-Installationen fiir Mitarbeiter erforderlich. Auf der VM, auf der AzAcSnap ausgefiihrt wird, muss eine LSC-

Worker-Installation vorhanden sein.

Nach der Installation von LSC ist die Grundkonfiguration fur die Quelle und die Zieldatenbank gemaf den
LSC-Richtlinien durchzufiihren. Die folgenden Abbildungen zeigen die Konfiguration der Lab-Umgebung fir
dieses Dokument. Im nachsten Abschnitt finden Sie Details zu den Quell- und Zielsystemen und Datenbanken

von SAP.
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& Libelle SystemCopy 9.0.0.0.052 7 O X
s Py

ibelle SystemCopy M

Setup Martitar Adrministration

Configurations -+ PN1toQN1
~ General
~PoC

= he o s and their roles in the configuration

Worker Source SAP Source Database Target SAP Target Database Satellite System
v

General

)

vrr-gl1:9000
vim-gl1:9000

Fir die SAP-Systeme sollten Sie auRerdem eine passende Standardaufgabenliste konfigurieren. Weitere
Informationen zur Installation und Konfiguration von LSC finden Sie im LSC-Benutzerhandbuch, das Teil des
LSC-Installationspakets ist.

Bekannte Einschrankungen

Die hier beschriebene Integration von AzAcSnap und LSC funktioniert nur fir SAP HANA Single-Host-
Datenbanken. Auch SAP HANA Implementierungen mit mehreren Hosts (oder Scale-out) kdnnen unterstitzt
werden, aber fir solche Implementierungen sind einige Anpassungen oder Verbesserungen der
benutzerdefinierten LSC-Aufgaben fiir die Kopiephase und die Underlaying-Skripte erforderlich. Derartige
Verbesserungen werden in diesem Dokument nicht behandelt.

Die Integration von SAP Systemaktualisierungen setzt immer die neueste erfolgreiche Snapshot Kopie des
Quellsystems ein, um die Aktualisierung des Zielsystems durchzufihren. Wenn Sie andere altere Snapshot
Kopien verwenden mochten, wird die entsprechende Logik im verwendet ZAZACSNAPRESTORE
Benutzerdefinierte Aufgabe muss angepasst werden. Dieser Prozess ist flr dieses Dokument nicht im Umfang
enthalten.

Laboreinrichtung

Das Lab-Setup besteht aus einem SAP Quell- System und einem SAP Ziel-System, das beide auf SAP HANA
Single-Host-Datenbanken ausgefiihrt werden.

Das folgende Bild zeigt die Laboreinrichtung.
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LSC master
and GUI

vm-Isc-master

sc-system-refresh.sh

p01—d;ta—mnt60001 II. b 01-data-rwclone
= azacshap

ql1-log-mnt00001

p01-log-mnt00001
pai-sharéd

Es enthalt die folgenden Systeme, Softwareversionen und Azure NetApp Files Volumes:

qT1-sharéd

* *P01.* SAP HANA 2.0 SP5 DATENBANK. Quelldatenbank, einzelner Host, einzelner Benutzer-Mandant.

* PN1. SAP NETWEAVER ABAP 7.51. Quell-SAP-System.

* vm-p01. SLES 15 SP2 mit AzAcSnap installiert. Quell-VM, die P01 und PN1 hostet.

* QL1. SAP HANA 2.0 SP5 DATENBANK. Systemaktualisierung Zieldatenbank, einzelner Host, ein Mandant
* *QN1.* SAP NETWEAVER ABAP 7.51. Systemaktualisierung Ziel-SAP-System.

* vm-ql1. SLES 15 SP2 mit installiertem LSC Worker. Ziel-VM, die QL1 und QN1 hostet.

* LSC Master Version 9.0.0.0.052.

* vm- Isc-Master. Windows Server 2016. Hostet LSC Master und LSC GUI.

Azure NetApp Files Volumes fur Daten, Protokoll und gemeinsam genutzt fir PO1 und QL1 auf den
dedizierten DB-Hosts montiert.

» Zentrales Azure NetApp Files Volume fiir Skripts, AzAcSnap-Installation und Konfigurationsdateien, die auf
allen VMs gemountet sind

Erste, einmalige Vorbereitungsschritte

Bevor die erste Aktualisierung des SAP Systems ausgeflhrt werden kann, missen Azure NetApp Files
Storage-Vorgange zum Kopieren und Klonen von Snapshot mit AzAcSnap integriert werden. Sie missen auch
ein Hilfsskript zum Starten und Stoppen der Datenbank und zum Mounten oder Abhangen der Azure NetApp
Files Volumes ausflihren. Alle erforderlichen Aufgaben werden im Rahmen der Kopiephase als
benutzerdefinierte Aufgaben in LSC ausgeflhrt. Das folgende Bild zeigt die benutzerdefinierten Aufgaben in
der LSC-Aufgabenliste.
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Phase uiD Hame Tvpe

pre o T TAT Trmr T . L AROT T TEC e TSSO, (11T

pre 77 LREWOKEEXFORT DB: Revoke the privilege EXPO... cmd

pre 78 LIAVACONFEXF JAVA: Backup java config files..|\cmd
e 79 LETORPSLTIOBE LTRC: Stop all replication jobs . |lsh
ore 50 LEAPSTOF SAP: Stop SAF intv
pre 81 LSTOPSARSY STEM Stops all SAP instances (appli... |Ish

Copy Phase phase

@ |copy 1 ZSCCOPYSHUTDOWN Shutdown HANA DB e
copy 2 ZECCOPYUMOUNT Unmount data valumes crd
copy 3 ZAFACEMAPRESTORE Restore snapshot backup of so... cmd
copy 4 ZECCOPYMOUNT Waunt data volurmes crid
copy 5 ISCCOPYRECOWER Recover target DB based on sn... crnd

post Post Phase phase
LCHNGHDERPWD HOB : Restore the password fo...
post 2 LHDELICIMP Ha&MA DE License Import Ish
post 3 LALERTCONFIGIMP HOE : Impaort Check Threshald... |lsh

Alle funf Kopieraufgaben werden hier genauer beschrieben. Bei einigen dieser Aufgaben ein Beispielskript sc-
system-refresh.sh Wird verwendet, um den erforderlichen SAP HANA Datenbank-Recovery-Vorgang und
das Mounten und Aufheben der Datenvolumes weiter zu automatisieren. Das Skript verwendet ein LSC:
success Meldung in der Systemausgabe, um eine erfolgreiche Ausfiihrung an LSC anzuzeigen. Details zu
benutzerdefinierten Aufgaben und verfligbaren Parametern finden Sie im LSC-Benutzerhandbuch und im LSC-
Entwicklerhandbuch. Alle Aufgaben in dieser Lab-Umgebung werden auf der Ziel-DB-VM ausgeflhrt.

@ Das Beispielskript wird so bereitgestellt, wie es ist, und wird nicht von NetApp unterstitzt. Sie
kénnen das Skript per E-Mail an ng-sapcc@netapp.com anfordern.

Sc-system-refresh.sh Konfigurationsdatei

Wie bereits erwahnt, wird ein Hilfsskript verwendet, um die Datenbank zu starten und zu stoppen, die Azure
NetApp Files-Volumes zu mounten und zu mounten sowie die SAP HANA Datenbank aus einer Snapshot
Kopie wiederherzustellen. Das Skript sc-system-refresh.sh Wird auf dem zentralen NFS Share
gespeichert. Das Skript bendtigt fir jede Zieldatenbank eine Konfigurationsdatei, die im selben Ordner wie das
Skript selbst gespeichert werden muss. Die Konfigurationsdatei muss den folgenden Namen haben: sc-
system-refresh-<target DB SID>.cfg (Beispiel sc-system-refresh-QL1.cfg In dieser
Laborumgebung). Die hier verwendete Konfigurationsdatei verwendet eine feste/hartcodierte Quell-DB-SID.
Mit einigen Anderungen kénnen das Skript und die Konfigurationsdatei erweitert werden, um die Quell-DB-SID
als Eingabeparameter zu nehmen.

Die folgenden Parameter missen an die spezifische Umgebung angepasst werden:

# hdbuserstore key, which should be used to connect to the target database
KEY="QL1SYSTEM”

# single container or MDC

export PO l_HANA_DATABASE_TYPE=MULT IPLE CONTAINERS

# source tenant names { TENANT SID [, TENANT SID]* }

export PO l_TENANT_DATABASE_NAMES=P 01

# cloned vol mount path

export CLONED VOLUMES MOUNT PATH= tail -2

/mnt/software/AZACSNAP/snapshot tool/logs/azacsnap-restore-azacsnap-
POl.log | grep -oe “[0-91*\.[0-9]1*\.[0-9]*\.[0-9]*:/.* ™

23



mailto:ng-sapcc@netapp.com

ZSCCOPYSHUTDOWN

Diese Aufgabe stoppt die SAP HANA Ziel-Datenbank. Der Code-Abschnitt dieser Aufgabe enthalt den
folgenden Text:

$ include tool (unix header.sh) S
sudo /mnt/software/scripts/sc-system-refresh/sc-system-refresh.sh shutdown
$ system(target db, id) $ > $ logfile $

Das Skript sc-system-refresh.sh Nimmt zwei Parameter an, die shutdown Befehl und DB SID, um die
SAP HANA Datenbank mit sapcontrol zu beenden. Die Systemausgabe wird an die Standard-LSC-Logdatei
umgeleitet. Wie bereits erwadhnt, an LSC: success Die Meldung wird verwendet, um die erfolgreiche
Ausflhrung anzuzeigen.

Task: ZSCCOPYSHUTDOWN Version: 0

Configuration Data

tlain Attributes LSC:success

Cornrment

Category

Execution Aftributes
Pararmeters

Return Codes

ZSCCOPYUMOUNT

Durch diese Aufgabe wird das alte Azure NetApp Files Daten-Volume vom Betriebssystem der Ziel-DB
abgehangt. Der Codeabschnitt dieser Aufgabe enthalt den folgenden Text:

$ include tool (unix header.sh) $
sudo /mnt/software/scripts/sc-system-refresh/sc-system-refresh.sh umount
$ system(target db, id) $ > $ logfile $

Es werden dieselben Skripte verwendet wie in der vorherigen Aufgabe. Die beiden tGibergebenen Parameter
sind die umount Befehl und DB SID.

ZAZACSNAPRESTORE

Auf dieser Aufgabe wird AzAcSnap ausgefiihrt, um die neueste erfolgreiche Snapshot-Kopie der
Quelldatenbank auf ein neues Volume fir die Zieldatenbank zu klonen. Dieser Vorgang entspricht einer
umgeleiteten Wiederherstellung von Backups in herkdmmlichen Backup-Umgebungen. Die Snapshot Kopie-
und Klonfunktionen ermdglichen jedoch die Durchflihrung dieser Aufgabe sogar der gréRten Datenbanken
innerhalb von Sekunden, wahrend diese Aufgabe bei herkdémmlichen Backups problemlos mehrere Stunden
dauern kdnnte. Der Codeabschnitt dieser Aufgabe enthalt den folgenden Text:
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$ include tool (unix header.sh) S

sudo /mnt/software/AZACSNAP/snapshot tool/azacsnap -c restore --restore
snaptovol --hanasid $ system(source db, id) $
--configfile=/mnt/software/AZACSNAP/snapshot tool/azacsnap

-$ system(source db, id) $.json > $ logfile S

Vollstandige Dokumentation fir die AzAcSnap-Befehlszeilenoptionen fiir die restore Befehl ist in der Azure-
Dokumentation hier zu finden: "Wiederherstellung mit dem Azure Application konsistenten Snapshot Tool". Der
Anruf setzt voraus, dass die json DB Konfigurationsdatei fur die Quell-DB auf dem zentralen NFS Share mit
der folgenden Namenskonvention gefunden werden kann: azacsnap-<source DB SID>. json, (Zum
Beispiel azacsnap-P01.json In dieser Laborumgebung).

Da die Ausgabe des AzAcSnap-Befehls nicht gedndert werden kann, ist der Standardwert L.SC:
success Nachricht kann fir diese Aufgabe nicht verwendet werden. Deshalb die Zeichenfolge

(D Example mount instructions Aus der AzZAcSnap-Ausgabe wird als erfolgreicher
Rickgabecode verwendet. In der 5.0 GA-Version von AzAcSnap wird diese Ausgabe nur
erzeugt, wenn das Klonen erfolgreich war.

Die folgende Abbildung zeigt die Erfolgsmeldung ,AzAcSnap Restore to New Volume®.

Task: ZAZACSNAPRESTORE Version: 0

Configuration Data

Iain Attributes Example mount instructions
Camment

Category
Execution Attributes

Farameters
Return Codes

ZSCCOPYMOUNT

Diese Aufgabe bindet das neue Azure NetApp Files Daten-Volume auf das Betriebssystem der Ziel-DB ein.
Der Codeabschnitt dieser Aufgabe enthalt den folgenden Text:

$ include tool (unix header.sh) S
sudo /mnt/software/scripts/sc-system-refresh/sc-system-refresh.sh mount
$ system(target db, id) $ > $ logfile S

Das Skript sc-system-refresh.sh wird wieder verwendet, die Ubergeben mount Befehl und die Ziel-DB-SID.

ZSCCOPYRECOVER

Diese Aufgabe fuhrt eine SAP HANA Datenbank-Recovery der Systemdatenbank und der Mandanten-
Datenbank auf Basis der wiederhergestellten (geklonten) Snapshot Kopie durch. Die hier verwendete
Recovery-Option bezieht sich auf spezifisches Datenbank-Backup, wie etwa keine zusatzlichen Protokolle, fir
vorwarts Recovery angewendet werden. Daher ist die Recovery-Zeit sehr kurz (hdchstens ein paar Minuten).
Die Laufzeit dieses Vorgangs wird durch das Starten der SAP HANA Datenbank bestimmt, die automatisch
nach dem Wiederherstellungsprozess stattfindet. Um die Startzeit zu beschleunigen, kann der Durchsatz des
Azure NetApp Files Daten-Volumes bei Bedarf voriibergehend erhdht werden. Dies ist in der Azure-
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Dokumentation beschrieben: "Dynamisches Erhéhen oder verringern der Volume-Kontingente". Der
Codeabschnitt dieser Aufgabe enthalt den folgenden Text:

$ include tool (unix header.sh) S
sudo /mnt/software/scripts/sc-system-refresh/sc-system-refresh.sh recover
$ system(target db, id) $ > $ logfile $

Dieses Skript wird wieder mit dem verwendet recover Befehl und die Ziel-DB-SID.

SAP HANA-Systemaktualisierungsvorgang
In diesem Abschnitt zeigt eine Beispielaktualisierung der Laborsysteme die Hauptschritte dieses Workflows.

Es wurden regelmaflige und On-Demand Snapshot Kopien fur die PO1-Quelldatenbank erstellt, wie im
Backup-Katalog aufgelistet.

& Backup SYSTEMDB@PO1 (SYSTEM) Last Update:1042:07 AM | (/| B

QOverview | Configuration | Backup Catalog| B
Backup Catalog Backup Details &
Database: P01 - 1D: 1615545654786
Status: Successful
[]Show Log Backups [] Show Delta Backups Backup Type: Data Backup
Stat.. Started v Duration Size Backup Ty... Destinati... Destination Type: Snapshot
©  Mar12,2021 104054 AM 00h01m 03s 975 GE Data Back.. Snapshot Started: Mar12, 202110059 AMLITC)
B Mar12,2021 80001 AM  00h01m 04s  975GB Data Back.. Snapshot haninids M2 2R 102 AM 16D
B Mar12,2021400:01AM  00h01m 04s  9.75GB Data Back.. Snapshot Enanan: SOb D035
@ Mar12,20211200:02 AM 00h02m 13s 9.75GB Data Back. Snapshot Size! 9.75GB
=] Mar 11,2021 80002 PM  00h01m 0Ss 972 GB Data Back.. Snapshot Throughput: na.
= Mar 11,2021 400:02PM  00h01m 08s 972 GB Data Back.. Snapshot System ID:
= Mar 11,2021 227:21PM  00h01m03s 972GB Data Back.. Snapshot Comment: Snapshot prefix: hourly
=] Mar 11,2021 1200:03PM  00h 01m 10s 972 GB Data Back.. Snapshot Tools version: 5.0 Preview (20201214.65524)
= Mar 11,2021 10:38:23 AM 00h 0Tm 04s 972 GB Data Back.. Snapshot Additional Information: | <ok
@ Mar 2, 2021 12.00:04 PM 00h01Tm 33s 972 GB Data Back.. Snapshot
] Mar 2, 2021 9:27:03 AM 00h 04m 13s 972 GB Data Back.. Snapshot Location: /hana/data/P01/mnt00001/
(] Feb 25,2021 1200:02PM 00h01m 03s 972 GB Data Back.. Snapshot
t - Service Size Name S EBID
p01 indexserver 9.56 GB hdb00003.0.. v hourly_2021-03-12T104054-4046416Z
p01 xsengine 192.11 .. hdb00002.0.. v hourly_2021-03-12T104054-40464167
~

Fir den Aktualisierungsvorgang wurde das aktuelle Backup vom 12. Marz verwendet. Im Abschnitt Backup-
Details wird die externe Backup-ID (EBID) fir dieses Backup aufgefihrt. Dies ist der Name der Snapshot
Kopie des entsprechenden Backup der Snapshot Kopie auf dem Azure NetApp Files Daten-Volume, wie in der
folgenden Abbildung dargestellt.

26


https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-performance-considerations

t-EastUS > p01-data-mnt00001 (mcScott-EastUS/mcScott-Premium/p01-data-mnt00001) 7
(mcScott-EastUS/mcScott-Premium/p01-data-mnt00001) | ... - X 1615545654786
Successful
Data Backup
~+ add snapshot O Refresh Snapshot
~ Mar 12, 2021 10:40:54 AM (UTC)
|/r:; bEar(h snapshots Mar 12, 2021 10:41:58 AM (UTC)
00h 01m 03s
Name T4 Location T, Created Ty 975 GB
e na
..(\94 hourly_2021-02-25T120001-8350005Z East US 02/25/2021, 11:59:37 AM it
E@j offline-20210226 East US 02/26/2021, 01:09:40 PM i Snapshot prefix: hourly
e Tools version: 5.0 Preview (20201214.65524)
.@ hourly__2021-03-02T092702-8909509Z East US 03/02/2021, 09:27:20 AM e :
< ation: | <ok ‘
:@j hourly_ 2021-03-02T120003-4067821Z East US 03/02/2021, 11:59:38 AM ne
o /hana/data/P01/mnt00001/
£~94 hourly_ 2021-03-11T103823-2185089Z East US 03/11/2021, 10:37:55 AM .
E:L): hourly_ 2021-03-11T120003-0695010Z East US 03/11/2021, 11:59:23 AM i e Size Name S EBID
Iy N e PO SIATEIE o T . erver 956 GB hdb00003.0.. v hourly 2021-03-12T104054-4046416Z
s R i : s 12021, Q2:26; ine 19211... hdbO0OZO... v hourly. 2021-03-12T10407¢ 40464167
:f'L\): hourly_ 2021-03-11T160002-44580987 East US 03/11/2021, 03:59:17 PM Siis
:(}): hourly_2021-03-11T200001-8577603Z East US 03/11/2021, 07:59:17 PM WL
~
:(9: hourly_ 2021-03-12T000001-7550954Z East US 03/11/2021, 11:59:51 PM L 2E7TE 8~ 08
1(91 hourly__2021-03-12T040001-5101399Z East US 03/12/2021, 03:59:16 AM e
:(9: hourly_ 2021-03-12T080001-57427247 East US 03/12/2021, 07:59:34 AM £
m hourly_ 2021-03-12T104054-4046416Z East US 03/12/2021, 10:40:26 AM s

Um den Aktualisierungsvorgang zu starten, wahlen Sie in der LSC-GUI die korrekte Konfiguration aus, und
klicken Sie dann auf Ausfiihren starten.

Monitor Libelle SystemCopy
Configurations + | ~ control
G al
al
Einai & REFOET HisTORY

~ Overall Progress

€ Start Execution x

w Tasks

Exscution

[Read SAR systam cetting: 2382 PM
A ErE Bl AT E 3 R B

LSC startet die Ausfliihrung der Aufgaben der Priifphase gefolgt von den konfigurierten Aufgaben der
Vorphase.
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~ Overall Progress

The execution is curri

¥ Tasks

2
| U Haime. Start ine End time Duration Prouress

Check Phase l‘

IRONMENT Read application semer ng 110:49:42 AM 00.00:02

RNEL -ChPDkS for SAP Kemal compatibility hatwee 110:48:47 AM 000003
|LCHECKSAPCOMPONENTS Iechecks the 5 ... 3012721 10.4351 AM i } 00.00.02
.LCHECKSTMSCDNFIG -|:|I9£'k the SAP STMS configuratio . 3112/21 10:49:54 AM 00:00:03 . 0%

Run several checks for SAP tabl

eck for the login to the SAP clients is ex
d check

1: Read application server st

Run geveral batch system related che.

Checks th tian of a SAP ABAP progr

Read SAP system
C4 and SEO6 Exp
4 and SE0G! Check and change client pr

s for post fasks

fent configurations

LTOOOCHBEXP 4 and SE0G Expont client configurations.
|tBUFRESE T1 P huffers after ch w client prote. |
.\.. [2ADD messsage 1o '«J\-%AF' users |
|LsEsiERE ¢ login screen information
LETJBSUSP pend bratch jobs by executing SA
|LUsERE: v Administration tables
LETJBEXP tant of Batch Johs tables
LETE £ 1ot 1ables for the STMS job for autamatic

Als letzter Schritt der Vorphase wird das Ziel-SAP-System gestoppt. In der folgenden Kopierungsphase
werden die im vorherigen Abschnitt beschriebenen Schritte ausgefuhrt. Zunachst wird die SAP HANA-
Zieldatenbank angehalten, und das alte Azure NetApp Files-Volume wird vom Betriebssystem abgehangt.

€ Display Task x

Tagk: ZSCCOPYSHUTDOWN Version: 0
Configuration Data

Iain Attributes

Comrment 202103121054384# fvn-ql1###sc-systen-refresh. sh: Stopping HANA datahase.

Category 20210312105436##¢vu-ql 1 ###ac-systen-refresh. sh: sapcontrol -nre®0 -fimetion StopSysten HDB
Execution Attributes 20210312105438#§#vu-qll##fsc-systen-refresh. sh: Wait until SAP HANA databasze is stopped ....
20210312105438#F#vm~-ql 1 ##4sc-sysven-refresh.sh: Sratus: GREEN
20210312105448###vu-qll###sc-systen-refresh. sh: Status: GREEN
20210312105458##8vm-qll##ssc-systen-refresh. sh: Status: GREEN

Cade 20210312105508#4 #vn-qll##¥ac-aysten-refresh.oh: Status: CORAY
20210312105508###vn-qll##s#sc-system-refresh. sh: SAP HANA database is stopped.
20210312105508###vu-gll###sc-systen-refresh. sh: LIC:success

Parameters
Return Codes

Execution Data

Statistics

2021-02-25 1240524
2021-02-25 130328
2021-03-02_08-56-30
2021-03-02_11-53-49
2021-03-11_10-53-43
2021-03-11_11-21-38
2021-03-11_11-42-47
2021-03-11_11-51-14
2021-03-11_14-37-16
202103-12_1049-18

Die Aufgabe ZAZACSNAPRESTORE erstellt dann aus der vorhandenen Snapshot Kopie des P01 Systems ein
neues Volume als Klon. Die folgenden zwei Bilder zeigen die Protokolle der Aufgabe in der LSC GUI und das
geklonte Azure NetApp Files Volume im Azure-Portal.
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S1op STORY
€ Display Task b4
(o)

Task: ZAZACSNAPRESTORE Version: 0

Configuration Data

hain Attributes
Camment

Category

Execution Attributes

Thiz build ([20201214.65524) iz 88 days old.

PREVIEWS ARE PROVIDED "AS-I3," "WITH ALL FAULTS,” AND "AS AVAILABLE,” AND
AFE EXCLUDED FROM THE SERVICE LEVEL AGREEMENTS AND LIMITED WARRANTY
httpa: //azure.nicrosoft. com/en—us/support/legal /previev-supplenental-terns,

Parameters
Return Codes
Code

Erecution Dot Checking state of ANF uolumes for SID 'BOL! ) )
Example mount instructions: sude mount -t nfs -o rw hard,rsize=1046576,wsize=1046576,vers=3,tcp 10.1.8.5: /p0l-data-unt00001l-rwclone-20210312-1056 J/mnt/p0l
Statistics

2021-02-25 12-05-24
2021-02-25_13-02-28
2021-03-02_08-56-30
2021-03-02 11-53-48
2021-03-11_10-53-48
2021-03-11_11:21-38
2021-03-11_11-42-47
2021-03-11_11-51-14
2021-03-11_14-37-16
20210312 10-49-18

Hit 0 of D

T L hEilE

Volumes « = pO1-data-mnt00001-rwclong-20210312-1056 (mcScott-EastUS/mcSco...

Volume

[\

« -+ Add volume ‘)3 Search (Ctrl+/) | « EG\ Resize / Edit @] Delete

N Essentials

4 Overview
|/C’ Search volumes

Rescurce group Capacity peol

H Activity lo
Name - 78 rg-mescott mcScott-Premium
- - . Access control {IAM) Mount path Pratocol type
& Taha-ni P 10.1.8.5:/p01-data-mnt00001-rwclone-20210... NFSvA.1
ags
p01-data-mnt00001 Subscription Location
< Pay-As-You-Go East US
pO1-data-mnt00001-rwclone-20210, Settings !
it . Subscription ID Service level
p01-log-mnt00001 i1l Properties 28cfc403-f3f6-4b07-9847-4eb161092870 Premium
p01-shared B Locks Quota Hide snapshot path
500 GiB No

01-data-mnt00001 i
i i Storage service Throughput MiB/s Security Style
01-log-mnt00001 32 Unix
i :l @ Mount instructions
Kerberos

Disabled

Virtual netwerk/subnet

401 -shared mecScott-SAP-vnet/ANF.sn

El Export policy
gb1-hana-data . Encryption key source
(C)

&2 Snpalions Microsoft Managed Key

gb1-hana-log

1| gl | ol il il il | g1 gl il il

|D Replication

Dieses neue Volume wird dann auf den Ziel-DB-Host gemountet und die Systemdatenbank wiederhergestellt —
mittels der Snapshot Kopie. Nach der erfolgreichen Recovery wird die SAP HANA-Datenbank automatisch
gestartet. Dieser Start der SAP HANA-Datenbank nimmt die meiste Zeit der Kopiephase in Anspruch. Die
verbleibenden Schritte sind normalerweise innerhalb weniger Sekunden oder einiger Minuten abgeschlossen,
unabhangig von der Grofte der Datenbank. Die folgende Abbildung zeigt, wie die Systemdatenbank mit von
SAP bereitgestellten Python Recovery-Skripten wiederhergestellt wird.
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Task: ZSCCOPYRECOVER Version: 0
Configuration Data

Ilain Attributes
Cornrnent

20210312105735###vn-glléddsc-systen-refresh. sh: RBecover system database.

Category 202103121057354§fvn-ql14#§#zc-systen-refresh. sh: Jfusr/sap/0L1/HDB20/exe,/Python/bin/python fust/sap/QL1HDB20/exs/python_support/recoversys.py —-command "R
Execution Attributes [140435354936256, 0.006] > starting recoverdys (at Fri Mar 12 10:57:35 2021)

e [140435384936256, 0.006] args: ()

[140435384936256, 0.006] keys: {'command': 'RECOVER DATA USING SNAPSHOT CLEAR LOG'}

using logfile fuse/fsap/QLL/HDBZ0/vm-gll/trace /backup. log

Cade recoverSys started: = =2021-03-12 10:57:35 ==

Return Codes

testing master: vm-gll
vm-gll is master
Statistics shutdown database, timeout is 120
20210225 1206524 s
- stop system on: vm-gll
20210225 1309-28 stopping system: 2021-03-12 10:57:36
2021-0302_08-56-30 stopped system: 2021-03-12 10:57:36
20210302 11-53-49 creating file recowerInstance. =gl
o restart. datahase
DG LeStart master nameserver: 2Z02Z1-03-12 10:57:41
202105311 _11-21-36 start system: vm-gll
2021-03-11_11-42-47 sapcontrol parameter: ['-function', 'Start']
2021-03-11_11-51-14 sepoontrol returned suocessfully: )
20010311 14-37-16 2021-03-12T10:58:12+00:00 PO0L4499 1782615d480 INFO RE_CUVER]}RECUVER DATA finished successfully

Execution Data

20210312 104918

DIRDEL iOS ! Delete contents of wark directory of 4 {3/1201 11:00:22 Ab 221 11:00:23 AM :EIEI 0o:01

Nach der Kopiephase wird der LSC mit allen definierten Schritten der Post-Phase fortgesetzt. Wenn die
Systemaktualisierung vollstadndig abgeschlossen ist, ist das Zielsystem wieder betriebsbereit und kann voll
genutzt werden. Mit diesem Lab-System betrug die Gesamtlaufzeit fir die Aktualisierung des SAP-Systems
etwa 25 Minuten, wovon die Kopiephase knapp 5 Minuten in Anspruch genommen hat.

~ Overall Progress

The execution has finished.

x| I

Hame Start ime: el time Prouress
|8P12 TemSe chen onsistencies 31221 1A026-AM 11:10.28 At {00:00:01 |
SEG1 Delete Lagin S forrmation 021 1110:29 AM 111:10:91 AM 000002 |m —
|SEB1. Modfy SAR login screen information. 312021 11:10,32 AM 21 11.10:32 &M loon o1
[SEB1. Restore Login Screen Information Bz 114033 Av 221 111095 AM looon0z
I SE38) Change variants for the ABAP rapor . (311221 11,1036 AM 301221 11,1038 A o002 [
|LTRFCCLR S5 Clear transactional RFC 13A2/721 11,10:38 AM BAZZ21 1110042 AM no0-00:03 R |
|CreLspEL [BDS4 Delste content of RFC Destination of . (#1221 111043 AM [Bn2E1 111045 A o002 |
iLTELS?MF‘ BOS4" Import clisnt sattings .34'|34':\ 111046 Ahd é"l?ﬂ'ﬂ 111047 A .UD 00:01 | . ]
|TBLSRESET [Refreh he table buflers for the tables impar | [3/12/21 111048 AM 3321 111050 A looooio2 : i)
|LEDIALECLIDEL \WEZD and WEZ1: Delete contents of DI an,_ 312021 111051 AM 131221 11:10:53 AW lononoz
EDIALECLIMP |WEZD and WE21! Import contents of EDl an . [3112/21 111054 AM /12721 111055 AM [oooo 1
[Reset table buft Jand ALE client dep . 312721 1111055 AM 131221 111057 AM looo0.02
|WEZD and WE21, Delste contents of EDlan, . 3712721 110,58 AM far2a1 111,01 A lnoom | ——————————
Impor contents of EDlan__ 111101 AM 131221 1111 14 AM oo 14 | ]
BnzET 11115 AM B2 1147 AN o001 | ———————
& mazimum runtime of dialig. 312021 111118 AM Bn2e1 111120 AM o000 0 . |
|SCCA" Import logical system names final set.. [B/12/21 111121 AM lBA2E 111 22 A0 o n) | ——————
[Reset SAP buffers afier changing chient piote 3221 111123 AM BAze1 111125 AM o000z |
[CUA : Gentral User Admmistration table delets 312721 11.11.26 AM 11521 1111 28 A0 logion.03 |
CUA - Central User Adrministration table import (412021 111129 AM 11221 11:11,30 AM o0 _—--
Resel table bulfer for Central User Administta, (311221 111131 AN 1372721 1111 33 AM o002 |
|BTIBREL |SE38 Release batch jobs by executing SAP. [3/12/21 1111-34 AM BN221 11130 A lono0.04

Wo finden Sie weitere Informationen und Versionsverlauf

Sehen Sie sich die folgenden Dokumente und/oder Websites an, um mehr tber die in
diesem Dokument beschriebenen Informationen zu erfahren:

* NetApp Produktdokumentation

"https://docs.netapp.com”
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Versionsverlauf

Version

Version 1.0

Datum

April 2022

Versionsverlauf Des Dokuments

Erste Version.

31



Copyright-Informationen

Copyright © 2025 NetApp. Alle Rechte vorbehalten. Gedruckt in den USA. Dieses urheberrechtlich geschiitzte
Dokument darf ohne die vorherige schriftiche Genehmigung des Urheberrechtsinhabers in keiner Form und
durch keine Mittel — weder grafische noch elektronische oder mechanische, einschliel3lich Fotokopieren,
Aufnehmen oder Speichern in einem elektronischen Abrufsystem — auch nicht in Teilen, vervielfaltigt werden.

Software, die von urheberrechtlich geschitztem NetApp Material abgeleitet wird, unterliegt der folgenden
Lizenz und dem folgenden Haftungsausschluss:

DIE VORLIEGENDE SOFTWARE WIRD IN DER VORLIEGENDEN FORM VON NETAPP ZUR VERFUGUNG
GESTELLT, D. H. OHNE JEGLICHE EXPLIZITE ODER IMPLIZITE GEWAHRLEISTUNG, EINSCHLIESSLICH,
JEDOCH NICHT BESCHRANKT AUF DIE STILLSCHWEIGENDE GEWAHRLEISTUNG DER
MARKTGANGIGKEIT UND EIGNUNG FUR EINEN BESTIMMTEN ZWECK, DIE HIERMIT
AUSGESCHLOSSEN WERDEN. NETAPP UBERNIMMT KEINERLEI HAFTUNG FUR DIREKTE, INDIREKTE,
ZUFALLIGE, BESONDERE, BEISPIELHAFTE SCHADEN ODER FOLGESCHADEN (EINSCHLIESSLICH,
JEDOCH NICHT BESCHRANKT AUF DIE BESCHAFFUNG VON ERSATZWAREN ODER
-DIENSTLEISTUNGEN, NUTZUNGS-, DATEN- ODER GEWINNVERLUSTE ODER UNTERBRECHUNG DES
GESCHAFTSBETRIEBS), UNABHANGIG DAVON, WIE SIE VERURSACHT WURDEN UND AUF WELCHER
HAFTUNGSTHEORIE SIE BERUHEN, OB AUS VERTRAGLICH FESTGELEGTER HAFTUNG,
VERSCHULDENSUNABHANGIGER HAFTUNG ODER DELIKTSHAFTUNG (EINSCHLIESSLICH
FAHRLASSIGKEIT ODER AUF ANDEREM WEGE), DIE IN IRGENDEINER WEISE AUS DER NUTZUNG
DIESER SOFTWARE RESULTIEREN, SELBST WENN AUF DIE MOGLICHKEIT DERARTIGER SCHADEN
HINGEWIESEN WURDE.

NetApp behalt sich das Recht vor, die hierin beschriebenen Produkte jederzeit und ohne Vorankindigung zu
andern. NetApp Ubernimmt keine Verantwortung oder Haftung, die sich aus der Verwendung der hier
beschriebenen Produkte ergibt, es sei denn, NetApp hat dem ausdrticklich in schriftlicher Form zugestimmit.
Die Verwendung oder der Erwerb dieses Produkts stellt keine Lizenzierung im Rahmen eines Patentrechts,
Markenrechts oder eines anderen Rechts an geistigem Eigentum von NetApp dar.

Das in diesem Dokument beschriebene Produkt kann durch ein oder mehrere US-amerikanische Patente,
auslandische Patente oder anhangige Patentanmeldungen geschutzt sein.

ERLAUTERUNG ZU ,RESTRICTED RIGHTS*: Nutzung, Vervielfaltigung oder Offenlegung durch die US-
Regierung unterliegt den Einschrankungen gemaf Unterabschnitt (b)(3) der Klausel ,Rights in Technical Data
— Noncommercial ltems* in DFARS 252.227-7013 (Februar 2014) und FAR 52.227-19 (Dezember 2007).

Die hierin enthaltenen Daten beziehen sich auf ein kommerzielles Produkt und/oder einen kommerziellen
Service (wie in FAR 2.101 definiert) und sind Eigentum von NetApp, Inc. Alle technischen Daten und die
Computersoftware von NetApp, die unter diesem Vertrag bereitgestellt werden, sind gewerblicher Natur und
wurden ausschlie3lich unter Verwendung privater Mittel entwickelt. Die US-Regierung besitzt eine nicht
ausschlieBliche, nicht Gbertragbare, nicht unterlizenzierbare, weltweite, limitierte unwiderrufliche Lizenz zur
Nutzung der Daten nur in Verbindung mit und zur Unterstitzung des Vertrags der US-Regierung, unter dem
die Daten bereitgestellt wurden. Sofern in den vorliegenden Bedingungen nicht anders angegeben, durfen die
Daten ohne vorherige schriftliche Genehmigung von NetApp, Inc. nicht verwendet, offengelegt, vervielfaltigt,
geandert, aufgefiihrt oder angezeigt werden. Die Lizenzrechte der US-Regierung fir das US-
Verteidigungsministerium sind auf die in DFARS-Klausel 252.227-7015(b) (Februar 2014) genannten Rechte
beschrankt.

Markeninformationen

NETAPP, das NETAPP Logo und die unter http://www.netapp.com/TM aufgefihrten Marken sind Marken von
NetApp, Inc. Andere Firmen und Produktnamen kénnen Marken der jeweiligen Eigentiimer sein.

32


http://www.netapp.com/TM\

	Automatisierung von SAP-Systemkopievorgängen mit Libelle SystemCopy : NetApp solutions for SAP
	Inhalt
	Automatisierung von SAP-Systemkopievorgängen mit Libelle SystemCopy
	TR-4929: Automatisierung von Kopiervorgängen für SAP-Systeme mit Libelle SystemCopy
	Applikationsintegrierter Snapshot-Kopiervorgang
	Externe Backups und/oder Disaster Recovery-Datenreplizierung
	Beliebige Snapshot Kopien für SAP Systemkopien oder Klonvorgänge verwenden
	Automatisierung mit Integration
	Libelle SystemCopy
	Anwendungsfälle für SAP-Systemaktualisierung und Klonen

	Systemaktualisierung für SAP HANA mit LSC und SnapCenter
	Überblick
	Voraussetzungen und Einschränkungen
	Laboreinrichtung
	Erste Schritte zur Einmaligen Vorbereitung für Libelle SystemCopy
	SAP HANA-Systemaktualisierungsvorgang

	Systemaktualisierung für SAP HANA mit LSC, AzACSnap und Azure NetApp Files
	Voraussetzungen und Einschränkungen
	Laboreinrichtung
	Erste, einmalige Vorbereitungsschritte
	SAP HANA-Systemaktualisierungsvorgang

	Wo finden Sie weitere Informationen und Versionsverlauf
	Versionsverlauf



