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Backup-Replizierung mit SnapVault

Ubersicht - Backup-Replikation mit SnapVault

Im Lab-Setup verwenden wir ein zweites FSX fur ONTAP-Filesystem in einer zweiten
AWS-Verfugbarkeitszone, um die Backup-Replizierung fur das HANA-Datenvolumen zu
prasentieren.

Wie in Kapitel erlautert”,Datensicherungsstrategie

“' muss das Replikationsziel ein zweites FSX fur ONTAP-

Dateisystem in einer anderen Verfugbarkeitszone sein, um vor einem Ausfall des primaren FSX fir ONTAP-
Dateisystems geschuitzt zu werden. Aul3erdem sollte das gemeinsame HANA-Volume auf das sekundare FSX
fir das ONTAP-Dateisystem repliziert werden.

AWS Availability Zone 1

hana-1 HXHANA SnapCenter
PFX - single host = =
MDC single tenant -
HANA plug-in
LI

SVM: sapcc-hana-svm
SnapVault

AWS Availability Zone 2

SVM: sapcc-backup-target-zone5

~ Backup

BEy,

Log
Backup

FSxN

Ubersicht iiber die Konfigurationsschritte

BEIE] II.

FSxN

Es gibt einige Konfigurationsschritte, die auf der FSX fir ONTAP-Ebene ausgefiihrt werden missen. Dies Iasst
sich entweder mit NetApp Cloud Manager oder Uber die Befehlszeile des FSX flir ONTAP durchfiihren.

1.

Peer-FSX fiur ONTAP-Filesysteme FSX fur ONTAP-Dateisysteme miissen peed werden, um eine

Replizierung zwischen beiden zu ermdoglichen.

Peer-SVMs: SVMs mussen Peering durchgeflhrt werden, um eine Replizierung zwischen den beiden

SVMs zu ermdglichen.

Erstellen eines Ziel-Volumes Erstellung eines Volumes in der Ziel-SVM mit Volume-Typ DP. Typ DP Muss

als Ziel-Volume fir die Replikation verwendet werden.

SnapMirror-Richtlinie erstellen Dies wird verwendet, um eine Policy fir Replikation mit Typ zu erstellen

vault.

a. Flgen Sie eine Regel zur Richtlinie hinzu. Die Regel enthalt das SnapMirror-Etikett und die
Aufbewahrung fur Backups am sekundaren Standort. Sie missen dasselbe SnapMirror-Label spater in
der SnapCenter-Richtlinie konfigurieren, damit SnapCenter Snapshot-Backups auf dem Quell-Volume

mit diesem Etikett erstellt.


fsxn-snapcenter-architecture.html#data-protection-strategy

5. SnapMirror Beziehung erstellen Definiert die Replikationsbeziehung zwischen dem Quell- und dem Ziel-
Volume und fligt eine Richtlinie hinzu.

6. SnapMirror initialisieren. Damit wird die erste Replikation gestartet, bei der die vollstandigen Quelldaten auf
das Ziel-Volume Ubertragen werden.

Wenn die Konfiguration der Volume-Replikation abgeschlossen ist, missen Sie die Backup-Replikation in
SnapCenter wie folgt konfigurieren:

1. Fugen Sie die Ziel-SVM zu SnapCenter hinzu.
2. Erstellen einer neuen SnapCenter-Richtlinie fir Snapshot Backup und SnapVault-Replizierung
3. Fugen Sie die Richtlinie zu HANA-Ressourcenschutz hinzu.

4. Sie kénnen jetzt Backups mit der neuen Richtlinie ausfihren.

In den folgenden Kapiteln werden die einzelnen Schritte detaillierter beschrieben.

Konfigurieren Sie Replikationsbeziehungen auf FSX fur
ONTAP-Dateisysteme

Weitere Informationen zur SnapMirror Konfigurationsoptionen finden Sie in der ONTAP-
Dokumentation unter "SnapMirror Replizierungs-Workflow (netapp.com)".

* Quell-FSX fir ONTAP Dateisystem: FsxId00fa9e3c784b6abbb
* Quell-SVM: sapcc-hana-svm
* Ziel-FSX fir ONTAP Dateisystem: FsxId05f7f00af49dc7a3e

* Ziel-SVM: sapcc-backup-target-zone5

Peer-FSX fur ONTAP-Filesysteme


https://docs.netapp.com/us-en/ontap/data-protection/snapmirror-replication-workflow-concept.html

FsxId00fa9%9e3c784b6abbb: :> network interface show -role intercluster

Logical Status Network Current Current
Is
Vserver Interface Admin/Oper Address/Mask Node Port
Home

FsxId00fa9%e3c784bo6abbb
inter 1 up/up
FsxId00fa%e3c784b6abbb-01

10.1.1.57/24

ele
true
inter 2 up/up 10.1.2.7/24
FsxId00fa%e3c784bbabbb-02
ele
true
2 entries were displayed.
FsxId05f7f00af49dc7a3e: :> network interface show -role intercluster
Logical Status Network Current Current
Is
Vserver Interface Admin/Oper Address/Mask Node Port
Home
FsxId05£f7f00af49dc7a3e
inter 1 up/up 10.1.2.144/24
FsxId05£7£f00af49dc7a3e-01
ele
true
inter 2 up/up 10.1.2.69/24
FsxId05£7f00afd49dc7a3e-02
ele

true
2 entries were displayed.



FsxId05f7f00af49dc7a3e::> cluster peer create -address-family ipv4 -peer
-addrs 10.1.1.57, 10.1.2.7

Notice: Use a generated passphrase or choose a passphrase of 8 or more
characters. To ensure the authenticity of the peering relationship, use a
phrase or sequence of characters that would be hard to guess.

Enter the passphrase:

Confirm the passphrase:

Notice: Now use the same passphrase in the "cluster peer create" command
in the other cluster.

@ peer-addrs Sind Cluster-IPs des Ziel-Clusters.

FsxId00fa9%e3c784bbabbb::> cluster peer create -address-family ipv4 -peer

-addrs 10.1.2.144, 10.1.2.69

Notice: Use a generated passphrase or choose a passphrase of 8 or more

characters. To ensure the authenticity of the peering relationship, use a
phrase or sequence of characters that would be hard to guess.

Enter the passphrase:

Confirm the passphrase:

FsxId00fa9%e3c784b6abbb: :>

FsxId00fa%e3c784bbabbb: :> cluster peer show

Peer Cluster Name Cluster Serial Number Availability

Authentication

FsxId05£7£00af49dc7a3e 1-80-000011 Available ok
Peer-SVMs

FsxId05f7£00af49dc7a3e: :> vserver peer create -vserver sapcc-backup-
target-zoneb -peer-vserver sapcc-hana-svm -peer-cluster
FsxId00fa%9e3c784bbabbb -applications snapmirror

Info: [Job 41] 'vserver peer create' job queued

FsxId00fa9%e3c784b6abbb: :> vserver peer accept -vserver sapcc-hana-svm
—-peer-vserver sapcc-backup-target-zoneb
Info: [Job 960] 'vserver peer accept' job queued



FsxId05f7f00af49dc7a3e: :> vserver peer show

Peer Peer Peering
Remote
Vserver Vserver State Peer Cluster Applications
Vserver

sapcc-backup-target-zoneb
peer-source-cluster
peered FsxId00fa%e3c784b6abbb
snapmirror
sapcc-hana-svm

Erstellen eines Ziel-Volumes

Sie mussen das Ziel-Volume mit dem Typ erstellen DP So markieren Sie es als Replikationsziel.

FsxId05£f7f00af49dc7a3e: :> volume create -vserver sapcc-backup-target-zoneb
-volume PFX data mnt00001 -aggregate aggrl -size 100GB -state online
-policy default -type DP -autosize-mode grow shrink -snapshot-policy none
-foreground true -tiering-policy all -anti-ransomware-state disabled

[Job 42] Job succeeded: Successful

SnapMirror-Richtlinie erstellen

Die SnapMirror-Richtlinie und die hinzugefligte Regel definieren die Aufbewahrung und das SnapMirror-Etikett,
um die zu replizierenden Snapshots zu identifizieren. Wenn Sie die SnapCenter-Richtlinie spater erstellen,
mussen Sie dasselbe Etikett verwenden.

FsxId05f7£f00af49dc7a3e::> snapmirror policy create -policy snapcenter-
policy -tries 8 -transfer-priority normal -ignore-atime false -restart
always —-type vault -vserver sapcc-backup-target-zoneb

FsxId05f7f00af49dc7a3e: :> snapmirror policy add-rule -vserver sapcc-
backup-target-zone5 -policy snapcenter-policy -snapmirror-label
snapcenter -keep 14



FsxId00fa9%e3c784b6abbb: :> snapmirror policy showVserver Policy
Policy Number Transfer
Name Name Type Of Rules Tries Priority Comment

FsxId00fa%e3c784b6abbb

snapcenter-policy vault 1 8 normal -
SnapMirror Label: snapcenter Keep: 14
Total Keep: 14

SnapMirror Beziehung erstellen

Jetzt wird die Beziehung zwischen dem Quell- und dem Ziel-Volume sowie der Typ XDP und der zuvor
erstellten Richtlinie definiert.

FsxId05f7f00af49dc7a3e: :> snapmirror create -source-path sapcc-hana-
svm:PFX data mnt00001 -destination-path sapcc-backup-target-
zone5:PFX data mnt00001 -vserver sapcc-backup-target-zone5 -throttle
unlimited -identity-preserve false -type XDP -policy snapcenter-policy
Operation succeeded: snapmirror create for the relationship with
destination "sapcc-backup-target-zone5:PFX data mnt00001".

SnapMirror initialisieren

Mit diesem Befehl wird die erste Replikation gestartet. Bei diesem Vorgang werden alle Daten vom Quell-
Volume auf das Ziel-Volume Ubertragen.

FsxId05f7f00af49dc7a3e::> snapmirror initialize -destination-path sapcc-
backup-target-zone5:PFX data mnt00001 -source-path sapcc-hana-
svm:PFX data mnt00001

Operation is queued: snapmirror initialize of destination "sapcc-backup-
target-zoneb5:PFX data mnt00001".

Sie kdnnen den Status der Replikation mit GUberprifen snapmirror show Befehl.



FsxId05f7£00af49dc7a3e: :> snapmirror show

Progress

Source Destination Mirror Relationship Total

Last

Path Type Path State Status Progress Healthy
Updated

sapcc-hana-svm:PFX data mnt00001
XDP sapcc-backup-target-zone5:PFX data mnt00001
Uninitialized
Transferring 1009MB true
02/24 12:34:28

FsxId05f7f00af49dc7a3e: :> snapmirror show

Progress

Source Destination Mirror Relationship Total

Last

Path Type Path State Status Progress Healthy
Updated

sapcc-hana-svm:PFX data mnt00001
XDP sapcc-backup-target-zone5:PFX data mnt00001
Snapmirrored
Idle = true -

Fugen Sie eine Backup-SVM zu SnapCenter hinzu
So fugen Sie eine Backup-SVM zu SnapCenter hinzu:

1. Konfigurieren Sie die SVM, auf der sich das SnapVault Ziel-Volume in SnapCenter befindet.

® = ©- 2sadmin  SnapCenterAdmin

FINetApp SnapCenter®
'ONTAP Storage

Add Storage System

Add Storage System @

Storage System  sapcc backup arget zones,

ONTAP Storage Connections

Name I

&
h

£ More Options : Platfort




2. Wahlen Sie im Fenster Weitere Optionen als Plattform All-Flash-FAS aus, und wahlen Sie Sekundar aus.

More Options X
Platform | All Flash FAS - Secondary @
Protocol | HTTPS -
Port = 443
Timeout 60 seconds (1 )
(J pPreferred IP (7]

Save Cancel

Die SVM ist jetzt in SnapCenter verfugbar.

I NetApp SnapCenter® 2 scadmin  SnapCenterAdmin [ Sign Out
‘ ONTAP Storage

: o EE 3

©  Resources ONTAP Storage Connections

£ Monitor O Name JES Cluster Name User Name Platform Controller License
O sapcc-backup-target-zone5s 10.1.2.31 vsadmin AFF Not applicable

ﬁ]ﬁ Reports
[l sapcc-hana-svm 198.19.255.9 vsadmin AFF v

.—'-. Hosts

:—l Storage Systems

== Settings

A Aerts

Erstellen einer neuen SnapCenter-Richtlinie fur Backup-
Replizierung

Sie mussen eine Richtlinie fur die Backup-Replikation wie folgt konfigurieren:

1. Geben Sie einen Namen fir die Richtlinie ein.

pCenterAdmin 1 Sign Out

M NetApp SnapCenter®

Name i BackupT, Schedule Type Replication
D wonttor & pType yPe o
BlockintegrityCheck File Based Backup Weekly
MR
@il Reports
Localsnap Data Backup Hourly
& Hosts
1 Storage System:
I Setings
A Aerts

2. Wahlen Sie Snapshot Backup und eine Zeitplanfrequenz aus. Fur die Backup-Replizierung wird taglich



verwendet.

New SAP HANA Backup Policy x

Provide a policy name

2

w

un

Settings Policy name LocalSnapAndSnapVault (]
Details Replication to backup volume

Retention L

Replication

Summary

3. Wahlen Sie die Aufbewahrung fir die Snapshot-Backups aus.

New SAP HANA Backup Policy x

o Name Select backup settings

2 Settings Backup Type ® Snapshot Based O File-Based @

3
3

4

5

Retention
Schedule Frequency

Replicatien Select how often you want the schedules to occur in the policy. The specific times are set at backup job creation enabling you to

stagger your start times.

summary O On demand

O Hourly
® Daily
O Weekly

O Monthly

Dies ist die Aufbewahrung flr die taglichen Snapshot Backups, die im primaren Storage erstellt wurden.
Die Aufbewahrung fir sekundéare Backups auf dem SnapVault-Ziel wurde bereits mit dem Befehl ,Add rule®
auf der ONTAP-Ebene konfiguriert. Siehe ,Konfigurieren von Replikationsbeziehungen auf FSX flr
ONTAP-Dateisysteme® (xref).

New SAP HANA Backup Policy X
o faie Retention settings
o Satlil Dally retention settings

® Total h i -
@ Total Snapshot coples to keep : 3 (i ]

4

5

O Keep Snapshot coples for 14 days
Replication

Summary

4. Wahlen Sie das Feld SnapVault aktualisieren aus, und geben Sie eine benutzerdefinierte Bezeichnung an.

Dieses Etikett muss mit der SnapMirror-Bezeichnung im Ubereinstimmen add rule Befehl auf ONTAP-
Ebene.



New SAP HANA Backup Policy %

o Plame Select secondary replication options @

o Settings [ Update SnapMirror after creating a local Snapshot copy.
o Retention Update SnapVauit after creating a local Snapshot copy.
Secondary policy label Custom Label - 0
4 Replication
snapcented
5 Summar
Y Error retry count 3 i}

New SAP HANA Backup Policy X

o LS Summary

o Settings Policy name LocalSnapAndSnapVault

© retention

o Replication Schedule Type Dally

Daily backup retention Total backup coples to retain: 3
5 Summary - ) ) )
Replication snapVault enabled , Secondary policy label; Custom Label : snapcenter , Error retry

count: 3

Details Replication to backup volume

Backup Type Snapshot Based Backup

Die neue SnapCenter-Richtlinie ist jetzt konfiguriert.

M NetApp SnapCenter® 2 scadmin  SnapCenterAdmin @ Sign Out
GlobalSettings ~ Polides  UsersandAccess  Roles  Credential  Software

< ——
SAP HANA

Dashboard =

§

@ Resources Deiee
Name S BackupType Schedule Replication

D Monitor 15 P Type lule Type pl
BlockintegrityCheck File Based Backup Weekly

& Reports
Localsnap Data Backup Hourly

& Hosts LocalSnapAndSnapVault Data Backup Dally SnapVault

8 Storage Systems.

IE Settings

Fugen Sie eine Richtlinie zum Ressourcenschutz hinzu

Sie mussen die neue Richtlinie der HANA-Ressourcenschutzkonfiguration hinzufligen,
wie in der folgenden Abbildung dargestellt.

M NetApp SnapCenter® L scadmin  SnapCenterAdmin @ Sign Out

SAP HANA - PFX Topology X | Multitenant Database Container - Protect

L System

Manage Copies

PRX Primary Backup(s) c ° e A 5

search Resource Application Settings Policies Notification Summary

Backup Name
Select one or more policies and configure schedules
SnapCenter_hana-1_LocalSnap_Hourly_02-

24-2022_14.00.03.6698 LocalSnap, BlockintegrityCheck ~ + O

SnapCenter_hana-1_LocalSnap_Hourly_02- v Localsnap
24-2022.08.00.02.2808

v BlockintegrityCheck s
SnapCenter_hana-1_Localsnap_Hourly_02- LocalsnapAndsnapVault
i il Sl 15chedules Configure Schedules
STRRCETET NN oA s HOUTy 02 BlockintegrityCheck Weekly: Run on days: Sunday e || =
23022 0,00.02:3780 Localsnap Hourly: Repeat every 6 hours e || =
SnapCenter_hana-1_Localsnap_Hourly_02
232022 14.00.05.4361
SnapCenter_hana-1_Localsnap_Hourly_02- Total 2

22-2022_20.00.01.4482

SnapCenter_hana-1_LocalSnap_Hourly_02
22-2022.14.00.02.8713
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Ein taglicher Zeitplan wird in unserem Setup festgelegt.

I NetApp SnapCenter®

SAP HANA

PFXTopology

Manage Copies
Primary Backup(s)

search

Backup Name

SnapCenter_hana-1 LocalSnap_Hourly_02-

24-2022_14.00.03.6698

SnapCenter_hana-1_LocalSnap_Hourly_02-

24-2022_08.00.02.2808

SnapCenter_hana-1_LocalSnap_Hourly_02-

24-2022.02.00.02.1758

SnapCenter_hana-1_LocalSnap_Hourly_02-

23-2022.20.00.02.3280

SnapCenter_hana-1_LocalSnap_Hourly_02-

23-2022.14.00.05.4361

SnapCenter_hana-1_LocalSnap_Hourly_02-

X | Multitenant Database Container - Protect

Resource  Application Settings Policies

n  SnapCenterAdmin [ Sign Out

X

@ & 4 : e

Notification Summary

Select one or more policies and configure schedules

LocalSnap, BlockintegrityCheck, LocalSnapAi ~ + |0

Configure schedules for selected policies

Policy l:  Applied Schedules Configure Schedules
BlockintegrityCheck Weekly: Run on days: Sunday s x

Localsnap Hourly: Repeat every 6 hours s x
LocalSnapAndsnapVault Dally: Repeat every 1 days s x

Total 3

22-2022.20.00.01.4482

SnapCenter_hana-1_LocalSnap_Hourly_02-
22:2022.14.00.02.8713

Erstellen Sie ein Backup mit Replikation
Ein Backup wird auf dieselbe Weise wie eine lokale Snapshot Kopie erstellt.

Um ein Backup mit Replikation zu erstellen, wahlen Sie die Richtlinie aus, die die Backup-Replikation enthalt,
und klicken Sie auf Backup.

Backup #

Create a backup for the selected resource

Resource Name PEX

Policy LocalSnapAndSnapVault ~| @

Im Jobprotokoll von SnapCenter wird der Schritt sekundare Aktualisierung angezeigt, der einen SnapVault-

11



Aktualisierungsvorgang initiiert. Replizierung hat geanderte Blécke vom Quell-Volume auf das Ziel-Volume
repliziert.

12



Job Details X

Backup of Resource Group 'hana-1_hana_MDC_PFX' with policy 'LocalSnapAndSnapVault'
w ¥ Hackup O Hesource Lroup nana-1_nana_MuUL_FEX With policy ‘LocalbnapAndsnapvault

« ¥ hana-
4 ¥ Backup
» Validate Dataset Parameters
» Validate Plugin Parameters
* Complete Application Discovery
» Initialize Filesystem Plugin
» Discover Filesystem Resources
» Validate Retention Settings
b Quiesce Application
* Quiesce Filesystem
* Create Snapshot

b UnQuiesce Filesystem

v

v

L

v

L4

v

4

L4

v

v

v * UnQulesce Application
L4 b Get Snapshot Detalls

L b Get Filesystem Meta Data
v * Finalize Filesystern Plugin

v b Collect Autosupport data

vy » Register Backup and Apply Retention
e * Register Snapshot attributes
v » Application Clean-Up

»* » Data Collection

v b Agent Finallze Workflow

v

¥ (Job 49 ) SnapVault update

@ Task Name: Secondary Update Start Time: 02/24/2022 3:14:37 PM End Time: 02/24/2022 3:14:46 PM =
| View Logs | Cancel job | Close

Auf dem FSX flir ONTAP Filesystem wird ein Snapshot auf dem Quell-Volume mit dem SnapMirror Label

13



erstellt. snapcenter, Wie in der SnapCenter-Richtlinie konfiguriert.

FsxId00fa%e3c784bbabbb::> snapshot show -vserver sapcc-hana-svm -volume
PFX data mnt00001 -fields snapmirror-label
vserver volume snapshot

snapmirror-label

sapcc-hana-svm PFX data mnt00001 SnapCenter hana-1 LocalSnap Hourly 03-31-
2022 13.10.26.5482 -

sapcc-hana-svm PFX data mnt00001 SnapCenter hana-1 LocalSnap Hourly 03-31-
2022 14.00.05.2023 -

sapcc-hana-svm PFX data mnt00001 SnapCenter hana-1 LocalSnap Hourly 04-05-
2022 08.00.06.3380 -

sapcc-hana-svm PFX data mnt00001 SnapCenter hana-1 LocalSnap Hourly 04-05-
2022 14.00.01.6482 -

sapcc-hana-svm PFX data mnt00001 SnapCenter hana-1 LocalSnap Hourly 04-14-
2022 20.00.05.0316 -

sapcc-hana-svm PFX data mnt00001 SnapCenter hana-1 LocalSnap Hourly 04-28-
2022 08.00.06.3629 -

sapcc-hana-svm PFX data mnt00001 SnapCenter hana-1 LocalSnap Hourly 04-28-
2022 14.00.01.7275 -

sapcc-hana-svm PFX data mnt00001 SnapCenter hana-

1 LocalSnapAndSnapVault Daily 04-28-2022 16.21.41.5853

snapcenter
8 entries were displayed.

Auf dem Ziel-Volume wird eine Snapshot Kopie mit demselben Namen erstellt.

FsxId05£f7f00af49dc7a3e: :> snapshot show -vserver sapcc-backup-target-zoneb
-volume PFX data mnt00001 -fields snapmirror-label
vserver volume snapshot

snapmirror-label

sapcc-backup-target-zone5 PFX data mnt00001 SnapCenter hana-
1 LocalSnapAndSnapVault Daily 04-28-2022 16.21.41.5853 snapcenter
FsxId05£f7f00af49dc7a3e: :>

Auch das neue Snapshot-Backup ist im HANA-Backup-Katalog enthalten.
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Backup Catalog

Database: |SYSTEMDB

[ Show Log Backups [] Show Delta Backups

Backup Details
ID:
Status:

Backup Type:

Started

Apr 28, 2022, 4:22:06 PM
Apr 28, 2022, 2:00:26 PM
Apr 28, 2022, 8:00:35 AM
Apr 15, 2022, 5:00:44 PM
Apr 14, 2022, 8:00:32 PM
Apr 5, 2022, 2:00:29 PM
Apr 5, 2022, 8:00:

Mar 31, 2022, 2
Mar 31, 2022, 1:
Feb 22, 2022, 12:55:21 PM

o e
c

Destination Type:

Duration Size Backup Type Destination Ty...

00h 00m 15s 5.50 GB Data Backup Snapshot Started:
00h 00m 15s 5.50 GB Data Backup Snapshot Finished:
00h 00m 15s 5.50 GB Data Backup Snapshot Duration:
00h 06m 59s 5.50 GB Data Backup Snapshot Size:

00h 00m 16s 5.50 GB Data Backup Snapshot Throughput:
00h 00m 15s 5.50 GB Data Backup Snapshot

00h 00m 155 550GB Data Backup Snapshot System P
00h 00m 155 5.50 GB Data Backup Snapshot Comment:
00h 00m 165 5.50 GB Data Backup Snapshot

00h 00m 21s 3.56 GB Data Backup File

1651162926424

Successful

Data Backup

Snapshot

Apr 28, 2022, 4:22:06 PM (UTC)
Apr 28, 2022, 4:22:21 PM (UTC)
00h 00m 155

5.50 GB

na.

SnapCenter_hana-1_LocalSnapAndSnapVault_Daily_04-28-2022_16.21.41.5853

Additional Information:

<ok>

Location: /hana/data/PFX/mnt00001/
Host Service Size Name Source Type EBID
hana-1 nameserver 5.50 GB hdb00001 volume SnapCent...

In SnapCenter kénnen Sie die replizierten Backups auflisten, indem Sie in der Topologieansicht auf Vault

Kopien klicken.

M NetApp SnapCenter®

SAP HANA -

Search databases

Lo

System

PRX

PRXTopology

Manage Copies

| 8Backups

=
=

0 Clones

Local coples

Vault coples
Secondary Vault Backup(s)
search v

Backup Name.

SnapCenter_hana-1_LocalSnapAndSnapVault_Daily_04-28-2022_16.21.41.5853

@ = ©- sadmin  SnapCenterAdmin  ¥SignOut

X

Esckupow

[>)

Production

’ (1)

o
Moty et

M

Summary Card

10 Backups
9 Snapshot besed backups
1 FileBase bckup X

0 Clones

Count 5 End Date

1 04/28/2022 4:22:40 PM 14

Wiederherstellung im Sekundar-Storage

Fuhren Sie die folgenden Schritte aus, um im Sekundarspeicher wiederherzustellen und
eine Wiederherstellung durchzufihren:

Um die Liste aller Backups auf dem sekundaren Storage abzurufen, klicken Sie in der Ansicht SnapCenter
Topology auf Vault Kopien, wahlen Sie dann ein Backup aus und klicken Sie auf Wiederherstellen.

M NetApp SnapCenter®

SAP HANA -

Search databases

JEL

>

PRX Topology

Manage Copies

- f8ckups
—
== 0Clones
Local copies
1 Backup
@ oo
Vault copies

Secondary Vault Backup(s)

search g

Backup Name

SnapCenter_hana-1_LocalSnapAndSnapVault_Daily_04-28-2022_16.21.41.5853

@ = @- ALscadmin  SnapCenterAdmin ¥ Sign Out

X

Backupow,

[>)

Procucion

’ (i)

Summary Card
10 Backups
o Snspenot s bacups
1 Fie Based backup %

0 Clones

w4

Cone Rtz

Count IF End Date

1 04/28/2022 4:22:40 PM 14

Das Dialogfeld Wiederherstellen zeigt die sekundaren Speicherorte an.
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Restore from SnapCenter_hana-1_LocalSnapAndSnapVault_Daily_04-28-2022_16.21.41.5853 X

2 Recovery scope ® Complete Resource @

O Tenant Database
3 PreOps
Choose archive location
4 PostOps

SepeEhana-auTL PR data TtaBaat sapcc-backup-target-zone5:PFX_data_mnt00 ~

5 Notification

6 Summary

The newer tenants added on the host after the backup was created cannot be restored and will be lost after restore operation.

Configure an SMTP Server to send email notifications for Restore jobs by going to Settings>Global Settings=Notification Server Settings.

Weitere Restore- und Recovery-Schritte sind mit denen identisch, die bei einem Snapshot Backup im
Primarspeicher besprochen wurden.
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