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Backup, Restore und Disaster Recovery

Technischer Bericht: SAP HANA Backup and Recovery with
SnapCenter

Schutzen Sie SAP HANA-Systeme mit SnapCenter iUber ONTAP, Azure NetApp Files
und FSx fiir ONTAP hinweg.

Schutzen Sie SAP HANA-Systeme mit NetApp SnapCenter mithilfe von Snapshot-
basierten Backups und Datenreplikation. Diese Losung umfasst die Konfiguration von
SnapCenter sowie bewahrte Vorgehensweisen fur den Betrieb von SAP HANA-Systemen
auf ONTAP AFF und ASA -Systemen, Azure NetApp Files und Amazon FSx fur ONTAP,
einschliel3lich Backup-Strategien, Konsistenzprufungen und Wiederherstellungs-
Workflows.

Autor: Nils Bauer, NetApp

Weitere anwendungsspezifische Details zu SAP-Systemaktualisierungsvorgangen und SAP-HANA-
Systemreplikation finden Sie unter:

« "Automatisierung von SAP HANA Systemkopie und Klonvorgangen mit SnapCenter"

+ "SAP HANA System Replication — Backup und Recovery mit SnapCenter"

Die besten Vorgehensweisen fur die Kombination von SnapCenter -Datenschutz und NetApp SnapMirror
ActiveSync werden beschrieben in

* "SAP HANA-Datenschutz und hohe Verflugbarkeit mit SnapCenter SnapMirror Active Sync und VMware
Metro Storage Cluster"

Zusatzliche plattformspezifische Dokumentationen zu Best Practices sind verfligbar unter

+ "SAP HANA-Datenschutz mit SnapCenter mit VMware VMFS und NetApp ASA -Systemen"

* "SAP HANA auf Amazon FSX flir NetApp ONTAP — Backup und Recovery mit SnapCenter"

* "SAP HANA Datensicherung auf Azure NetApp Files with SnapCenter (Blog und Video)"

« "SAP Systemaktualisierung und Klonvorgange auf Azure NetApp Files mit SnapCenter (Blog und Video)"

Erfahren Sie mehr liber den SAP HANA-Datenschutz mit der NetApp Snapshot-
Technologie.

Erfahren Sie, wie die NetApp Snapshot-Technologie SAP HANA-Datenbanken mit
Backups schutzt, die unabhangig von der Datenbankgrofe in wenigen Minuten
abgeschlossen sind. Lernen Sie Backup- und Wiederherstellungsstrategien kennen, die
Snapshot-Kopien, SnapRestore fur eine schnelle Wiederherstellung und die Replikation
mit SnapVault oder Azure NetApp Files -Backup fur einen sekundaren Schutz nutzen.

Unternehmen benétigen heutzutage eine kontinuierliche und unterbrechungsfreie Verfluigbarkeit inrer SAP-
Anwendungen. Sie erwarten ein gleichbleibendes Leistungsniveau und bendtigen angesichts stetig
wachsender Datenmengen und des Bedarfs an routinemaRigen Wartungsarbeiten, wie z. B.


https://docs.netapp.com/us-en/netapp-solutions-sap/lifecycle/sc-copy-clone-introduction.html
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https://techcommunity.microsoft.com/blog/sapapplications/sap-system-refresh-and-cloning-operations-on-azure-netapp-files-with-snapcenter/4356389

Systemsicherungen, einen automatisierten taglichen Betrieb. Die Durchfiihrung von Backups von SAP-
Datenbanken ist eine kritische Aufgabe und kann erhebliche Auswirkungen auf die Leistung des produktiven
SAP-Systems haben.

Die Backup-Fenster werden immer kleiner, wahrend die Menge der zu sichernden Daten immer grofer wird.
Daher ist es schwierig, einen Zeitpunkt zu finden, an dem man Datensicherungen durchflihren kann, ohne die
Geschaftsprozesse wesentlich zu beeintrachtigen. Die fir die Wiederherstellung und den Betrieb von SAP-
Systemen bendétigte Zeit ist ein Grund zur Sorge, da Ausfallzeiten flir SAP-Produktions- und
Nichtproduktionssysteme minimiert werden muissen, um die Kosten fir das Unternehmen zu reduzieren.

Datensicherung und Wiederherstellung mithilfe von Snapshot-Backups

Mit der NetApp Snapshot-Technologie kénnen Sie innerhalb von Minuten Datenbank-Backups erstellen. Die
zum Erstellen einer Snapshot-Kopie bendtigte Zeit ist unabhangig von der Grol3e der Datenbank, da bei einer
Snapshot-Kopie keine physischen Datenblécke auf der Speicherplattform verschoben werden. Dartber hinaus
hat die Verwendung der Snapshot-Technologie keine Auswirkungen auf die Leistung des laufenden SAP-
Systems, da alle Operationen im Speichersystem ausgefihrt werden. Daher kdnnen Sie die Erstellung von
Snapshot-Kopien planen, ohne Spitzenzeiten fir Dialoge oder Batch-Aktivitaten berticksichtigen zu mussen.
SAP-on- NetApp -Kunden planen typischerweise mehrere Online-Snapshot-Backups Uber den Tag verteilt;
beispielsweise ist ein Abstand von sechs Stunden Ublich. Diese Snapshot-Backups werden in der Regel drei
bis finf Tage lang auf dem primaren Speichersystem aufbewahrt, bevor sie entfernt oder zur
Langzeitarchivierung auf einen glinstigeren Speicher ausgelagert werden.

Snapshot-Kopien bieten auch entscheidende Vorteile bei Wiederherstellungs- und Reparaturvorgangen. Bei
einer Wiederherstellungsoperation werden die Daten im Dateisystem auf Basis des Zustands einer Sicherung
wiederhergestellt. Bei einer Wiederherstellungsoperation wird der Datenbankzustand mithilfe von
Datenbankprotokollsicherungen auf einen bestimmten Zeitpunkt zurtickgesetzt.

Die NetApp SnapRestore Technologie erméglicht die Wiederherstellung einer gesamten Datenbank oder
alternativ nur eines Teils der Datenbank auf Basis der aktuell verfigbaren Snapshot-Backups. Der
Wiederherstellungsprozess ist unabhangig von der Gréf3e der Datenbank in wenigen Sekunden
abgeschlossen. Da im Laufe des Tages mehrere Online-Snapshot-Backups erstellt werden kénnen, verkuirzt
sich die fur den Wiederherstellungsprozess bendtigte Zeit im Vergleich zu einem herkdmmlichen Backup-
Ansatz, der nur einmal taglich durchgefiihrt wird, erheblich. Da Sie eine Wiederherstellung mit einer Snapshot-
Kopie durchfiihren kdnnen, die hochstens nur wenige Stunden alt ist (statt bis zu 24 Stunden), missen bei der
Vorwartswiederherstellung weniger Transaktionsprotokolle angewendet werden. Der Zeitaufwand fur
Wiederherstellung und Datenrettung wird im Vergleich zu herkémmlichen Streaming-Backups deutlich
reduziert.

Da Snapshot-Backups auf demselben Datentragersystem wie die aktiven Online-Daten gespeichert werden,
empfiehlt NetApp, Snapshot-Kopien-Backups eher als Erganzung denn als Ersatz flir Backups an einem
sekundaren Speicherort zu verwenden. Die meisten Wiederherstellungs- und Reparaturvorgange werden
mithilfe von SnapRestore auf dem primaren Speichersystem verwaltet. Die Wiederherstellung von einem
sekundaren Speicherort ist nur dann erforderlich, wenn das primare Speichersystem, das die Snapshot-Kopien
enthalt, nicht verfligbar ist. Sie kdnnen die sekundare Sicherung auch dann verwenden, wenn es notwendig
ist, eine Sicherung wiederherzustellen, die auf dem primaren Speicher nicht mehr verflgbar ist.

Eine Datensicherung an einem sekundaren Speicherort basiert auf Snapshot-Kopien, die auf dem primaren
Speicher erstellt wurden. Die Daten werden daher direkt aus dem primaren Speichersystem gelesen, ohne
dass dadurch eine Last auf dem SAP-Datenbankserver und seinem Netzwerk entsteht. Der primare Speicher
kommuniziert direkt mit dem sekundaren Speicher und repliziert die Sicherungsdaten mithilfe der SnapVault
oder ANF-Sicherungsfunktionalitat an das Ziel.

SnapVault und ANF-Backups bieten im Vergleich zu herkémmlichen Backups erhebliche Vorteile. Nach einer
ersten Datenlbertragung, bei der alle Daten von der Quelle zum Ziel Ubertragen werden, werden bei allen



nachfolgenden Backups nur die geanderten Blocke auf den Sekundarspeicher repliziert. Dadurch werden die
Belastung des primaren Speichersystems und die fur eine vollstandige Datensicherung bendétigte Zeit deutlich
reduziert. Da am Zielort nur die gednderten Blocke gespeichert werden, bendtigt jede zusatzliche vollstandige
Datenbanksicherung deutlich weniger Speicherplatz.

Laufzeit von Snapshot-Backup- und -Restore-Vorgangen

Die folgende Abbildung zeigt HANA Studio eines Kunden, der Snapshot-Backup-Operationen durchfiihrt. Das
Bild zeigt, dass die HANA-Datenbank (ca. 4 TB grof3) mit der Snapshot-Backup-Technologie in 1 Minute und
20 Sekunden gesichert wird, wahrend eine dateibasierte Sicherung mehr als 4 Stunden dauert.

Den groften Teil der gesamten Laufzeit des Backup-Workflows entfallt auf die Zeit, die fir die Ausfiihrung des
HANA-Datenbank-Snapshot-Vorgangs benétigt wird. Die Sicherung des Speicher-Snapshots selbst ist
unabhangig von der GréRe der HANA-Datenbank in wenigen Sekunden abgeschlossen.

[Breite=624, H6he=267]

Vergleich der Recovery-Zeitvorgaben

Dieser Abschnitt bietet einen Vergleich der Wiederherstellungszeitziele (RTO) von dateibasierten und
speicherbasierten Snapshot-Backups. Die RTO (Recovery Time Out) ist definiert als die Summe der Zeit, die
fur die Wiederherstellung, die Wiederherstellung und den anschliellenden Start der Datenbank bendtigt wird.

Benotigte Zeit zum Wiederherstellen der Datenbank

Bei einem dateibasierten Backup hangt die Restore-Zeit von der GroRe der Datenbank und der Backup-
Infrastruktur ab, die die Restore-Geschwindigkeit in Megabyte pro Sekunde festlegt. Wenn die Infrastruktur
beispielsweise einen Restore-Vorgang mit einer Geschwindigkeit von 250 MB/s unterstitzt, dauert es etwa 4.5
Stunden, um eine Datenbank mit einer Gré3e von 4 TB auf der Persistenz wiederherzustellen.

Bei NetApp Snapshot-Backups ist die Wiederherstellungszeit unabhangig von der GréRRe der Datenbank und
liegt immer im Bereich von wenigen Sekunden.

Bendtigte Zeit fiir das Recovery von Datenbanken

Die Wiederherstellungszeit hangt von der Anzahl der Protokolle ab, die nach der Wiederherstellung
angewendet werden mussen. Diese Zahl hangt von der Haufigkeit ab, mit der Daten-Backups erstellt werden.

Bei dateibasierten Daten-Backups wird der Backup-Zeitplan normalerweise einmal pro Tag erstellt. Eine
héhere Backup-Frequenz ist normalerweise nicht moglich, da das Backup die Produktions-Performance
beeintrachtigt. Daher missen im schlimmsten Fall alle Protokolle, die wahrend des Tages geschrieben wurden,
wahrend der Forward Recovery angewendet werden.

Snapshot-Backups werden typischerweise in hdherer Frequenz geplant, da sie keinen Einfluss auf die
Leistung der SAP HANA-Datenbank haben. Wenn beispielsweise Snapshot-Backups alle sechs Stunden
geplant sind, missten im schlimmsten Fall Protokolle fiir die letzten sechs Stunden angewendet werden, wenn
der Fehler unmittelbar vor der Erstellung des nachsten Snapshots auftritt. Flr eine tagliche dateibasierte
Datensicherung missten im schlimmsten Fall die Protokolle der letzten 24 Stunden angewendet werden.

Bendtigte Zeit zum Starten der Datenbank

Die Startzeit der Datenbank hangt von der Gré3e der Datenbank und der Zeit ab, die zum Laden der Daten in
den Arbeitsspeicher erforderlich ist. In den folgenden Beispielen wird davon ausgegangen, dass die Daten mit
1000 MBit/s geladen werden kénnen. Das Laden von 4 TB in den Speicher dauert etwa 1 Stunde und 10

Minuten. Die Startzeit ist bei dateibasierten und Snapshot-basierten Restore- und Recovery-Vorgangen gleich.



Wiederherstellungs- und Recovery-Beispielberechnung

Die folgende Abbildung zeigt einen Vergleich zwischen Wiederherstellungs- und Recovery-Operationen mit
einer taglichen dateibasierten Datensicherung und Snapshot-Datensicherungen mit unterschiedlichen
Zeitplanen.

Die ersten beiden Balken zeigen, dass sich auch bei einem einzelnen Snapshot Backup pro Tag die
Wiederherstellung und Wiederherstellung dank der Geschwindigkeit des Restore-Vorgangs aus einem
Snapshot Backup auf 43 % reduziert. Wenn pro Tag mehrere Snapshot Backups erstellt werden, kann die
Laufzeit weiter reduziert werden, da wahrend der Wiederherstellung weniger Protokolle angewendet werden
mussen.

Die folgende Abbildung zeigt auRerdem, dass vier bis sechs Snapshot Backups pro Tag am sinnvollsten sind,
da eine hoéhere Frequenz keine grofden Auswirkungen mehr auf die Gesamtlaufzeit hat.

[Breite=624, Hohe=326]

Anwendungsfille und Vorteile beschleunigter Backup- und Klonvorgange

Die Ausfiihrung von Backups ist ein wichtiger Bestandteil jeder Datensicherungsstrategie. Die Backups werden
regelmafig geplant, um sicherzustellen, dass Sie nach Systemausfallen wiederherstellen kénnen. Dies ist der
naheliegende Anwendungsfall, aber auch andere SAP Lifecycle Management-Aufgaben, von denen
Beschleunigung von Backup- und Recovery-Vorgangen entscheidend ist.

Ein SAP-HANA-System-Upgrade ist ein Beispiel daflir, wie eine bedarfsgesteuerte Datensicherung vor dem
Upgrade und eine mdgliche Wiederherstellung im Falle eines Upgrade-Fehlers einen erheblichen Einfluss auf
die gesamte geplante Ausfallzeit haben. Am Beispiel einer 4-TB-Datenbank I&sst sich die geplante Ausfallzeit
um 8 Stunden reduzieren, oder man hat 8 weitere Stunden Zeit fir die Analyse und Behebung von Fehlern
durch die Verwendung von Snapshot-basierten Sicherungs- und Wiederherstellungsvorgangen.

Ein weiterer Anwendungsfall ware ein typischer Testzyklus, bei dem die Tests Gber mehrere Iterationen mit
unterschiedlichen Datensatzen oder Parametern durchgeflhrt werden missen. Durch die Nutzung der
schnellen Sicherungs- und Wiederherstellungsfunktionen kénnen Sie innerhalb lhres Testzyklus problemlos
Speicherpunkte erstellen und das System auf einen dieser vorherigen Speicherpunkte zurlicksetzen, falls ein
Test fehlschlagt oder wiederholt werden muss. Dadurch kénnen die Tests friiher abgeschlossen werden oder
es kdnnen mehr Tests gleichzeitig durchgeflihrt werden, was die Testergebnisse verbessert.

[Breite=618, Hohe=279]

Sobald Snapshot-Backups implementiert sind, kdnnen sie fir zahlreiche weitere Anwendungsfalle genutzt
werden, die Kopien einer HANA-Datenbank erfordern. Sie kdnnen ein neues Volume auf Basis des Inhalts
einer beliebigen verfligbaren Snapshot-Sicherung erstellen. Die Laufzeit dieses Vorgangs betragt wenige
Sekunden, unabhangig von der Grofie des Volumens.

Der haufigste Anwendungsfall ist die SAP-Systemaktualisierung, bei der Daten aus dem Produktivsystem in
das Test- oder QA-System kopiert werden mussen. Durch die Nutzung der ONTAP oder ANF-Klonfunktion
kénnen Sie das Volume fur das Testsystem innerhalb weniger Sekunden aus einer beliebigen Snapshot-Kopie
des Produktionssystems bereitstellen. AnschlieRend muss das neue Volume an das Testsystem angebunden
und die HANA-Datenbank wiederhergestellt werden.

Der zweite Anwendungsfall ist die Schaffung eines Reparatursystems, das dazu dient, logische Fehler im
Produktionssystem zu beheben. In diesem Fall wird ein alteres Snapshot-Backup des Produktionssystems
verwendet, um ein Reparatursystem zu starten, das eine identische Kopie des Produktionssystems mit den
Daten vor dem Auftreten der Beschadigung darstellt. AnschlieRend wird das Reparatursystem verwendet, um
das Problem zu analysieren und die benétigten Daten zu exportieren, bevor sie beschadigt wurden.



Der letzte Anwendungsfall ist die Moglichkeit, einen Failover-Test im Rahmen der Notfallwiederherstellung
durchzufiihren, ohne die Replikation zu unterbrechen und somit die RTO und den Recovery Point Objective
(RPO) der Notfallwiederherstellungskonfiguration zu beeinflussen. Wenn die Replikation von ONTAP
SnapMirror oder die regionsiibergreifende Replikation von ANF zur Replikation der Daten an den Disaster-
Recovery-Standort verwendet wird, stehen die Produktions-Snapshot-Backups auch am Disaster-Recovery-
Standort zur Verfligung und kénnen dann zur Erstellung eines neuen Volumes fiir Disaster-Recovery-Tests
verwendet werden.

[Breite=627, HOhe=328]

Erfahren Sie mehr liber die SnapCenter -Architektur.

Erfahren Sie mehr Uber die SnapCenter -Architektur fir den SAP HANA-Datenschutz,
einschliel3lich des SnapCenter -Servers, der Plug-in-Komponenten und der unterstutzten
Speicherplattformen. SnapCenter bietet eine zentrale Backup-, Wiederherstellungs- und
Klonverwaltung fur SAP HANA-Datenbanken auf ONTAP -Systemen, Azure NetApp Files
und FSx fir ONTAP.

SnapCenter ist eine einheitliche Plattform fliir anwendungskonsistenten Datenschutz. SnapCenter bietet
zentrale Steuerung und Uberwachung und Uberlasst es gleichzeitig den Benutzern, anwendungsspezifische
Sicherungs-, Wiederherstellungs- und Klonvorgange selbst zu verwalten. NetApp SnapCenter ist ein einziges
Tool, mit dem Datenbank- und Speicheradministratoren Backup-, Wiederherstellungs- und Klonvorgénge fiir
eine Vielzahl von Anwendungen und Datenbanken verwalten kénnen. SnapCenter unterstiitzt NetApp ONTAP
-Speichersysteme sowie Azure NetApp Files und FSx fur ONTAP. Mit SnapCenter kdnnen Sie aulerdem
Daten zwischen lokalen Umgebungen, zwischen lokalen Umgebungen und der Cloud sowie zwischen privaten,
hybriden oder o&ffentlichen Clouds replizieren.

SnapCenter umfasst den SnapCenter -Server und die SnapCenter -Plug-ins. Die Plug-ins sind fir
verschiedene Anwendungen und Infrastrukturkomponenten verfligbar. Der SnapCenter -Server kann entweder
unter Windows oder unter Linux ausgefiihrt werden.

[Breite=601, Hohe=275]

Erfahren Sie mehr Gber SnapCenter -Backup und -Wiederherstellung fur SAP
HANA.

SnapCenter bietet umfassende Backup- und Wiederherstellungsfunktionen fur SAP
HANA-Datenbanken mithilfe von speicherbasierten Snapshot-Kopien, automatisiertem
Aufbewahrungsmanagement und Integration mit NetApp ONTAP, Azure NetApp Files und
FSx fur NetApp ONTAP. Die Losung unterstutzt anwendungskonsistente
Datenbanksicherungen, den Schutz von Nicht-Datenvolumes, Blockintegritatsprafungen
und die Replikation auf Sekundarspeicher mittels SnapVault oder ANF-Backup.

Die SnapCenter Backup-Lésung fir SAP HANA umfasst folgende Bereiche:

» Backup-Vorgange, Planung und Aufbewahrungsmanagement
+ SAP HANA Daten-Backup mit Storage-basierten Snapshot Kopien
« Datensicherung ohne Datenvolumen mit speicherbasierten Snapshot-Kopien (z. B. /hana/shared)

» Datenbankblock-Integritatsprifungsoperationen



> Verwendung einer dateibasierten Datensicherung
> mit dem SAP HANA hdbpersdiag-Tool
 Replikation der Snapshot-Sicherung an einen sekundaren Sicherungsort
> Verwendung von SnapVault/ SnapMirror
o Sicherung mit Azure NetApp Files ANF
* Allgemeine Ordnung und Sauberkeit des SAP HANA Backup-Katalogs
o fir HANA-Datensicherungen (Snapshot und dateibasiert)
o fur HANA-Protokollsicherungen
» Restore- und Recovery-Vorgange
o Automatisiertes Restore und Recovery
o Wiederherstellungsmalnahmen fir einzelne Mandanten
Die Datensicherung der Datenbank erfolgt durch SnapCenter in Kombination mit dem SnapCenter -Plug-in flr
SAP HANA. Das Plug-in I6st einen internen SAP HANA-Datenbank-Snapshot aus, sodass die auf dem

Speichersystem erstellten Snapshots auf einem anwendungskonsistenten Abbild der SAP HANA-Datenbank
basieren.

SnapCenter ermdglicht die Replikation konsistenter Datenbankabbilder an einen sekundaren Sicherungs- oder
Notfallwiederherstellungsort mithilfe von SnapVault oder der SnapMirror-Funktion. Typischerweise werden fir
Backups auf dem primaren und dem sekundaren Speicher unterschiedliche Aufbewahrungsrichtlinien definiert.
SnapCenter Ubernimmt die Aufbewahrung im primaren Speicher, und ONTAP Ubernimmt die Aufbewahrung im
sekundaren Backup-Speicher.

Fir ein vollstandiges Backup aller mit SAP HANA verbundenen Ressourcen ermoglicht SnapCenter auch das
Backup aller nicht datenbezogenen Volumes Uber das SAP HANA Plug-in mit Storage-basierten Snapshot
Kopien. Sie kdnnen nicht-Daten-Volumes unabhangig vom Datenbank-Daten-Backup planen, um individuelle
Aufbewahrungs- und Sicherungsrichtlinien zu aktivieren.

SAP empfiehlt, speicherbasierte Snapshot-Backups mit einer wéchentlichen Konsistenzprifung der
Persistenzschicht zu kombinieren. Sie kénnen die Blockkonsistenzprifung innerhalb von SnapCenter
entweder durch Ausfiihren einer dateibasierten Sicherung oder durch Ausfiihren des SAP hdbpersdiag-Tools
durchfihren.

Basierend auf Ihren konfigurierten Aufbewahrungsrichtlinien verwaltet SnapCenter die Verwaltung von
Datendateisicherungen im primaren Speicher, Protokolldateisicherungen und des SAP HANA-
Sicherungskatalogs.

SnapCenter Ubernimmt die Aufbewahrung im Primarspeicher, wahrend ONTAP die sekundare Backup-
Aufbewahrung managt.

Die folgende Abbildung bietet einen Uberblick tiber die SnapCenter Backup- und Aufbewahrungsvorgénge.

Beim Ausflihren eines Storage-basierten Snapshot Backups der SAP HANA Datenbank fiihrt SnapCenter die
folgenden Aufgaben durch:
 Sicherungsvorgang:

o Lost einen internen HANA-Datenbank-Snapshot aus, um ein anwendungskonsistentes Abbild auf der
Persistenzschicht zu erhalten.

o Erstellt eine speicherbasierte Snapshot-Sicherung des Datenvolumens



o Schliel3t den internen HANA-Datenbank-Snapshot, bestatigt oder bricht den Sicherungsvorgang ab.
Dieser Schritt registriert das Backup im HANA-Backup-Katalog.

* Kundenbindungsmanagement:
o Léscht Speicher-Snapshot-Backups basierend auf der definierten Aufbewahrungsfrist.
o Ldscht Snapshots auf der Speicherebene
o Léscht Eintrage aus dem SAP HANA-Backup-Katalog
o Loscht alle Protokollsicherungen, die alter als die alteste Datensicherung sind. Protokollsicherungen
werden im Dateisystem und im SAP HANA-Sicherungskatalog gel6scht.
[Breite=601, HOhe=285]

Wenn eine sekundare Datensicherung konfiguriert ist, entweder mit SnapVault/ SnapMirror oder mit ANF-
Datensicherung, wird der auf dem primaren Datentrager erstellte Snapshot auf den sekundaren
Datensicherungsspeicher repliziert. SnapCenter verwaltet den HANA-Backup-Katalog sowie die Aufbewahrung
von Protokoll-Backups entsprechend der Verfligbarkeit sekundarer Backups.

[Breite=601, HOhe=278]

Erfahren Sie mehr iliber die von SnapCenter unterstiitzten Konfigurationen fiir SAP
HANA.

SnapCenter unterstutzt eine breite Palette von SAP HANA-Systemarchitekturen und
Bereitstellungsszenarien auf On-Premise- und Cloud-Speicherplattformen. Erfahren Sie
mehr Uber unterstltzte SAP HANA-Konfigurationen, Plattformkombinationen,
Speicherprotokolle und verfugbare Backup- und Wiederherstellungsvorgange fur jede
Umgebung.

Unterstitzte SAP HANA-Konfigurationen

SnapCenter unterstitzt die folgenden HANA-Konfigurationen und -Funktionen:

* SAP HANA Einzelhostsysteme
+ SAP HANA-Mehrhostsysteme

o Erfordert eine zentrale Plug-in-Bereitstellung, wie in beschrieben. "Bereitstellungsoptionen fur das
SnapCenter -Plug-in fir SAP HANA"Die

+ SAP HANA MDC-Systeme
o mit einem oder mit mehreren Mietern
+ SAP HANA-Systeme mit mehreren Partitionen
+ SAP HANA System Replication
+ SAP HANA-Verschlisselung (Daten, Protokolle, Backups)

Unterstiitzte Plattform- und Infrastrukturkonfigurationen

SnapCenter unterstitzt die folgenden Kombinationen von Host-Plattformen, Dateisystemen und
Speicherplattformen.


https://docs.netapp.com/de-de/netapp-solutions-sap/{relative_path}hana-sc-generic-concepts.html#deployment-options-for-snapcenter-plug-in-for-sap-hana
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Hostplattform SAP HANA Speicheranbindung und Speicherplattform
Dateisystem

VMware In-Guest-NFS-Mounts ONTAP AFF

VMware FC-Datenspeicher mit VMFS + VM mit XFS mit ONTAP AFF oder ASA
oder ohne Linux LVM

KVM In-Guest-NFS-Mounts ONTAP AFF

Bare-Metal-Server NFS-Mounts ONTAP AFF

Bare-Metal-Server FC SAN + und XFS mit oder ohne Linux LVM ONTAP AFF oder ASA (*)

Azure-VM NFS-Mounts Azure NetApp Dateien

AWS EC2 NFS-Mounts FSx fur ONTAP

(*): ASA Unterstitzung ist ab SnapCenter Version 6.2 verflgbar.

Die HANA- und Linux-Plug-ins sind nur fur die Intel-CPU-Plattform verfligbar. Fir Linux auf IBM
@ Power muss eine zentrale HANA-Plug-in-Bereitstellung wie beschrieben eingerichtet werden in
"Bereitstellungsoptionen fir das SnapCenter -Plug-in fir SAP HANA"Die

Unterstiitzte Funktionen und Vorgéange

Abkiirzungserklarung

* VBSR: Volume-basiertes SnapRestore + Ein volume-basiertes SnapRestore versetzt das Volume in den
Zustand des Snapshots zurtick.

» SFSR: Single file SnapRestore + Mit Single file SnapRestore kdnnen bestimmte Dateien oder LUNs
innerhalb eines Volumes wiederhergestellt werden.

Siehe auch "Arten von Wiederherstellungsvorgangen fir automatisch erkannte SAP HANA-Datenbanken"
ONTAP AFF und FSx fiir ONTAP

@ Nur Spalte 1 (NFS-Mounts) der folgenden Tabelle ist flr FSx fir ONTAP relevant.

Betrieb NFS-Mounts auf FC SAN + Bare FC-Datenspeicher
Bare-Metal- Metal VMware VMFS
Systemen oder in
Gastsystemen mit
VMware oder KVM

Snapshot-Backup- und
Wiederherstellungsvorgénge fiir die
HANA-Datenbank

Snapshot-Backup Ja. Ja. Ja.

Manipulationssichere Momentaufnahme Ja. Ja. Ja.

Vollstandige Wiederherstellung VBSR oder SFSR SFSR der Klonen, einbinden,
(auswahlbar) vollstdndigen LUN  kopieren


https://docs.netapp.com/de-de/netapp-solutions-sap/{relative_path}hana-sc-generic-concepts.html#deployment-options-for-snapcenter-plug-in-for-sap-hana
https://docs.netapp.com/us-en/snapcenter/protect-hana/reference_types_of_restore_performed_for_auto_discovered_sap_hana_databases.html

Betrieb NFS-Mounts auf FC SAN + Bare FC-Datenspeicher
Bare-Metal- Metal VMware VMFS
Systemen oder in
Gastsystemen mit
VMware oder KVM

Wiederherstellung fir Einzelmandanten SFSR Klonen, einbinden,  Klonen, einbinden,
kopieren kopieren

* SnapVault -Sicherungs- und
Wiederherstellungsvorgange fur HANA-

Datenbanken*

SnapVault Replizierung Ja. Ja. Ja.

Manipulationssichere Momentaufnahme Ja. Ja. Ja.

Vollstandige Wiederherstellung Ja. Ja. Klonen, einbinden,

kopieren

Wiederherstellung fir Einzelmandanten Ja. Klonen, einbinden,  Klonen, einbinden,
kopieren kopieren

HANA-Wiederherstellungsvorgang vom

primédren Snapshot- oder SnapVault

Ziel

Automatisierte Wiederherstellung MDC Ja. Ja. Ja.

Einzelmandant

Automatisierte Wiederherstellung MDC fir Nein Nein Nein

mehrere Mandanten

Sichern und Wiederherstellen von

Nicht-Datenvolumes

Snapshot-Backup Ja. Ja. Ja (%)

Wiederherstellen aus Snapshot VBSR oder SFSR SFSR der VBSR (*)

(auswabhlbar) vollstandigen LUN

SnapVault Replizierung Ja. Ja. Ja (%)

Wiederherstellung aus SnapVault -Ziel Ja. Ja. Ja (%)

SAP-Systemaktualisierung

Aus dem primaren Snapshot Ja. Ja (**) Ja ()

Vom SnapVault -Ziel Ja. Ja (**) Ja (**)

HA und DR

HSR unterstitzt Snapshots und SnapVault. Ja. Ja. Ja.

SnapMirror -Replikationsaktualisierungen  Ja. Ja. Ja.

mit SC

SnapMirror aktive Synchronisierung NA Ja. Ja.

(*): Keine VMware-Integration — Snapshot des Absturzabbilds und vollstandige Wiederherstellung des Volumes

(**): Fir SnapCenter Versionen < 6.2 sind Workarounds erforderlich.



ONTAP ASA

Betrieb

Snapshot-Backup- und
Wiederherstellungsvorgange fiir die
HANA-Datenbank

Snapshot-Backup

Manipulationssichere Momentaufnahme
Vollstandige Wiederherstellung
Wiederherstellung fir Einzelmandanten

* SnapVault -Sicherungs- und
Wiederherstellungsvorgange fur HANA-
Datenbanken®

SnapVault Replizierung
Manipulationssichere Momentaufnahme
Vollstandige Wiederherstellung

Wiederherstellung fiir Einzelmandanten

HANA-Wiederherstellungsvorgang vom

primédren Snapshot- oder SnapVault
-Ziel

Automatisierte Wiederherstellung MDC
Einzelmandant

Automatisierte Wiederherstellung MDC fur

mehrere Mandanten

Sichern und Wiederherstellen von
Nicht-Datenvolumes

Snapshot-Backup

Wiederherstellen aus Snapshot
SnapVault Replizierung
Wiederherstellung aus SnapVault -Ziel
SAP-Systemaktualisierung

Aus dem primaren Snapshot

Vom SnapVault -Ziel

HA und DR

HSR unterstltzt Snapshots und SnapVault.

SnapMirror -Replikationsaktualisierungen,

die von SnapCenter ausgelost werden

SnapMirror aktive Synchronisierung
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FC SAN + Bare Metal (*)

Ja.
Nein
SFSR der vollstandigen LUN

Klonen, einbinden, kopieren

Ja.
Nein
Ja.

Klonen, einbinden, kopieren

Ja.

Nein

Ja (%)
SFSR der gesamten LUN (*¥)
Ja (%)
Ja (%)

Ja (**)

Ja (**)

Ja.

Ja.

FC-Datenspeicher VMware
VMFS

Ja.
Nein
Klonen, einbinden, kopieren

Klonen, einbinden, kopieren

Ja.
Nein
Klonen, einbinden, kopieren

Klonen, einbinden, kopieren

Ja.

Nein

Ja (%)
SFSR der gesamten LUN (*)
Ja (%)
Ja (%)

Ja (**)
Ja (**)

Ja.
Ja.

Ja.



(*): Unterstiitzung ab SnapCenter Version 6.2

(**): Far SnapCenter Versionen < 6.2 sind Workarounds erforderlich.

Azure NetApp Dateien

Betrieb

Snapshot-Backup- und Wiederherstellungsvorgange fiir die
HANA-Datenbank

Snapshot-Backup
Manipulationssichere Momentaufnahme

Vollstandige Wiederherstellung vor Ort

Wiederherstellung fiir Einzelmandanten

ANF-Sicherungs- und Wiederherstellungsvorgéange fiir
HANA-Datenbanken

ANF-Backup-Replikation
Manipulationssichere Momentaufnahme
Vollstandige Wiederherstellung vor Ort
Wiederherstellung fur Einzelmandanten

HANA-Wiederherstellungsvorgang aus dem priméren
Snapshot oder ANF-Backup

Automatisierte Wiederherstellung MDC Einzelmandant
Automatisierte Wiederherstellung MDC fiir mehrere Mandanten
Sichern und Wiederherstellen von Nicht-Datenvolumes
Snapshot-Backup

Wiederherstellen aus Snapshot

ANF-Backup-Replikation

Vollstandige Wiederherstellung direkt aus dem ANF-Backup
SAP-Systemaktualisierung

Aus dem primaren Snapshot

Aus dem ANF-Backup

HA und DR

HSR unterstitzt Snapshots und ANF-Backups.

Regionslbergreifende Replikationsaktualisierung, ausgelost
durch SnapCenter

NFS-Mounts

Ja.
Nein

Lautstarke zurlicksetzen oder SFSR
(auswahlbar)

SFSR

Ja.
Nein
Ja.
Ja.

Ja.

Nein

Ja.

Lautstarke zurticksetzen
Ja.

NEIN (*)

Ja.
Ja.

Ja.

Nein

(*): Bei der aktuellen Version muss eine Wiederherstellung uber das Azure-Portal oder die Azure CLI

durchgeflihrt werden.
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Erfahren Sie mehr uber die Datenschutzkonzepte und Best Practices von
SnapCenter.

Erfahren Sie mehr Uber die Bereitstellungsoptionen von SnapCenter , Strategien zum
Datenschutz und die Verwaltung der Backup-Aufbewahrung fir SAP HANA-
Umgebungen. SnapCenter unterstitzt die Bereitstellung von Plug-ins auf Datenbank-
Hosts oder zentralen Hosts, die automatische Erkennung und manuelle Konfiguration,
Konsistenzprifungen von Bldocken mithilfe dateibasierter Backups oder hdbpersdiag
sowie ein umfassendes Aufbewahrungsmanagement uber primaren und sekundaren
Speicher hinweg.

Bereitstellungsoptionen fiir das SnapCenter -Plug-in fir SAP HANA

Die folgende Abbildung zeigt die logische Sicht der Kommunikation zwischen dem SnapCenter -Server, der
SAP HANA-Datenbank und dem Speichersystem. Der SnapCenter -Server nutzt die HANA- und Linux-Plug-
ins zur Kommunikation mit der HANA-Datenbank und den Linux-Betriebssystemen.

[Breite=601, H6he=199]

Die empfohlene und standardmaflige Bereitstellungsoption fiir die SnapCenter -Plug-ins ist die Installation auf
dem HANA-Datenbankhost. Bei dieser Bereitstellungsoption sind alle im Kapitel ,Von SnapCenter unterstitzte
Konfigurationen® beschriebenen Konfigurationen und Funktionen gliltig. Es gibt einige Ausnahmen, bei denen
die SnapCenter -Plug-ins nicht auf dem HANA-Datenbankhost installiert werden kénnen, sondern auf einem
zentralen Plug-in-Host konfiguriert werden missen, bei dem es sich beispielsweise um den SnapCenter
-Server selbst handeln kann. Fir HANA-Mehrhostsysteme oder HANA-Systeme, die auf der IBM Power-
Plattform laufen, ist ein zentraler Plug-in-Host erforderlich. Beide Bereitstellungsoptionen kénnen auch
kombiniert werden, z. B. durch die Verwendung des SnapCenter -Servers als zentralen Plug-in-Host fiir ein
System mit mehreren Hosts und die Bereitstellung der Plug-ins auf den HANA-Datenbankhosts fiir alle
anderen HANA-Systeme mit einem einzelnen Host.

In SnapCenter kann eine HANA-Ressource entweder automatisch erkannt oder manuell konfiguriert werden.
Ein HANA-System wird standardmafig automatisch erkannt, sobald die HANA- und Linux-Plug-ins auf dem
Datenbankhost bereitgestellt sind. Die automatische Erkennung SnapCenter unterstitzt keine mehreren
HANA-Installationen auf demselben Host. HANA-Systeme, die Uber einen zentralen Plug-in-Host verwaltet
werden, mussen in SnapCenter manuell konfiguriert werden. Auch Nicht-Datenvolumes sind standardmafig
manuell konfigurierte Ressourcen.

Plug-in bereitgestellt am SnapCenter Ressource
HANA-Datenbank Datenbankhost Automatisch erkannt
HANA-Datenbank Zentraler Plug-in-Host Manuell konfiguriert
Nicht-Datenvolumen K. A Manuell konfiguriert

SnapCenter unterstitzt zwar die zentrale Bereitstellung von Plug-ins fur HANA-Systeme, es gibt jedoch
Einschrankungen hinsichtlich Plattform- und Funktionsunterstiitzung. Die folgenden
Infrastrukturkonfigurationen und -vorgange werden fir HANA-Systeme, die mit einem zentralen Plug-in-Host
konfiguriert sind, nicht unterstitzt:

* VMware mit FC-Datenspeichern

« SnapMirror aktive Synchronisierung

» SnapCenter Server hohe Verfligbarkeit bei Verwendung als zentraler Plug-in-Host
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* Automatische Erkennung von HANA-Systemen
* Automatisierte Wiederherstellung der HANA-Datenbank
» Automatisierte SAP-Systemaktualisierung

» Wiederherstellung fir Einzelmandanten

SnapCenter Plug-in fiir HANA, bereitgestellt auf dem SAP HANA-Datenbankhost

Der SnapCenter Server kommuniziert Uber das HANA-Plug-in mit den HANA-Datenbanken. Das HANA-Plug-in
verwendet die HANA hdbsql-Clientsoftware, um SQL-Befehle an die HANA-Datenbanken auszufiihren. Der
HANA hdb-Benutzerspeicher dient zur Bereitstellung der Benutzeranmeldeinformationen, des Hostnamens
und der Portinformationen fiir den Zugriff auf die HANA-Datenbanken. Das SnapCenter Linux-Plug-in dient zur
Abdeckung aller Host-Dateisystemoperationen sowie zur automatischen Erkennung von Dateisystem- und
Speicherressourcen.

Wenn das HANA-Plug-in auf dem HANA-Datenbankhost bereitgestellt wird, wird das HANA-System von
SnapCenter automatisch erkannt und in SnapCenter als automatisch erkannte Ressource gekennzeichnet.

[Breite=601, HOhe=304]

Hochverfiigbarkeit mit SnapCenter Server

SnapCenter kann in einer HA-Konfiguration mit zwei Knoten eingerichtet werden. Bei einer solchen
Konfiguration wird ein Load Balancer (z. B. F5) verwendet, um auf die SnapCenter -Hosts zuzugreifen. Das
SnapCenter Repository (die MySQL-Datenbank) wird von SnapCenter zwischen den beiden Hosts repliziert,
sodass die SnapCenter -Daten immer synchron sind.

SnapCenter Server HA wird nicht unterstitzt, wenn das HANA-Plug-in auf dem SnapCenter Server installiert
ist. Weitere Details zu SnapCenter HA finden Sie unter "Konfigurieren Sie SnapCenter -Server fur hohe
Verfugbarkeit"Die

[Breite=601, HOhe=307]

Zentraler Plug-in-Host

Wie im vorangegangenen Kapitel bereits erlautert, ist ein zentrales Plug-in erforderlich fiir

* HANA-Mehrhostsysteme
* HANA-Systeme, die auf IBM Power laufen

Bei Verwendung eines zentralen Plug-in-Hosts missen das HANA-Plug-in und der SAP HANA hdbsql-Client
auf einem Host aul3erhalb der HANA-Datenbankhosts installiert werden. Bei diesem Host kann es sich um
einen beliebigen Windows- oder Linux-Host handeln, beispielsweise den SnapCenter -Server.

Wenn Sie Ihren SnapCenter -Server unter Windows betreiben, kénnen Sie lhr Windows-System
@ als zentralen Plug-in-Host verwenden. Wenn Sie Ihren SnapCenter -Server unter Linux
betreiben, missen Sie einen anderen Host als zentralen Plug-in-Host verwenden.

Bei einem HANA-Mehrhostsystem missen die SAP HANA-Benutzerspeicherschlissel fur alle Worker- und
Standby-Hosts auf dem zentralen Plug-in-Host konfiguriert werden. SnapCenter versucht, mit jedem der
bereitgestellten Schllssel eine Verbindung zur Datenbank herzustellen und kann daher unabhangig von einem
Failover der Systemdatenbank (HANA-Namensserver) auf einen anderen Host funktionieren.

[Breite=601, H6he=314]
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Bei mehreren HANA-Systemen auf einem einzigen Host, die von einem zentralen Plug-in-Host verwaltet
werden, mussen alle individuellen SAP HANA-Benutzerspeicherschliissel der HANA-Systeme auf dem
zentralen Plug-in-Host konfiguriert werden.

[Breite=601, HOhe=338]

SAP HANA Blockkonsistenzpriifung

SAP empfiehlt, regelmaflige HANA-Blockkonsistenzpriifungen in die gesamte Backup-Strategie aufzunehmen.
Bei herkémmlichen dateibasierten Backups wird diese Priifung bei jedem Backup-Vorgang durchgefiihrt. Bei
Snapshot-Backups muss zusatzlich zu den Snapshot-Backup-Operationen auch die Konsistenzprifung
durchgefihrt werden, zum Beispiel einmal pro Woche.

Technisch gesehen gibt es zwei Mdglichkeiten, die Blockkonsistenzprifung durchzufihren.

 Ausflihren einer standardmafigen dateibasierten oder backint-basierten Datensicherung

 Ausflihrung des HANA-Tools hdbpersdiag, siehe auch "Konsistenzprufung der Persistenz | SAP-
Hilfeportal”

Das HANA-Tool hdbpersdiag ist Bestandteil der HANA-Installation und ermdéglicht die Durchflihrung von
Blockkonsistenzprifungen an einer Offline-HANA-Datenbank. Daher eignet es sich perfekt fir die Verwendung
in Kombination mit Snapshot-Backups, bei denen vorhandene Snapshot-Backups hdbpersdiag prasentiert
werden kdnnen.

Beim Vergleich der beiden Ansatze bietet hdbpersdiag deutliche Vorteile gegentber der dateibasierten
Sicherung fir HANA-Blockkonsistenzpriifungen. Eine Dimension ist die bendétigte Speicherkapazitat. Bei
dateibasierten Backups muss mindestens die Grof3e eines Backups fur jedes HANA-System verflgbar sein.
Wenn Sie beispielsweise 15 HANA-Systeme mit einer PersistenzgréRe von 3 TB haben, bendétigen Sie
zusatzlich 45 TB allein fiir die Konsistenzprifungen. Fiur hdbpersdiag wird keine zusatzliche Speicherkapazitat
bendtigt, da der Vorgang auf einem vorhandenen Snapshot-Backup oder einem FlexClone eines vorhandenen
Snapshot-Backups ausgefihrt wird. Die zweite Dimension ist die CPU-Auslastung des HANA-Hosts wahrend
der Konsistenzprifung. Eine dateibasierte Datensicherung bendétigt CPU-Zyklen auf dem HANA-
Datenbankhost, wahrend die hdbpersdiag-Verarbeitung vollstandig vom HANA-Host ausgelagert werden kann,
wenn sie in Kombination mit einem zentralen Verifizierungshost verwendet wird. Die wichtigsten Merkmale sind
in der folgenden Tabelle zusammengefasst.

Erforderliche Speicherkapazitait CPU- und Netzwerklast auf dem

HANA-Host
Dateibasierte Datensicherung Minimale Datensicherungsgrofie 1 Hoch
x fur jedes HANA-System
hdbpersdiag verwendet das Keine Medium
Snapshot-Verzeichnis auf dem
HANA-Host (nur NFS)
Zentraler Verifizierungshost, der Keine Keine

hdbpersdiag mit FlexClone
-Volumes ausflhrt

NetApp empfiehlt die Verwendung von hdbpersdiag zur Durchfiihrung von HANA-Blockkonsistenzprifungen.
Weitere Einzelheiten zur Umsetzung finden sich in Kapitel "Blockkonsistenzprifungen mit SnapCenter'Die
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Datensicherung Strategie

Vor der Konfiguration von SnapCenter und dem SAP HANA Plug-in muss die Datensicherungsstrategie auf
Grundlage der RTO- und RPO-Anforderungen der verschiedenen SAP Systeme definiert werden.

Ein gemeinsamer Ansatz besteht in der Definition von Systemtypen wie Systemen fir Produktion, Entwicklung,
Test oder Sandbox. Alle SAP-Systeme des gleichen Systemtyps haben typischerweise die gleichen
Datenschutzparameter.

Folgende Parameter missen definiert werden:

* Wie oft sollte ein Snapshot Backup ausgefuhrt werden?

* Wie lange sollten Snapshot Kopien Backups auf dem Primarspeichersystem aufbewahrt werden?

* Wie oft sollte eine Blockintegritatsprifung ausgefihrt werden?

» Sollen die primaren Backups auf einen sekundaren Backup-Standort repliziert werden?

» Wie lange sollten die Backups auf dem sekundaren Backup-Speicher aufbewahrt werden?
Die folgende Tabelle zeigt ein Beispiel fuir Datenschutzparameter fiir die Systemtypen Produktion, Entwicklung
und Test. Fur das Produktionssystem wurde eine hohe Backup-Frequenz festgelegt, und die Backups werden

einmal taglich auf einen sekundaren Backup-Standort repliziert. Die Testsysteme haben geringere
Anforderungen und es findet keine Replikation der Backups statt.

Parameter Produktionssysteme Entwicklungssysteme  Testsysteme
auszufihren

Sicherungshaufigkeit Alle 6 Stunden Alle 6 Stunden Alle 12 Stunden

Primare Aufbewahrung 3 Tage 3 Tage 6 Tage

Block-Integritatsprifung Einmal in der Woche Einmal in der Woche Nein

Replikation auf Einmal am Tag Einmal am Tag Nein

sekundaren Backup-

Standort

Aufbewahrung der 2 Wochen 2 Wochen Nein

sekundaren

Datensicherung

Die folgende Tabelle zeigt die Richtlinien und Zeitplane, die fir die oben genannten Datenschutzparameter
konfiguriert werden mussten.

Politik Backup-Typ Zeitplanhdu Primare SnapVault Sekundare

figkeit Aufbewahr Replizierung Retention
ung

LocalSnap Auf Snapshot-Basis Alle 6 Anzahl=12 Nein NA
Stunden

LocalSnap und Auf Snapshot-Basis Einmalam  Anzahl=2 Ja. Anzahl=14

SnapVault Tag

SnapAndCallHdbpersdia Auf Snapshot-Basis Einmal in der Anzahl=2  Nein NA

g Woche
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Fir ONTAP Systeme oder FSx fiir ONTAP muss in ONTAP eine Datensicherungsbeziehung fiir

@ die SnapVault Replikation konfiguriert werden, bevor SnapCenter SnapVault
Aktualisierungsvorgange ausfihren kann. Die sekundare Aufbewahrung ist in der ONTAP
Schutzrichtlinie definiert.

@ Fir die ANF-Sicherung ist keine zusatzliche Konfiguration au3erhalb von SnapCenter
erforderlich. Die sekundare Aufbewahrung der ANF-Backups wird von SnapCenter verwaltet.

@ In dieser Beispielkonfiguration wird hdbpersdiag fir die Blockintegritatsprifung verwendet.
Weitere Einzelheiten finden Sie in Kapitel "Blockkonsistenzprifungen mit SnapCenter'Die

Die folgende Abbildung fasst die Zeitpl&ne und die Aufbewahrungsfristen der Backups zusammen. Wird
SnapCenter zur Verwaltung der Aufbewahrung von Protokollsicherungen verwendet, werden alle
Protokollsicherungen geldscht, die alter als die alteste Snapshot-Sicherung sind. Mit anderen Worten:
Protokollsicherungen werden so lange aufbewahrt, wie es erforderlich ist, um fir jede verfugbare Sicherung
eine zeitgerechte Wiederherstellung auf den aktuellen Stand zu ermdglichen.

[Breite=601, Hohe=192]

Sicherung der Verschliisselungs-Root-Schliissel

Bei Verwendung der HANA-Persistenzverschllsselung ist es unerlasslich, zuséatzlich zu den Standard-
Datensicherungen auch Sicherungskopien der Stammschlissel zu erstellen. Zur Wiederherstellung der HANA-
Datenbank im Falle eines Datenverlusts und des Verlusts des HANA-Installationsdateisystems werden Root-
Key-Backups bendtigt. Weitere Informationen finden Sie unter "SAP HANA Administration Guide"Die

Beachten Sie, dass, wenn ein Stammschllssel geandert wird, der neue Stammschlissel nicht

@ zur Wiederherstellung alter HANA-Datenbanksicherungen verwendet werden kann, die zuvor
erstellt wurden. Sie bendtigen stets den Stammschliissel, der zum Zeitpunkt der Erstellung des
Backups aktiv war.

Backup-Vorgange

SnapCenter unterstitzt Snapshot-Backup-Operationen von HANA MDC-Systemen mit einem oder mehreren
Mandanten. SnapCenter unterstitzt auRerdem zwei verschiedene Wiederherstellungsvorgange eines HANA
MDC-Systems. Sie kdnnen entweder das gesamte System, die Systemdatenbank und alle Mandanten
wiederherstellen oder nur einen Mandanten. Es gibt einige Voraussetzungen, damit SnapCenter diese
Operationen ausfihren kann.

In einem MDC-System ist die Mandantenkonfiguration nicht unbedingt statisch. Mieter kbnnen hinzugefligt
oder geldscht werden. SnapCenter kann sich nicht auf die Konfiguration verlassen, die beim Hinzufligen der
HANA-Datenbank zu SnapCenter ermittelt wird. Um eine Wiederherstellung fiir einen einzelnen Mandanten zu
ermdglichen, muss SnapCenter wissen, welche Mandanten in den einzelnen Snapshot-Backups enthalten
sind. Darliber hinaus muss es wissen, welche Dateien und Verzeichnisse zu jedem Mandanten gehéren, der in
der Snapshot-Sicherung enthalten ist.

Daher ermittelt SnapCenter bei jedem Backup-Vorgang die Mandanteninformationen. Dies umfasst die
Mandantennamen und die entsprechenden Datei- und Verzeichnisinformationen. Diese Daten miissen in den
Snapshot-Backup-Metadaten gespeichert werden, um eine Wiederherstellung durch einen einzelnen
Mandanten zu ermoglichen.

Ein weiterer Schritt der automatischen Anwendungserkennung ist die Erkennung des primaren oder
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sekundaren Knotens der HANA-Systemreplikation (HSR). Wenn ein HANA-System mit HSR konfiguriert ist,
muss SnapCenter bei jedem Sicherungsvorgang den primaren Knoten identifizieren, damit die Backup-SQL-
Befehle auf dem primaren HSR-Knoten ausgefuhrt werden. Siehe auch "SAP HANA System Replication —
Backup und Recovery mit SnapCenter"Die

SnapCenter erkennt auRerdem die HANA-Datenvolumenkonfiguration und ordnet sie Dateisystem- und
Speicherressourcen zu. Mit diesem Ansatz kann SnapCenter Anderungen an der HANA-Volume-Konfiguration
verarbeiten, z. B. mehrere Partitionen oder Anderungen an der Speicherkonfiguration wie die Migration von
Volumes.

Der nachste Schritt ist die eigentliche Snapshot-Sicherungsoperation. Dieser Schritt umfasst den SQL-Befehl
zum Auslésen des HANA-Datenbank-Snapshots, die Sicherung des Speicher-Snapshots und den SQL-Befehl
zum Beenden des HANA-Snapshot-Vorgangs. Durch die Verwendung des Befehls ,close” aktualisiert die
HANA-Datenbank den Sicherungskatalog der Systemdatenbank und jedes Mandanten.

@ SAP unterstltzt keine Snapshot Backup-Vorgange fir MDC-Systeme, wenn ein oder mehrere
Mandanten angehalten werden.

Fir das Aufbewahrungsmanagement von Daten-Backups und das HANA-Backup-Katalogmanagement muss
SnapCenter die Kataloglésch-Operationen fir die Systemdatenbank und alle Mandantendatenbanken
ausflihren, die im ersten Schritt identifiziert wurden. Auf dieselbe Weise fir die Log-Backups muss der
SnapCenter-Workflow auf jedem Mandanten laufen, der Teil des Backup-Vorgangs war.

Die folgende Abbildung zeigt einen Uberblick tiber den Backup-Workflow.

[Breite=601, Hohe=237]

Backup-Aufbewahrungsverwaltung

Das Management der Daten-Backup-Aufbewahrung und die allgemeine Ordnung der Backup-Protokollierung
kénnen in finf Hauptbereiche unterteilt werden, einschliellich Aufbewahrungsmanagement von:

* Lokale Backups im primaren Storage

» Dateibasierten Backups

+ Datensicherungen auf dem Sekundarspeicher (SnapVault oder ANF-Backup)

» Daten-Backups im SAP HANA Backup-Katalog

* Protokollsicherungen im SAP HANA-Sicherungskatalog und im Dateisystem
Die folgende Abbildung bietet einen Uberblick tiber die verschiedenen Workflows und die Abhangigkeiten

jedes einzelnen Vorgangs. In den folgenden Abschnitten werden die verschiedenen Operationen im Detail
beschrieben.

[Breite=601, HOhe=309]

Aufbewahrungsmanagement von lokalen Backups auf dem Primarstorage

SnapCenter Ubernimmt die Verwaltung von SAP HANA-Datenbanksicherungen und Nicht-
Datenvolumensicherungen, indem es Snapshot-Kopien auf dem primaren Speicher und im SnapCenter
Repository gemalf einer in der SnapCenter -Sicherungsrichtlinie definierten Aufbewahrungsfrist 16scht. Die
Aufbewahrungsverwaltung ist in jedem Backup-Workflow von SnapCenter enthalten. Lokale Backups auf dem
primaren Speicher kdnnen auch manuell in SnapCenter geléscht werden.
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Aufbewahrungsmanagement von dateibasierten Backups

SnapCenter Ubernimmt die Verwaltung dateibasierter Backups, indem es die Backups im Dateisystem geman
einer in der SnapCenter -Backup-Richtlinie definierten Aufbewahrungsfrist I6scht. Die Aufbewahrungslogik wird
bei jedem Backup-Workflow in SnapCenter ausgefihrt.

Aufbewahrungsverwaltung von Backups im Sekundarspeicher (SnapVault)

Die Aufbewahrungsverwaltung der Backups im Sekundarspeicher (SnapVault) wird von ONTAP auf Basis der
in der ONTAP Schutzbeziehung definierten Aufbewahrungsfristen ibernommen. Um diese Anderungen auf
dem Sekundarspeicher im SnapCenter -Repository zu synchronisieren, verwendet SnapCenter einen
geplanten Bereinigungsjob. Dieser Bereinigungsvorgang synchronisiert alle Backups des Sekundarspeichers
mit dem SnapCenter Repository fir alle SnapCenter -Plug-ins und alle Ressourcen.

Die Bereinigung erfolgt standardmaRig einmal pro Woche. Dieser wdchentliche Zeitplan fihrt zu einer
Verzdgerung beim Léschen von Backups in SnapCenter und SAP HANA Studio im Vergleich zu den Backups,
die bereits im Sekundarspeicher geldoscht wurden. Um diese Unstimmigkeit zu vermeiden, kénnen Kunden den
Zeitplan auf eine hohere Frequenz andern, zum Beispiel einmal taglich. Einzelheiten zur Anpassung des
Zeitplans des Bereinigungsauftrags oder zum Ausldsen einer manuellen Aktualisierung finden Sie im
entsprechenden Kapitel. "Bereinigung sekundarer Backups"Die

Aufbewahrungsverwaltung von Backups auf dem Sekundarspeicher (ANF-Backup)

Die Aufbewahrung von ANF-Backups wird von SnapCenter konfiguriert und verwaltet. SnapCenter ibernimmt
die Verwaltung der ANF-Backup-Backups, indem es die Backups gemal einer in der SnapCenter -Backup
-Richtlinie definierten Aufbewahrungsfrist 16scht. Die Aufbewahrungsverwaltung ist in jedem Backup-Workflow
von SnapCenter enthalten.

Aufbewahrungsmanagement von Daten-Backups im SAP HANA Backup-Katalog

Wenn SnapCenter eine Sicherung, einen lokalen Snapshot oder eine dateibasierte Sicherung geléscht hat
oder wenn SnapCenter eine Léschung einer Sicherung auf dem Sekundarspeicher festgestellt hat, wird diese
Datensicherung auch im SAP HANA-Sicherungskatalog geléscht. Bevor SnapCenter den SAP HANA-
Katalogeintrag fir ein lokales Snapshot-Backup im primaren Speicher 16scht, prift es, ob das Backup im
sekundaren Speicher noch vorhanden ist.

Aufbewahrungsmanagement von Protokoll-Backups

Die SAP HANA-Datenbank erstellt automatisch Log-Backups. Diese Vorgange erstellen Sicherungsdateien flr
jeden einzelnen SAP HANA-Dienst in einem in SAP HANA konfigurierten Sicherungsverzeichnis.
Protokollsicherungen, die alter als die letzte Datensicherung sind, werden fir die zuklnftige Wiederherstellung
nicht mehr benétigt und kdnnen daher geléscht werden. SnapCenter Gbernimmt die Verwaltung der
Logdateisicherungen sowohl auf Dateisystemebene als auch im SAP HANA-Sicherungskatalog durch die
Ausflhrung der folgenden Schritte:

1. SnapCenter liest den SAP HANA-Backup-Katalog, um die Backup-ID des altesten erfolgreichen Daten-
Backups zu ermitteln.

2. SnapCenter loscht alle Log-Backups im SAP HANA-Katalog und das Filesystem, die alter als diese
Backup-ID sind.
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SnapCenter kiimmert sich nur um die allgemeine Ordnung und Sauberkeit der Backups, die von
SnapCenter erstellt wurden. Falls zusatzliche dateibasierte Backups aulierhalb von SnapCenter

@ erstellt werden, mussen Sie sicherstellen, dass die dateibasierten Backups aus dem Backup-
Katalog geléscht werden. Wird eine solche Datensicherung nicht manuell aus dem Backup-
Katalog geldscht, kann sie zur &ltesten Datensicherung werden, und altere Log-Backups werden
erst geldscht, wenn diese dateibasierte Sicherung geléscht wird.

Obwohl in der Richtlinienkonfiguration eine Aufbewahrungsdauer fir On-Demand-Backups
definiert ist, wird die Aufraumarbeit nur dann durchgefiihrt, wenn ein weiteres On-Demand-

@ Backup ausgeflhrt wird. Daher missen On-Demand-Backups in SnapCenter in der Regel
manuell geléscht werden, um sicherzustellen, dass diese Backups auch im SAP HANA-Backup-
Katalog geléscht werden und die Protokoll-Backup-Bereinigung nicht auf einem alten On-
Demand-Backup basiert.

Die Aufbewahrungsverwaltung fur Protokollsicherungen ist standardmaf3ig aktiviert. Bei Bedarf
@ kann diese Funktion wie im Abschnitt ,Automatische Protokollsicherungsverwaltung
deaktivieren“ beschrieben deaktiviert werden.

Erfahren Sie mehr uUber die Konfiguration von SnapCenter fir SAP HANA-
Umgebungen

Konfigurieren Sie SnapCenter fur SAP HANA-Umgebungen mit einem zweiphasigen
Ansatz: Erstkonfiguration fir gemeinsam genutzte Ressourcen (Anmeldeinformationen,
Speichersysteme und Richtlinien) und ressourcenspezifische Konfiguration fur einzelne

HANA-Systeme (Hostbereitstellung, automatische Erkennung und Schutzeinstellungen).

Die SnapCenter -Konfiguration fiir eine SAP-HANA-Umgebung mit mehreren HANA-Systemen |asst sich in
zwei Hauptbereiche unterteilen:
* Die Ausgangskonfiguration

o Anmeldeinformationen, Speicher und Richtlinienkonfigurationen. + Diese Einstellungen oder
Ressourcen werden typischerweise von mehreren HANA-Systemen genutzt.

* Die HANA-ressourcenspezifische Konfiguration
> Die Konfiguration von Host, HANA und Ressourcenschutz muss fiir jedes HANA-System einzeln
erfolgen.

Die folgende Abbildung veranschaulicht die verschiedenen Konfigurationskomponenten und ihre
Abhangigkeiten.

Alle Konfigurationsschritte werden in den folgenden Abschnitten detailliert beschrieben.

Die Beschreibungen und Screenshots in diesem Dokument basieren auf von SnapCenter

@ automatisch erkannten HANA-Systemen. Zusatzliche oder abweichende Konfigurationsschritte
fur manuell konfigurierte Ressourcen mit einem zentralen Plug-in-Host werden beschrieben in
"Zentrale Plug-in-Host-Konfiguration"Die

[Breite=601, Hohe=319]
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Konfigurieren Sie die anfanglichen SnapCenter -Einstellungen fiir SAP HANA

Konfigurieren Sie die ersten SnapCenter -Einstellungen fur SAP HANA-Umgebungen,
indem Sie Anmeldeinformationen flir Azure-Dienstprinzipale einrichten, Speichersysteme
hinzuflgen und Richtlinien fur Snapshot-Backups, Blockintegritatsprafungen und
sekundare Replikation erstellen.

Die Erstkonfiguration von SnapCenter umfasst die folgenden Schritte:

1. Konfiguration von Anmeldeinformationen

a. Bei HANA-Systemen, die mit Azure NetApp Files (ANF) konfiguriert sind, muss ein Dienstprinzipal
vorbereitet und anschlieRend in SnapCenter konfiguriert werden.

b. Fir die automatisierte Installation des HANA-Plug-ins auf den HANA-Datenbankhosts miissen Host-
Zugangsdaten angegeben werden.

2. Konfiguration des Storage-Systems

a. Bei HANA-Systemen, die mit ANF konfiguriert sind, kbnnen die erforderlichen NetApp -Konten
ausgewahlt und der SnapCenter -Konfiguration hinzugefugt werden.

b. Fir ONTAP oder FSx for ONTAP Speichersysteme konnen entweder SVMs oder der komplette
Speichercluster zu SnapCenter hinzugefiigt werden.

3. Konfiguration von Richtlinien

a. Richtlinien fur Snapshot-basierte Backups sowie fir Blockintegritatsprifungen kdnnen sowohl fir ANF
als auch fir ONTAP und FSx for ONTAP Speichersysteme konfiguriert werden.

b. Richtlinien fliir manipulationssichere Snapshots und sekundare Backups mit SnapVault oder SnapMirror
kénnen nur fir ONTAP und FSx for ONTAP Speichersysteme konfiguriert werden.

c. Fur HANA-Systeme, die mit ANF konfiguriert sind, kann eine Richtlinie Folgendes umfassen: "ANF-
Backup"Die

@ Die gleichen Snapshot-Backup-Richtlinien kénnen sowohl fir HANA-Datenbanken als auch fir
Nicht-Datenvolumes, z. B. das HANA Shared Volume, verwendet werden.

Die folgende Abbildung fasst die Konfigurationsabschnitte zusammen.
[Breite=601, Hohe=158]

Die folgenden Kapitel beschreiben die ersten Konfigurationsschritte.

Konfiguration von Anmeldeinformationen

Anmeldeinformationen fiir die HANA-Plug-in-Bereitstellung

Die Anmeldeinformationen werden im Abschnitt ,Einstellungen® und durch Auswahl der Registerkarte
~<Anmeldeinformationen® konfiguriert. Anmeldeinformationen kénnen durch Klicken auf das +-Symbol
hinzugefligt werden.

[Breite=601, H6he=118]
NetApp empfiehlt, auf allen HANA-Datenbankhosts einen Benutzer (z. B. scuser) zu konfigurieren und die

sudo-Berechtigungen wie beschrieben einzurichten. "Voraussetzungen fur das Hinzufligen von Hosts und die
Installation des SnapCenter -Plug-ins fir die SAP HANA-Datenbank"Die
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[Breite=287, HOhe=247]

Anmeldeinformationen fiir Azure NetApp Files

Es muss ein Azure-Dienstprinzipal vorbereitet werden, der es SnapCenter ermdglicht, die erforderlichen
Operationen flr die ANF-Volumes auszufiihren. Das folgende Beispiel zeigt die minimal erforderlichen
Berechtigungen, die unbedingt enthalten sein missen.

"assignableScopes": [

"/subscriptions/xxx"
I
"createdBy": "xxx",
"2025-05-07T07:12:14.451483+00:00",
"description":
"id":

"/subscriptions/xxx/providers/Microsoft.Authorization/roleDefinitions/xxx"

"createdOn":

"Restricted Access for SnapCenter ",

14

"name" . "XXX",
"permissions": [
{
"actions": [
"Microsoft.NetApp/register/action",
"Microsoft.NetApp/unregister/action",
"Microsoft.NetApp/netAppAccounts/read",
"Microsoft.NetApp/netAppAccounts/getKeyVaultStatus/action",
"Microsoft.NetApp/netAppAccounts/migrateEncryption/action",
"Microsoft.NetApp/netAppAccounts/transitionToCmk/action",
"Microsoft.NetApp/netAppAccounts/capacityPools/read",
"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/read",
"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/write",
"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/delete",
"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/revert/action",
"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/poolChange/action™,
"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/finalizeRelocation/
action",
"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/revertRelocation/ac
tion",
"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/breakFilelLocks/acti
on" ,
"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/getGroupIdListForLd
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apUser/action",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/backups/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/backups/restoreFile
s/action",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/read",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/restoreFi
les/action",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/subvolumes/read",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/subvolumes/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/subvolumes/getMetad
ata/action",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/volumeQuotaRules/re

ad" ,

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/latestRestoreStatus

/current/read",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/mountTargets/read",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/restoreStatus/read"
4
"Microsoft.NetApp/netAppAccounts/snapshotPolicies/read",
"Microsoft.NetApp/netAppAccounts/snapshotPolicies/write",

"Microsoft.NetApp/netAppAccounts/snapshotPolicies/listVolumes/read",

"Microsoft.NetApp/netAppAccounts/snapshotPolicies/volumes/read",
"Microsoft.NetApp/netAppAccounts/volumeGroups/read",
"Microsoft.NetApp/netAppAccounts/volumeGroups/write",
"Microsoft.NetApp/locations/checknameavailability/action",
"Microsoft.NetApp/locations/checkfilepathavailability/action",
"Microsoft.NetApp/locations/operationresults/read",
"Microsoft.NetApp/Operations/read",
"Microsoft.Resources/resources/read",



"Microsoft.Resources/subscriptions/resourceGroups/read",

"Microsoft.Resources/subscriptions/resourcegroups/resources/read",
"Microsoft.Network/virtualNetworks/read",
"Microsoft.Network/virtualNetworks/subnets/read",
"Microsoft.Network/virtualNetworks/write",
"Microsoft.Network/virtualNetworks/subnets/write",
"Microsoft.NetApp/netAppAccounts/backupVaults/read",
"Microsoft.NetApp/netAppAccounts/backupvVaults/write",
"Microsoft.NetApp/netAppAccounts/backupVaults/backups/read",
"Microsoft.NetApp/netAppAccounts/backupVaults/backups/write",
"Microsoft.NetApp/netAppAccounts/backupVaults/backups/delete",

"Microsoft.NetApp/netAppAccounts/backupVaults/backups/restoreFiles/action”
I

"condition": null,

"conditionVersion": null,

"dataActions": [],

"notActions": [],

"notDataActions": []

}

1,
"roleName": "SnapCenter-Restricted-Access",
"roleType": "CustomRole",
"type": "Microsoft.Authorization/roleDefinitions",
"updatedBy": "xxx",
"updatedOn": "2025-05-07T07:12:14.451483+00:00"

Die Anmeldeinformationen werden im Abschnitt ,Einstellungen® und durch Auswahl der Registerkarte
»<Anmeldeinformationen® konfiguriert. Die Zugangsdaten werden durch Klicken auf das Plus-Symbol
konfiguriert.

[Breite=601, HOhe=116]

Im folgenden Bildschirm muss ein Name fir die Anmeldeinformationen angegeben und der
Authentifizierungsmodus ,Azure-Anmeldeinformationen ausgewahlt werden. AnschlieRend missen
Mandanten-ID, Client-ID und Client-Geheimschlissel konfiguriert werden.

[Breite=252, HOhe=246]

Konfiguration des Storage-Systems

ONTAP Systeme und FSx fiir ONTAP

Ein ONTAP System oder FSx fliir ONTAP kann zu SnapCenter hinzugefiigt werden, indem entweder Cluster-
Zugangsdaten oder Zugangsdaten fiir jede bendtigte SVM angegeben werden. Wenn die Cluster-
Zugangsdaten angegeben werden, werden alle SVMs des Clusters zu SnapCenter hinzugeflgt.



In unserem Laboraufbau haben wir die Speichercluster zu SnapCenter hinzugefiigt. ONTAP Cluster werden im
Abschnitt ,Speichersysteme” konfiguriert, indem die Registerkarte ,ONTAP -Speicher® und der Clustertyp
~LONTAP* ausgewahlt werden. Ein neuer Cluster wird durch Anklicken des Plus-Symbols hinzugeflgt.

[Breite=601, Héhe=117]

Im folgenden Bildschirm missen Sie die Anmeldeinformationen fiir einen Clusterbenutzer angeben.

Der Cluster-Benutzer admin sollte nicht verwendet werden. Stattdessen sollte ein neuer

@ Benutzer mit den erforderlichen Berechtigungen erstellt werden, wie in beschrieben. "Erstellen
Sie ONTAP Clusterrollen mit minimalen Berechtigungen"Die fir das ASA -System erforderlichen
Berechtigungen finden Sie unter "Erstellen Sie ONTAP Clusterrollen fir ASA R2-Systeme"Die

[Breite=299, H6he=176]

SVMs werden im Abschnitt ,Speichersysteme* konfiguriert, indem die Registerkarte ,ONTAP -Speicher” und
der Typ ,ONTAP SVMS* ausgewahlt werden. Eine neue SVM wird durch Klicken auf das +-Symbol
hinzugeflgt.

Im folgenden Bildschirm missen Sie die Anmeldeinformationen fiir einen Clusterbenutzer angeben.

Der SVM-Benutzer vsadmin sollte nicht verwendet werden. Stattdessen sollte ein neuer

@ Benutzer mit den erforderlichen Berechtigungen erstellt werden, wie in beschrieben. "Erstellen
Sie SVM-Rollen mit minimalen Berechtigungen"Die fur das ASA -System erforderlichen
Berechtigungen finden Sie unter "Erstellen Sie SVM-Rollen fir ASA R2-Systeme"Die

@ Der DNS-Name fiir die SVM muss mit dem im ONTAP System konfigurierten SVM-Namen
Ubereinstimmen.

[Breite=331, HOhe=199]

Azure NetApp Dateien

Nachdem die ANF-Zugangsdaten konfiguriert wurden, kdnnen ANF NetApp Konten zu SnapCenter
hinzugefuigt werden. NetApp Konten werden im Abschnitt ,Speichersysteme® und durch Auswahl der
Registerkarte ,Azure NetApp Files* konfiguriert. Ein neues NetApp -Konto wird durch Klicken auf das Plus-
Symbol hinzugefigt.

[Breite=601, Hohe=117]

Nach Auswahl der ANF-Anmeldeinformationen und des Abonnements kann ein NetApp -Konto zu SnapCenter
hinzugefugt werden.

[Breite=401, HOhe=176]

Speicherkonfiguration bei Verwendung von SnapMirror ActiveSync

Spezifische Schritte zur Speicherkonfiguration werden beschrieben unter "Speicherkonfiguration mit
SnapMirror ActiveSync"Die

Konfiguration von Richtlinien

Wie im Abschnitt ,Datenschutzstrategie® erlautert, werden Richtlinien in der Regel unabhangig von der
Ressource konfiguriert und kénnen fir mehrere SAP HANA-Systeme verwendet werden.
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Eine typische Minimalkonfiguration umfasst folgende Richtlinien:

* Richtlinie fir stindliche Backups ohne Replikation
+ Richtlinie fur tagliche Backups mit SnapVault oder ANF-Backup-Replikation
« Richtlinie fiir die wochentliche Uberpriifung der Blockintegritat

> Verwendung einer dateibasierten Datensicherung

> mit dem HANA-Tool hdbpersdiag

In den folgenden Abschnitten wird die Konfiguration dieser drei Richtlinien beschrieben.

Die Richtlinien werden im Abschnitt ,Einstellungen® und durch Auswahl der Registerkarte ,Richtlinien®
konfiguriert. Eine neue Richtlinie wird durch Klicken auf das Plus-Symbol konfiguriert. Die beiden folgenden
Screenshots zeigen die Liste der Richtlinien fur HANA-Systeme, die mit Azure NetApp Files betrieben werden,
sowie eine zweite Liste fur HANA-Systeme, die mit ONTAP -Speichersystemen oder FSx fur ONTAP betrieben
werden.

[Breite=601, Hohe=133]
[Breite=601, HOhe=138]

Snapshot-Backups mit ONTAP -Systemen und FSx fiir ONTAP

Snapshot-Backup-Richtlinien fir ONTAP Systeme oder FSx fir ONTAP kénnen einen lokalen Snapshot mit
Replikations- oder Snapshot-Sperrvorgdngen (manipulationssicherer Snapshot) kombinieren. Dieses Beispiel
zeigt eine Richtlinie mit Replikation auf einen sekundaren Speicher mithilfe von SnapVault.

Geben Sie einen Namen fir die Versicherungspolice und optional eine Beschreibung an.
[Breite=376, Hohe=103]

Wahlen Sie den ONTAP Speichertyp und den Snapshot-Richtlinienbereich aus.
[Breite=385, H6he=97]

Fir diese Richtlinie wurde ein taglicher Zeitplan konfiguriert. Es wird taglich ein Snapshot erstellt, und die
Snapshot-Anderungen werden mithilfe von SnapVault auf den sekundaren Speicher repliziert.

@ Der Zeitplan selbst ist mit der individuellen HANA-Ressourcenschutzkonfiguration konfiguriert.

Die in der Richtlinie konfigurierte Aufbewahrungsdauer gilt nur fur die primaren Snapshots. Die Aufbewahrung
im SnapVault Ziel wird mit der ONTAP Replikationsbeziehung fir die einzelnen Volumes der HANA-Datenbank
konfiguriert, wie in Kapitel [Kapitelnummer einfligen] beschrieben. "SAP HANA Snapshot-
Sicherungsvorgange"Die Die in der Richtlinie konfigurierte Snapshot-Bezeichnung muss mit der in der ONTAP
Replikationsbeziehung konfigurierten Bezeichnung Ubereinstimmen.

Die Snapshot-Sperre (manipulationssichere Snapshots) kann durch Anklicken der Kontrollkéstchen und
Festlegen des Sperrzeitraums aktiviert werden. Diese Funktion erfordert eine SnaplLock -Lizenz auf dem
Speichersystem und die Konfiguration der Compliance-Uhr.

Eine Richtlinie, die nur lokale Snapshots berlicksichtigt, wiirde mit einem stiindlichen Zeitplan und durch
Deaktivierung des Kontrollkdstchens ,SnapVault aktualisieren” konfiguriert.

[Breite=378, Hohe=352]
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Die Ubersichtsseite zeigt die konfigurierten Parameter an.
[Breite=385, H6he=119]

Snapshot-Backups mit Azure NetApp Files

Die Snapshot-Sicherungsrichtlinien flir Azure NetApp Files kdnnen einen lokalen Snapshot mit einer ANF-
Sicherung kombinieren, die die Snapshot-Daten in Azure Blob repliziert. Dieses Beispiel zeigt eine Richtlinie,
die fUr die Replikation mit ANF-Backup verwendet wird.

Geben Sie einen Namen fir die Versicherungspolice und optional eine Beschreibung an.

[Breite=356, HOhe=95]

Wahlen Sie den Speichertyp ,Azure NetApp Files“ und den Richtlinienbereich fir Snapshots aus.
[Breite=360, Hohe=102]

Fir diese Richtlinie wurde ein taglicher Zeitplan konfiguriert. Es wird taglich ein Snapshot erstellt, und die
Snapshot-Anderungen werden mithilfe von ANF Backup in den Backup-Tresor repliziert.

@ Der Zeitplan selbst ist mit der individuellen HANA-Ressourcenschutzkonfiguration konfiguriert.

Die in der Richtlinie konfigurierte Snapshot-Aufbewahrungsdauer gilt fiir die primaren Snapshots auf dem ANF-
Volume. Die Aufbewahrungsdauer fir das ANF-Backup wird mit den Backup-Aufbewahrungseinstellungen
konfiguriert.

Eine Richtlinie, die nur lokale Snapshots vorsieht, wiirde mit einem stlindlichen Zeitplan und durch
Deaktivierung des Kontrollkastchens ,Backup aktivieren® konfiguriert.

[Breite=373, H6he=361]

Die Ubersichtsseite zeigt die konfigurierten Parameter an.
[Breite=376, HOhe=138]

Blockintegritatspriifungsvorgéange fiir alle Plattformen

HANA-Tool hdbpersdiag

Einzelheiten werden in Kapitel 1 beschrieben. "Blockkonsistenzprifungen mit SnapCenter"Die

Dateibasierte Datensicherung

Geben Sie einen Namen fir die Versicherungspolice und optional eine Beschreibung an.
[Breite=346, H6he=95]

Wahlen Sie je nach Ihrer Konfiguration den Speichertyp ONTAP oder Azure NetApp Files und anschlieend
den Richtlinienbereich ,Dateibasiert”.

[Breite=357, HOhe=98]
Wie bereits besprochen, wird empfohlen, die Blockintegritatsprifung einmal pro Woche durchzufiihren. Daher

wird ein Wochenplan gewahlt.

26


https://docs.netapp.com/de-de/netapp-solutions-sap/{relative_path}hana-sc-generic-block-check.html

@ Der Zeitplan selbst ist mit der individuellen HANA-Ressourcenschutzkonfiguration konfiguriert.

Das Dateisystem, in dem die dateibasierte Sicherung gespeichert wird, muss Uber ausreichend
Kapazitat fir eine Sicherung mehr verfligen als in den Aufbewahrungseinstellungen definiert ist,

@ da SnapCenter die alte Sicherung I6scht, nachdem die neue erstellt wurde. In diesem Beispiel
wird Speicherplatz fur zwei Backups bendtigt, wobei nur ein Backup aufbewahrt werden soll. Die
minimale konfigurierbare Aufbewahrungsdauer betragt null.

[Breite=351, HOhe=173]
Die Ubersichtsseite zeigt die konfigurierten Parameter an.
[Breite=366, H6he=101]

Richtlinienkonfiguration bei Verwendung von SnapMirror ActiveSync

Die einzelnen Schritte zur Richtlinienkonfiguration werden im Dokument beschrieben. "Richtlinienkonfiguration
SnapMirror Active Sync"Die

SnapCenter Ressourcen fir einzelne SAP HANA-Datenbanken konfigurieren

Konfigurieren Sie einzelne SAP HANA-Datenbanken in SnapCenter , indem Sie Backup-
Benutzer und Benutzerspeicherschllssel erstellen, die Speicherreplikation fur sekundare
Backups einrichten, das HANA-PIlug-in fUr die automatische Erkennung bereitstellen und
den Ressourcenschutz mit Richtlinien und Zeitplanen konfigurieren.

Die Konfiguration einer HANA-Datenbank in SnapCenter erfolgt in folgenden Schritten:
1. In der HANA-Systemdatenbank muss ein SnapCenter Backup-Benutzer konfiguriert und auf dem HANA-

Datenbankhost ein SAP-HANA-Benutzerspeicherschlissel eingerichtet werden.

2. Wenn eine Datenreplikation auf einen Sekundarspeicher erforderlich ist, muss die ONTAP
-Speicherreplikation fur das HANA-Datenvolume konfiguriert werden.

3. Das SnapCenter HANA-Plug-in muss auf dem HANA-Datenbankhost bereitgestellt werden.
a. Der automatische Erkennungsprozess wird gestartet
b. Der SAP HANA-Benutzerspeicherschlissel muss in SnapCenter konfiguriert werden.

c. Die zweite Phase der automatischen Erkennung wird gestartet und die HANA-Ressource wird von
SnapCenter automatisch hinzugeflgt.

4. Der HANA-Ressourcenschutz muss fir die neu hinzugefligte HANA-Ressource konfiguriert werden.

Die anfangliche SnapCenter -Konfiguration, wie im vorherigen Thema beschrieben. "Erstkonfiguration von
SnapCenter" Dies muss zuerst erfolgen, da wahrend der Konfiguration der HANA-Datenbankressourcen
Anmeldeinformationen, Speichersysteme und Richtlinien bendétigt werden. Die folgende Abbildung fasst die
Schritte und Abhangigkeiten zusammen.

Die folgende Abbildung veranschaulicht die verschiedenen Konfigurationskomponenten und Abhangigkeiten.

[Breite=601, HOhe=315] In den folgenden Abschnitten finden Sie eine detaillierte Beschreibung der
erforderlichen Konfigurationsschritte.

27


https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-vmware-smas-sc-config.html#policy-configuration
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-vmware-smas-sc-config.html#policy-configuration
https://docs.netapp.com/de-de/netapp-solutions-sap/{relative_path}hana-sc-generic-sc-initial-config.html
https://docs.netapp.com/de-de/netapp-solutions-sap/{relative_path}hana-sc-generic-sc-initial-config.html

SAP HANA Backup-Benutzer- und SAP HANA Benutzerspeicherkonfiguration

NetApp empfiehlt, in der HANA-Datenbank einen dedizierten Benutzer zu konfigurieren, der die Backup-
Vorgange mit SnapCenter ausfiihrt. Im zweiten Schritt wird fir diesen Backup-Benutzer ein SAP HANA-
Benutzerspeicherschlissel konfiguriert, und der SAP HANA-Benutzerspeicherschlissel wird in der
SnapCenter -Konfiguration bereitgestellt.

Die folgende Abbildung zeigt das SAP HANA Studio, Uber das der Backup-Benutzer, in diesem Beispiel
SNAPCENTER, erstellt werden kann.

@ Der Backup-Benutzer muss mit den Berechtigungen Backup-Admin, Katalog-Lesen, Datenbank-
Backup-Admin und Datenbank-Wiederherstellungsoperator konfiguriert werden.

@ Der Backup-Benutzer muss in der Systemdatenbank angelegt werden, da alle Backup-Befehle
fur die System- und Mandantendatenbanken Uber die Systemdatenbank ausgefiihrt werden.

[Breite=601, H6he=382]

SAP HANA-Benutzerspeicherkonfiguration auf dem HANA-Datenbankhost

SnapCenter verwendet den Benutzer <sid>adm zur Kommunikation mit der HANA-Datenbank. Daher muss
der SAP HANA-Benutzerspeicherschlissel mit dem Benutzer <sid>adm auf dem Datenbankhost konfiguriert
werden.

hdbuserstore set <key-name> <host>:<port> <database user> <password>
Bei einem SAP HANA MDC-System ist der Port der HANA-Systemdatenbank 3<instanceNo>13.

SAP HANA Benutzerspeicherkonfigurationsbeispiele

Die Ausgabe zeigt den Schlissel SS1KEY an, der fur das HANA-System mit der Instanznummer = 00
konfiguriert wurde.
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ssladm@hana-1:/usr/sap/SS1/HDB00> hdbuserstore list
DATA FILE : /usr/sap/SSl/home/.hdb/hana-1/SSFS HDB.DAT
KEY FILE : /usr/sap/SSl/home/.hdb/hana-1/SSFS_HDB.KEY
KEY SS1SAPDBCTRL

ENV : hana-1:30013

USER: SAPDBCTRL

KEY SS1KEY

ENV : hana-1:30013

USER: SNAPCENTER

KEY SYSTEMKEY

ENV : hana-1:30013

USER: SYSTEM

ACTIVE RECORDS : 10

DELETED RECORDS : 15

NUMBER OF COMPLETE KEY: 3

Operation succeed.

ssladm@hana-1:/usr/sap/SS1/HDB00>

Die Ausgabe zeigt den Schlissel SM1KEY an, der fir das HANA-System mit der Instanznummer = 12
konfiguriert wurde.

smladm@hana-2:/usr/sap/SM1/HDB12> hdbuserstore list
DATA FILE : /usr/sap/SMl/home/.hdb/hana-2/SSFS_HDB.DAT
KEY FILE : /usr/sap/SMl/home/.hdb/hana-2/SSFS HDB.KEY
KEY SM1SAPDBCTRL

ENV : hana-2:31213

USER: SAPDBCTRL

KEY SM1KEY

ENV : hana-2:31213

USER: SNAPCENTER

ACTIVE RECORDS : 7

DELETED RECORDS : 9

NUMBER OF COMPLETE KEY: 2

Operation succeed.

smladm@hana-2:/usr/sap/SM1/HDB12>

Speicherreplikationskonfiguration

Die Konfiguration der Datensicherungsbeziehung sowie der anfangliche Datentransfer missen ausgefiihrt
werden, bevor Replizierungs-Updates von SnapCenter gemanagt werden konnen.

Die folgenden Screenshots zeigen eine Konfiguration mit dem ONTAP System Manager. Bei FSx fur ONTAP
-Systemen muss die Replikation mithilfe der ONTAP CLI wie beschrieben durchgeflhrt werden unter
"Ubersicht - Backup-Replikation mit SnapVault"Die

Die folgende Abbildung zeigt die konfigurierte Schutzbeziehung fiir das Datenvolumen des SAP HANA-
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Systems SS1. In diesem Beispiel wird das Quellvolume SS1_data_mnt00001 auf dem SVM hana-primary auf
das SVM hana-backup und das Zielvolume SS1_data_mnt00001_dst repliziert.

[Breite=601, H6he=183]

Die folgende Abbildung zeigt die Schutzrichtlinie, die fur diesen Laboraufbau erstellt wurde. Die fur die
Schutzbeziehung verwendete Schutzrichtlinie definiert das SnapMirror -Label sowie die Aufbewahrung von
Backups auf dem Sekundarspeicher. In diesem Beispiel lautet die verwendete Bezeichnung , Taglich® und die
Aufbewahrungsdauer ist auf 5 eingestellt.

@ Die Bezeichnung ,SnapMirror” in der Replikationsrichtlinie muss mit der in der SnapCenter
-Richtlinienkonfiguration definierten Bezeichnung tbereinstimmen.

Der Zeitplan der Beziehung muss auf ,Keine“ gesetzt werden, da SnapCenter die SnapVault
@ Aktualisierung als Teil des Sicherungsvorgangs auf Basis des zuvor erstellten
anwendungskonsistenten Snapshots auslost.

@ Die Aufbewahrungsdauer fir Backups auf dem sekundaren Backup-Speicher wird in der
Richtlinie definiert und von ONTAP gesteuert.

[Breite=601, Hohe=180]

ANF-Backup-Konfiguration

Fir die ANF-Datensicherung sind keine besonderen Vorbereitungen erforderlich. Sobald die erste Sicherung
mit aktiviertem ANF-Backup ausgefihrt wird, erstellt SnapCenter einen Azure-Sicherungstresor mit dem
Namen snapcenter-vault. Dieser Backup-Tresor wird dann von allen nachfolgenden ANF-Backup-Operationen
verwendet, die von SnapCenter ausgefiihrt werden.

[Breite=601, Hohe=227]

Bereitstellung des SnapCenter -Plug-ins fiir SAP HANA

Die Anforderungen an den Host sind aufgelistet unter "Hostanforderungen fur die Installation des SnapCenter
Plug-Ins-Pakets fir Linux"Die

Die Bereitstellung des HANA-Plug-ins erfolgt durch Klicken auf die Schaltflache ,Hinzufligen® im Abschnitt
,Hosts" der SnapCenter Benutzeroberflache.

[Breite=601, HOhe=145]
Im Bildschirm ,Host hinzufligen“ missen Sie den Hosttyp und -namen sowie die Anmeldeinformationen

angeben, die fir den Bereitstellungsprozess verwendet werden sollen. Dariiber hinaus muss das SAP HANA-
Plug-in ausgewahlt werden. Mit einem Klick auf ,Absenden® wird der Bereitstellungsprozess gestartet.

@ Fir diese Beschreibung haben wir keinen neuen Host hinzugefligt, sondern zeigen die
Konfiguration bestehender Hosts in SnapCenter.

[Breite=601, Hohe=154]

30


https://docs.netapp.com/us-en/snapcenter/protect-hana/reference_host_requirements_to_install_snapcenter_plug_in_package_for_linux.html
https://docs.netapp.com/us-en/snapcenter/protect-hana/reference_host_requirements_to_install_snapcenter_plug_in_package_for_linux.html

HANA-Autoerkennung

Sobald die Bereitstellung des HANA-Plug-ins abgeschlossen ist, wird der automatische Erkennungsprozess
gestartet. In der ersten Phase werden nur die Grundeinstellungen ermittelt und SnapCenter erstellt eine neue
Ressource, die im Ressourcenbereich der Benutzeroberflache mit einem roten Vorhangeschloss
gekennzeichnet wird.

[Breite=601, Hohe=169]

Beim Anklicken der Ressource werden Sie nach dem SAP HANA-Benutzerspeicherschlissel fur diese HANA-
Datenbank gefragt.

[Breite=316, H6he=180]

Nach der Bereitstellung des Schlissels beginnt die zweite Phase des automatischen Erkennungsprozesses.
Der automatische Erkennungsprozess ermittelt alle Mandantendatenbanken im HANA-System, die
Konfigurationsdetails fiir Protokoll- und Katalogsicherungen sowie die Replikationsrollen des HANA-Systems.
Darlber hinaus werden die Speicherbedarfsdetails automatisch ermittelt. Diese Einstellungen kénnen
Uberprtft werden, indem man eine Ressource auswahlt und auf die Schaltflache ,Details® klickt.

Dieser automatische Erkennungsprozess wird bei jedem Sicherungsvorgang ausgefiihrt, sodass
alle Anderungen am HANA-System, die fiir den Sicherungsvorgang relevant sind, automatisch
erkannt werden.

[Breite=601, HOhe=219]

Konfiguration fiir Ressourcenschutz

Der Bildschirm zur Konfiguration des Ressourcenschutzes wird durch Anklicken einer Ressource geoffnet,
nachdem der automatische Erkennungsprozess abgeschlossen ist. Die Screenshots in dieser Dokumentation
zeigen die Schutzkonfiguration einer bestehenden Ressource.

Konfigurieren Sie ein benutzerdefiniertes Namensformat flir den Snapshot. NetApp empfiehlt die Verwendung
eines benutzerdefinierten Snapshot-Namens, um leicht erkennen zu kénnen, welche Backups mit welchem
Richtlinien- und Zeitplantyp erstellt wurden.

In der Konfiguration der folgenden Abbildung haben die Namen von Backup- und Snapshot-Kopien das
folgende Format:

» Geplante stindliche Datensicherung: + SnapCenter_<Hostname>_LocalSnap_Hourly <Zeitstempel>

» Geplante tagliche Sicherung: + SnapCenter_<Hostname>_LocalSnapAndSnapVault_Daily <Zeitstempel>
[Breite=601, Hohe=294]

Im nachsten Bildschirm kdnnen Skripte konfiguriert werden, die in verschiedenen Schritten des Backup-
Workflows ausgefihrt werden sollen.

[Breite=601, HOhe=294]
Nun werden Richtlinien mit den Ressourcen verknipft und Zeitplane definiert.
In diesem Beispiel haben wir Folgendes konfiguriert:

« Wéchentliche Uberpriifung der Blockintegritat, jeden Sonntag
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* Eine lokale Snapshot-Sicherung, alle 4 Stunden

» Tagliche Snapshot-Sicherung mit SnapVault -Replikation einmal taglich
[Breite=601, HOhe=294]
E-Mail-Benachrichtigungen kénnen konfiguriert werden.
[Breite=601, Hohe=294]

Sobald die Konfiguration des Ressourcenschutzes abgeschlossen ist, werden die geplanten Backups gemaf
den definierten Einstellungen ausgefiihrt.

Konfigurieren Sie SnapCenter so, dass es Nicht-Datenvolumes sichert.

Konfigurieren Sie SnapCenter so, dass auch Nicht-Datenvolumes wie ausfuhrbare
Dateien, Konfigurationsdateien, Protokolldateien und Anwendungsserverdaten gesichert
werden.

Der Schutz des Datenbank-Daten-Volumes reicht aus, um die SAP HANA Datenbank auf einen bestimmten
Zeitpunkt wiederherzustellen, vorausgesetzt, die Ressourcen fir die Datenbankinstallation und die
erforderlichen Protokolle sind weiterhin verfligbar.

Fur die Wiederherstellung von Daten, die nicht mit der Datenverarbeitung zusammenhangen, empfiehlt
NetApp die Entwicklung einer zusatzlichen Backup-Strategie fur Nicht-Daten-Volumes, um das Backup der
SAP HANA-Datenbank zu erganzen. Je nach lhren spezifischen Anforderungen kénnen sich die
Sicherungsintervalle und Aufbewahrungseinstellungen fir Nicht-Datenvolumes unterscheiden. Sie sollten
aulderdem berucksichtigen, wie haufig Nicht-Datendateien geandert werden. Das HANA-Volume /hana/shared
enthalt beispielsweise ausfihrbare Dateien, Konfigurationsdateien, aber auch SAP HANA-Tracedateien.
Wahrend sich die ausflihrbaren Dateien nur bei einem Upgrade der SAP HANA-Datenbank andern, bendétigen
die SAP HANA-Konfigurations- und Trace-Dateien mdglicherweise eine hdhere Sicherungsfrequenz. Auch
SAP-Anwendungsserver-Volumes kdnnen mit SnapCenter durch die Verwendung von Nicht-Daten-Volume-
Backups geschutzt werden.

Mit der SnapCenter Funktion zur Sicherung von Nicht-Daten-Volumes kdnnen Snapshot-Kopien aller
relevanten Volumes in wenigen Sekunden erstellt werden, und zwar mit der gleichen Speicherplatzeffizienz wie
bei SAP HANA-Datenbanksicherungen. Der Unterschied besteht darin, dass keine Interaktion mit der SAP
HANA-Datenbank erforderlich ist.

Wahlen Sie auf der Registerkarte Ressource die Option nicht-Daten-Volume aus, und klicken Sie auf SAP
HANA-Datenbank hinzufligen.

[Breite=601, H6he=173]

[Breite=601, Hohe=112]

Wahlen Sie in Schritt 1 des Dialogfelds SAP HANA-Datenbank hinzufiigen in der Liste Ressourcentyp die
Option nicht-Daten-Volumes aus. Geben Sie einen Namen fir die Ressource und den zugehdrigen SID und
den SAP HANA Plug-in-Host an, den Sie fur die Ressource verwenden mdchten, und klicken Sie dann auf
Weiter.

[Breite=332, HOhe=310]

Wahlen Sie fir ONTAP -Systeme und FSx fir ONTAP den Speichertyp ONTAP aus und fiigen Sie die SVM(s)

und das/die Speichervolumen als Speicher-Footprint hinzu. Klicken Sie anschliellend auf Weiter.
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[Breite=332, H6he=312]

Wahlen Sie fir ANF den Speichertyp Azure NetApp Files aus, wahlen Sie das NetApp -Konto und den
Kapazitatspool aus und fiigen Sie die ANF-Volumes als Speicherflache hinzu. Klicken Sie anschlief’end auf
Weiter.

[Breite=350, H6he=337]
Klicken Sie im Ubersichtsschritt auf Fertig stellen, um die Einstellungen zu speichern.

Wiederholen Sie diese Schritte fiir alle bendétigten Nicht-Datenvolumes. Fahren Sie mit der Schutzkonfiguration
der neuen Ressource fort.

Die Konfiguration des Datenschutzes fir Nicht-Datenvolumenressourcen ist identisch mit dem
@ Workflow fir SAP HANA-Datenbankressourcen und kann auf Ebene einer einzelnen Ressource
definiert werden.

SnapCenter Zentral-Plug-in-Host fir SAP HANA konfigurieren

Setzen Sie das SnapCenter HANA-Plug-in auf einem zentralen Host ein, um SAP HANA-
Mehrhostsysteme oder HANA-Systeme auf IBM Power zu unterstitzen. Dieses Verfahren
umfasst die Installation des Plug-ins auf einem Windows- oder Linux-Host, die
Konfiguration des SAP HANA hdbsql-Clients und die Einrichtung von
Benutzerspeicherschlisseln fir jedes geschiitzte HANA-System.

Wie in "Bereitstellungsoptionen fir das SnapCenter -Plug-in fur SAP HANA"Das HANA-Plug-in kann auf3erhalb
der HANA-Datenbank eingesetzt werden, um eine zentrale Plug-in-Konfiguration zu unterstitzen, die fir SAP
HANA Multi-Host-Systeme oder SAP HANA on IBM Power-Umgebungen erforderlich ist.

Als zentraler Plug-in-Host kann jeder Windows- oder Linux-Host verwendet werden, typischerweise wird
jedoch der SnapCenter -Server selbst als zentraler Plug-in-Host eingesetzt.

Die Konfiguration eines zentralen Plug-in-Hosts umfasst die folgenden Schritte:

« SnapCenter HANA-Plug-in-Bereitstellung
» SAP HANA hdbsql Client Installation und Konfiguration

» Die SAP HANA-Benutzerspeicherkonfiguration fir jedes HANA-System wird durch den zentralen Plug-in-
Host geschlitzt.

SnapCenter HANA-Plug-in-Bereitstellung

Die Anforderungen an den Host sind aufgelistet unter "Hostanforderungen fur die Installation des SnapCenter
Plug-Ins-Pakets fur Linux"Die

Der zentrale Plug-in-Host wird als Host hinzugefiigt, und das SAP HANA-Plug-in wird auf dem Host installiert.
Der folgende Screenshot zeigt die Plug-in-Bereitstellung auf einem SnapCenter -Server unter Windows.

1. Gehen Sie zu Hosts und klicken Sie auf Hinzuflgen.

2. Geben Sie die erforderlichen Hostinformationen ein. Klicken Sie Auf Senden.

[Breite=601, Hohe=166]
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Installation und Konfiguration der SAP HANA hdbsql Client-Software

Die SAP HANA hdbsql Client-Software muss auf demselben Host installiert sein, auf dem auch das SAP
HANA Plug-in installiert ist. Die Software kann von folgender Webseite heruntergeladen werden: "SAP-
Supportportal"Die

Der wahrend der HANA-Ressourcenkonfiguration konfigurierte hdbsql-Betriebssystembenutzer muss in der
Lage sein, die hdbsql-Executable auszufuhren. Der Pfad zur ausfuhrbaren Datei hdbsql muss in der Datei
hana.properties oder in den Suchpfadparametern (%PATH%, $PATH) des Betriebssystembenutzers
konfiguriert werden.

Zentraler Plug-in-Host unter Windows:

C:\More C:\Program Files\NetApp\SnapCenter\Snapcenter Plug-in
Creator\etc\hana.properties

HANA HDBSQL CMD=C:\\Program Files\\sap\\hdbclient\\hdbsgl.exe

Zentraler Plugin-Host unter Linux:

cat /opt/NetApp/snapcenter/scc/etc/hana.properties

HANA HDBSQL CMD=/usr/sap/hdbclient/hdbsqgl

SAP HANA-Benutzerspeicherkonfiguration fiir einen zentralen Plug-in-Host

Fir jedes HANA-System, das vom zentralen Plug-in-Host verwaltet wird, muss ein SAP HANA-
Benutzerspeicherschlissel konfiguriert werden. Bevor der Schliissel auf dem zentralen Plug-in-Host
konfiguriert werden kann, muss ein Datenbankbenutzer wie beschrieben erstellt werden. "SAP HANA Backup-
Benutzer- und SAP HANA Benutzerspeicherkonfiguration"Die

Wenn das SAP HANA-Plug-in und der SAP hdbsql-Client unter Windows installiert sind, fihrt der lokale
Systembenutzer die hdbsqgl-Befehle aus und ist standardmaRig in der Ressourcenkonfiguration konfiguriert. Da
der Systembenutzer kein Anmeldebenutzer ist, muss die Konfiguration des SAP HANA-Benutzerspeichers mit
einem anderen Benutzer unter Verwendung der Option -u <Benutzer> durchgefiihrt werden.

hdbuserstore.exe -u SYSTEM set <key> <host>:<port> <database user>
<password>

Bei einer SAP HANA-Umgebung mit mehreren Hosts missen die SAP HANA-Benutzerspeicherschlissel fir
alle Hosts konfiguriert werden. SnapCenter versucht, mit jedem der bereitgestellten Schllissel eine Verbindung
zur Datenbank herzustellen und kann daher unabhangig von einem Failover der Systemdatenbank (HANA-
Namensserver) auf einen anderen Host funktionieren. Fir alle Worker- und Standby-Hosts ist ein SAP HANA-
Benutzerspeicherschlissel konfiguriert. Der HANA-Datenbankbenutzer, in diesem Beispiel SNAPCENTER, ist
der Benutzer, der in der Systemdatenbank konfiguriert wurde.
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hdbuserstore.exe -u SYSTEM set MSI1KEYHOST1 hana-4:30013 SNAPCENTER

password
hdbuserstore.exe -u SYSTEM set MS1KEYHOST2 hana-5:30013 SNAPCENTER
password
hdbuserstore.exe -u SYSTEM set MS1KEYHOST3 hana-6:30013 SNAPCENTER
password

C:\Program Files\sap\hdbclient>hdbuserstore.exe -u SYSTEM list
DATA FILE : C:\ProgramData\.hdb\SNAPCENTER-61\S-1-5-18\SSFS HDB.DAT
KEY FILE : C:\ProgramData\.hdb\SNAPCENTER-61\S-1-5-18\SSFS HDB.KEY
KEY MS1KEYHOST1

ENV : hana-4:30013

USER: SNAPCENTER

KEY MS1KEYHOST?2

ENV : hana-5:30013

USER: SNAPCENTER

KEY MS1KEYHOST3

ENV : hana-6:30013

USER: SNAPCENTER

KEY SS2KEY

ENV : hana-3:30013

USER: SNAPCENTER

C:\Program Files\sap\hdbclient>

Manuelle HANA-Ressourcenkonfiguration

Eine manuell konfigurierte HANA-Systemressource wird in SnapCenter erstellt, indem in der
Ressourcenansicht auf die Schaltflache ,Hinzufligen® geklickt wird.

[Breite=601, HOhe=189]
Im nachsten Bildschirm missen Sie einige Systemparameter angeben.

* Plug-in-Host: Der zentrale Plug-in-Host muss ausgewahlt werden.

« SAP HANA Benutzerspeicherschlissel: Bei einem HANA-System mit einem einzelnen Host muss der
Schlisselname angegeben werden, der auf dem zentralen Plug-in-Host vorbereitet wurde. Bei einem
HANA-System mit mehreren Hosts muss eine durch Kommas getrennte Liste aller Schlussel fur das
System angegeben werden.

+ HDBSQL-Betriebssystembenutzer: Wenn der zentrale Plug-in-Host unter Windows lauft, wird der Benutzer
automatisch als SYSTEM-Benutzer vorausgewahlt. Andernfalls muss der Benutzer angegeben werden,
der fur den SAP HANA-Benutzerspeicherschllssel verwendet wurde.

[Breite=384, Hohe=357]

Als nachstes muss der Speicherbedarf konfiguriert werden. Alle ONTAP oder ANF-Volumes, die zum HANA-
System gehoéren, missen hier hinzugefligt werden.

[Breite=385, Hohe=359]
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Die Konfiguration des Ressourcenschutzes kann nun auf die gleiche Weise wie bei automatisch erkannten
HANA-Systemen erfolgen.

Erfahren Sie mehr liber Sicherungsvorgange fur SAP HANA Snapshots in
SnapCenter.

Fuhren Sie SAP HANA Snapshot-Backups mit SnapCenter durch. Erfahren Sie mehr
uber Datenbank-Snapshot-Backups, Blockintegritatsprafungen, Backups von Nicht-
Datenvolumes und Backup-Replikation mit SnapVault oder Azure NetApp Files Backup.

In SnapCenter werden Datenbank-Backups normalerweise mithilfe der Zeitplane ausgefihrt, die in der
Ressourcenschutzkonfiguration der einzelnen HANA-Datenbanken definiert sind.

Ein On-Demand-Datenbank-Backup kann entweder Uber die SnapCenter GUI, eine PowerShell Befehlszeile
oder REST-APIs durchgeflhrt werden.

SnapCenter unterstutzt die folgenden Sicherungsvorgange.

HANA-Datenbank-Snapshot-Sicherungsvorgange

* Blockintegritatsprifungsoperationen

» Snapshot-Backups von Nicht-Datenvolumes

» Backup-Replikation mit SnapVault oder ANF-Backup fir HANA-Datenbanken oder Nicht-Datenvolumen-
Backups

In den folgenden Abschnitten werden die verschiedenen Operationen fiir Einzelhost-HANA-Systeme
beschrieben, die von SnapCenter (HANA-Plug-in, das auf dem HANA-Datenbankhost bereitgestellt wird)
automatisch erkannt wurden.

SAP HANA Snapshot-Backups in SnapCenter

Die SnapCenter -Ressourcentopologie zeigt die Liste der von SnapCenter erstellten Backups. Die folgende
Abbildung zeigt die auf dem primaren Speicher verfligbaren Backups und hebt das aktuellste Backup hervor.

[Breite=601, HOhe=293]
Die Backups im Sekundarspeicher konnen durch Anklicken des Symbols ,Vault-Kopien* aufgelistet werden.
[Breite=601, HOhe=294]

Der folgende Screenshot zeigt die Liste der Backups fir das System SM1, flr das manipulationssichere
Snapshots konfiguriert wurden.

[Breite=601, Hohe=293]

SAP HANA Snapshot-Backups in SAP HANA Studio

Bei der Durchflihrung einer Datensicherung mittels Speichersnapshots fur ein SAP HANA MDC-System wird
eine Snapshot-Kopie des Datenvolumes erstellt. Dieses Datenvolumen enthalt die Daten der
Systemdatenbank sowie die Daten aller Mandantendatenbanken. Um diese physische Architektur abzubilden,
fihrt SAP HANA intern immer dann einen kombinierten internen Datenbank-Snapshot der Systemdatenbank
sowie aller Mandantendatenbanken durch, wenn SnapCenter eine Snapshot-Sicherung auslést. Dies fihrt zu
mehreren separaten Backup-Eintragen im SAP HANA Backup-Katalog: einem fiir die Systemdatenbank und
einem fir jede Mandantendatenbank.
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Im SAP HANA Backup-Katalog wird der Name des SnapCenter -Backups als Kommentarfeld sowie als
externe Backup-ID (EBID) gespeichert. Dies wird im folgenden Screenshot fir die Systemdatenbank und im
darauffolgenden Screenshot fir die Mandantendatenbank SS1 gezeigt. In beiden Abbildungen werden der im
Kommentarfeld gespeicherte SnapCenter -Backup-Name und die EBID hervorgehoben.

[Breite=601, H6he=289]

[Breite=601, H6he=296]

SnapCenter kennt nur seine eigenen Backups. Zusatzliche Backups, die beispielsweise mit SAP
@ HANA Studio erstellt wurden, sind im SAP HANA-Katalog sichtbar, jedoch nicht in SnapCenter.
Auch direkt auf dem Speichersystem erstellte Snapshots sind in SnapCenter nicht sichtbar.

SAP HANA Snapshot-Backups auf der Speicherschicht

Um die Backups auf der Speicherebene anzuzeigen, kdnnen Sie den NetApp System Manager verwenden
und das Datenbankvolume auswéahlen. Der folgende Screenshot zeigt die verfiigbaren Backups fur das
Datenbankvolume SS1_data_mnt00001 auf dem primaren Speicher. Das hervorgehobene Backup ist das
Backup, das in SnapCenter und SAP HANA Studio in den vorherigen Bildern angezeigt wird und die gleiche
Namenskonvention aufweist.

[Breite=601, H6he=294]

Der folgende Screenshot zeigt die verfigbaren Backups fur das Replikationszielvolume
hana_SS1_data_mnt00001_dest auf dem sekundaren Speichersystem.

[Breite=601, HOhe=294]

SAP HANA Snapshot-Backups mit ANF

Der folgende Screenshot zeigt die Topologieansicht eines HANA-Systems mit Azure NetApp Files. Fir dieses
HANA-System wurden sowohl lokale Snapshot-Backups als auch Backup-Replikation mittels ANF-Backup
konfiguriert.

[Breite=601, Hohe=303]

Die Snapshot-Backups auf dem ANF-Volume kdnnen Uber das Azure-Portal aufgelistet werden.

[Breite=601, Hohe=258]

Durch Klicken auf das Sicherungssymbol kdnnen Sie die Sicherungen auflisten, die mit ANF Backup repliziert
wurden.

[Breite=601, Hohe=304]
ANF-Backups kénnen auch im Azure-Portal aufgelistet werden.
[Breite=601, H6he=216]

Snapshot-Backups von Nicht-Datenvolumes

Die SnapCenter -Ressourcentopologie zeigt die Liste der Backups flr Nicht-Datenvolumes an. In der
folgenden Abbildung sind die Backups des gemeinsam genutzten HANA-Volumes aufgelistet.

[Breite=601, H6he=294]
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Backup-Workflow fiir HANA-Datenbanksicherungen

Der Backup-Workflow fur ein HANA-Datenbank-Snapshot-Backup besteht aus drei Hauptabschnitten.

» Automatische Erkennung
o Anwendungserkennung, z. B.
= SnapCenter erkennt alle Anderungen an der Mandantenkonfiguration.
= SnapCenter erkennt den primaren Replikationsknoten des HANA-Systems.
o Dateisystem- und Speichererkennung, z. B.
= SnapCenter erkennt jegliche Anderungen in der Volumenkonfiguration.
= SnapCenter erkennt HANA-Konfigurationen mit mehreren Partitionen
* HANA- und Snapshot-Backup-Operationen
> Trigger HANA-Datenbank-Snapshot
o Speicher-Snapshot erstellen

o Bestatigen Sie den HANA-Datenbank-Snapshot und registrieren Sie die Sicherung im HANA-
Sicherungskatalog.

* Retentionmanagement
o Snapshot-Backups basierend auf der definierten Aufbewahrungsdauer I6schen in
= SnapCenter -Repository
= Storage
= HANA-Backup-Katalog
> Verwaltung der Aufbewahrung von Protokollsicherungen

= Protokollsicherungen im Dateisystem und im HANA-Sicherungskatalog I6schen

[Breite=339, Hohe=475]

Backup-Workflow fiir Nicht-Datenvolumes

Bei einem Nicht-Daten-Volume besteht der Backup-Workflow aus der Snapshot-Operation und der
Aufbewahrungsverwaltungsoperation.

[Breite=329, Hohe=404]

Bereinigung sekundarer Backups

Wie in beschrieben "Aufbewahrungsmanagement fir sekundare Backups"Die Aufbewahrungsverwaltung von
Datensicherungen auf einem sekundaren Sicherungsspeicher wird von ONTAP tbernommen. SnapCenter
pruft regelmafiig, ob ONTAP Backups auf dem sekundaren Backup-Speicher geloscht hat, indem es
wochentlich einen Bereinigungsauftrag ausfiihrt.

Der SnapCenter -Bereinigungsjob 16scht Backups sowohl im SnapCenter -Repository als auch im SAP HANA-
Backup-Katalog, falls geléschte Backups im sekundaren Backup-Speicher identifiziert wurden.

[Breite=601, Hohe=158]

[Breite=267, Hohe=330]
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Bis zum Abschluss dieser planmaRigen Bereinigung werden in SAP HANA und SnapCenter weiterhin Backups
angezeigt, die bereits aus dem sekundaren Backup-Speicher geléscht wurden. Dies flhrt dazu, dass
zusatzliche Protokollsicherungen aufbewahrt werden, selbst wenn die entsprechenden speicherbasierten
Snapshot-Sicherungen auf dem sekundaren Sicherungsspeicher bereits geldscht wurden. NetApp empfiehlt,
den Zeitplan von wdchentlich auf taglich umzustellen, um die Aufbewahrung von Protokollsicherungen zu
vermeiden, da diese nicht mehr erforderlich sind.

Andern Sie die Haufigkeit des SnapCenter-Bereinigungsjobs

SnapCenter fihrt standardmaRig wdchentlich den Bereinigungsauftrag
SnapCenter_RemoveSecondaryBackup flr alle Ressourcen aus. Dies kann mithilfe eines SnapCenter
PowerShell-Cmdlets geandert werden.

SnapCenterPS C:\> Open-SmConnection

Enter username/password
User: sapcc\scadmin

Password for user sapccl\scadmin: **x*k&xkkx

SnapCenterPS C:\> Set-SmSchedule -ScheduleInformation
@{"ScheduleType"="Daily";"StartTime"="03:45 AM";"DaysInterval"="1"}
-TaskName SnapCenter RemoveSecondaryBackup

TaskName : SnapCenter RemoveSecondaryBackup
Hosts : {}

StartTime : 8/25/2025 3:45:00 AM
DaysoftheMonth

MonthsofTheYear

DaysInterval : 1

DaysOfTheWeek

AllowDefaults : False
ReplaceJobIfExist : False
UserName

Password

SchedulerType : Daily
RepeatTask Every Hour : 1
IntervalDuration

EndTime

LocalScheduler : False

AppType : False

AuthMode

SchedulerSQLInstance : SMCoreContracts.SmObject
MonthlyFrequency

Hour : O

Minute : O

NodeName

ScheduleID : O
RepeatTask Every Mins
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CronkExpression
CronOffsetInMinutes
StrStartTime
StrEndTime
ScheduleCategory
PolicyId : O
PolicyName
ProtectionGroupId : 0
ProtectionGroupName
PluginCode : NONE
PolicyType : None
ReportTriggerName
PolicyScheduleId : 0
HoursOfTheDay
DayStartTime
MinuteOffset : ZeroMinutes
SnapMirrorLabel
BackupType
SnapCenterPS C:\>

Die Konfiguration kann auch in der Ansicht ,Uberwachung — Zeitplane* in der SnapCenter Benutzeroberflache
Uberprift werden.

[Breite=601, Hohe=257]

Manuelle Aktualisierung auf Ressourcenebene

Bei Bedarf kann in der Topologieansicht einer Ressource auch eine manuelle Bereinigung der sekundaren
Backups durchgefiihrt werden. SnapCenter zeigt die Backups auf dem sekundaren Backup-Speicher an, wenn
die sekundaren Backups ausgewahlt werden, wie im folgenden Screenshot dargestellt. SnapCenter fiihrt mit
dem Symbol ,Aktualisieren” einen Bereinigungsvorgang durch, um die Backups fiir diese Ressource zu
synchronisieren.

[Breite=601, H6he=291]

Fuhren Sie SAP HANA-Blockkonsistenzprufungen mit SnapCenter durch.

Fuhren Sie SAP HANA-Blockkonsistenzprufungen mit dem SAP hdbpersdiag-Tool oder
durch Ausflhren dateibasierter Backups durch. Erfahren Sie mehr tber
Konfigurationsoptionen wie den Zugriff auf das lokale Snapshot-Verzeichnis, zentrale
Verifizierungshosts mit FlexClone -Volumes und die SnapCenter -Integration fur Planung
und Automatisierung.

Die folgende Tabelle fasst die wichtigsten Parameter zusammen, die lhnen bei der Entscheidung helfen,
welche Methode fiir Blockkonsistenzpriifungen am besten fir Inre Umgebung geeignet ist.
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Unterstutzte
Konfigurationen

CPU-Auslastung auf dem
HANA-Host

Netzwerkauslastung am
HANA-Host

Laufzeit

Kapazitatsanforderungen

SnapCenter Integration

Terminplanung

HANA hdbpersdiag-Tool
verwendet lokales
Snapshot-Verzeichnis

Nur NFS

Bare-Metal-, ANF-, FSx
ONTAP, VMware- oder
KVM-Gastsystem-
Einbindungen

Medium

Hoch

Nutzt den vollen
Lesedurchsatz des
Speichervolumens aus

Keine

Backup-Skript

SnapCenter Planer

HANA hdbpersdiag-Tool

mit zentralem
Verifizierungshost

Alle Protokolle und
Plattformen

Keine

Keine

Nutzt den vollen
Lesedurchsatz des
Speichervolumens aus

Keine

Klon erstellen und Skript
fur die Nachbearbeitung
des Klonvorgangs, Klon
I6schen

PowerShell-Skript zur
Ausfihrung des
Workflows zum Erstellen
und Léschen von Klonen,
extern geplant

Dateibasierte
Datensicherung

Alle Protokolle und
Plattformen

Hoch

Hoch

Typischerweise begrenzt
durch den
Schreibdurchsatz des
Zielsystems

Mindestens 1 x Backup-
Grolte pro HANA-System

Eingebaute Funktion

SnapCenter Planer

In den folgenden Kapiteln werden die Konfiguration und Ausfiihrung der verschiedenen Optionen flr
Blockkonsistenzprifungsoperationen beschrieben.

Konsistenzpriifungen mit hdbpersdiag unter Verwendung des lokalen Snapshot-Verzeichnisses

Innerhalb von SnapCenter wird eine spezielle Richtlinie flir hdbpersdiag-Operationen mit einem Tagesplan und
einer Aufbewahrungsfrist von zwei Tagen erstellt. Wir verwenden keinen wochentlichen Zeitplan, da wir dann
mindestens 2 Snapshot-Backups hatten (minimale Aufbewahrungsdauer = 2), von denen eines bis zu zwei

Wochen alt ware.

Innerhalb der SnapCenter Ressourcenschutzkonfiguration des HANA-Systems wird ein Post-Backup-Skript
hinzugefligt, das das Tool hdbpersdiag ausfiihrt. Da das Skript nach der Datensicherung auch mit jeder
anderen flr die Ressource konfigurierten Richtlinie aufgerufen wird, missen wir im Skript Gberprifen, welche
Richtlinie aktuell aktiv ist. Innerhalb des Skripts prifen wir auch den aktuellen Wochentag und fihren die
hdbpersdiag-Operation nur einmal pro Woche, namlich sonntags, aus. Anschlielend wird HANA hdbpersdiag
fur jedes Datenvolume im entsprechenden hdb*-Verzeichnis des aktuellen Snapshot-
Sicherungsverzeichnisses aufgerufen. Wenn die Konsistenzpriifung mit hdbpersdiag einen Fehler meldet, wird
der SnapCenter -Auftrag als fehlgeschlagen markiert.
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Das Beispielskript call-hdbpersdiag.sh wird im vorliegenden Zustand bereitgestellt und ist nicht
vom NetApp -Support abgedeckt. Sie kdnnen das Skript per E-Mail an ng-sapcc@netapp.com
anfordern.

Die folgende Abbildung zeigt das libergeordnete Konzept der Konsistenzprifungsimplementierung.
[Breite=601, HOhe=248]

Als ersten Schritt missen Sie den Zugriff auf das Snapshot-Verzeichnis erlauben, damit das Verzeichnis
"" snapshot" auf dem HANA-Datenbankhost sichtbar ist.

* ONTAP -Systeme und FSX fir ONTAP: Sie missen den Parameter fur den Zugriff auf das Snapshot-
Verzeichnis konfigurieren.

* ANF: Sie missen den Volume-Parameter ,Snapshot-Pfad ausblenden® konfigurieren.

Als nachsten Schritt missen Sie eine Richtlinie konfigurieren, die mit dem Namen Ubereinstimmt, der im Post-
Backup-Skript verwendet wird. Fir unser Skriptbeispiel muss der Name SnapAndCallHdbpersdiag lauten. Wie
bereits erwahnt, wird ein Tagesplan verwendet, um zu vermeiden, dass alte Snapshots mit einem Wochenplan
zusammengehalten werden.

[Breite=414, HOhe=103]
[Breite=424, Hohe=108]
[Breite=433, H6he=336]

Innerhalb der Ressourcenschutzkonfiguration wird das Skript flr die Nachsicherung hinzugefigt und die
Richtlinie der Ressource zugewiesen.[Breite=601, HOhe=294]

[Breite=601, HOhe=281]

SchlieRlich muss das Skript in der Datei allowed_commands.config auf dem HANA-Host konfiguriert werden.

hana-1:/ # cat /opt/NetApp/snapcenter/scc/etc/allowed commands.config
command: mount
command: umount

command: /mnt/sapcc-share/hdbpersdiag/call-hdbpersdiag.sh

Die Snapshot-Sicherungsoperation wird nun einmal taglich ausgefihrt, und das Skript sorgt dafiir, dass die
hdbpersdiag-Prifung nur einmal woéchentlich, namlich sonntags, durchgefiihrt wird.

Das Skript ruft hdbpersdiag mit der Befehlszeilenoption ,-e* auf, die fiir die Datenvolume-
Verschlusselung erforderlich ist. Wenn die HANA-Datenvolumenverschlisselung nicht
verwendet wird, muss der Parameter entfernt werden.

Die folgende Ausgabe zeigt die Protokolldatei des Skripts:

20251024055824###hana-1###call-hdbpersdiag.sh: Current policy is
SnapAndCallHdbpersdiag
20251024055824###hana-1###call-hdbpersdiag.sh: Executing hdbpersdiag in:
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/hana/data/SS1/mnt00001/.snapshot/SnapCenter hana-

1 SnapAndCallHdbpersdiag Daily 10-24-2025 05.57.37.0274/hdb00001
2025102405582 7###hana-1###call-hdbpersdiag.sh: Loaded library
'libhdbunifiedtable"

Loaded library 'libhdblivecache'

Trace is written to: /usr/sap/SS1/HDB00/hana-1/trace

Mounted DataVolume (s)

#0 /hana/data/SS1/mnt00001/.snapshot/SnapCenter hana-

1 SnapAndCallHdbpersdiag Daily 10-24-2025 05.57.37.0274/hdb00001/ (4.8 GB,
5100273664 bytes)

WARNING: The data volume being accessed is in use by another process, this
is most likely because a running HANA instance is operating on this data
volume

Tips:

Type 'help' for help on the available commands

Use 'TAB' for command auto-completion

Use '|' to redirect the output to a specific command.

INFO: KeyPage loaded and decrypted with success

Default Anchor Page OK

Restart Page OK

Default Converter Pages OK

RowStore Converter Pages OK

Logical Pages (94276 pages) OK

Logical Pages Linkage OK

Checking entries from restart page...

ContainerDirectory OK

ContainerNameDirectory OK

FileIDMappingContainer OK

UndoContainerDirectory OK

LobDirectory OK

MidSizeLobDirectory OK

LobFileIDMap OK

2025102405582 7###hana-1###call-hdbpersdiag.sh: Consistency check operation
successeful for volume /hana/data/SS1/mnt00001/.snapshot/SnapCenter hana-
1 SnapAndCallHdbpersdiag Daily 10-24-2025 05.57.37.0274/hdb00001.
20251024055827###hana-1###call-hdbpersdiag.sh: Executing hdbpersdiag in:
/hana/data/SS1/mnt00001/.snapshot/SnapCenter hana-

1 SnapAndCallHdbpersdiag Daily 10-24-2025 05.57.37.0274/hdb00002.00003
20251024055828###hana-1###call-hdbpersdiag.sh: Loaded library
'libhdbunifiedtable'’

Loaded library 'libhdblivecache'

Trace is written to: /usr/sap/SS1/HDB00O/hana-1/trace

Mounted DataVolume (s)

#0 /hana/data/SS1/mnt00001/.snapshot/SnapCenter hana-

1 SnapAndCallHdbpersdiag Daily 10-24-2025 05.57.37.0274/hdb00002.00003/
(320.0 MB, 335544320 bytes)
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WARNING: The data volume being accessed is in use by another process, this
is most likely because a running HANA instance i1s operating on this data
volume

Tips:

Type 'help' for help on the available commands

Use 'TAB' for command auto-completion

Use '"|' to redirect the output to a specific command.

INFO: KeyPage loaded and decrypted with success

Default Anchor Page OK

Restart Page OK

Default Converter Pages OK

RowStore Converter Pages OK

Logical Pages (4099 pages) OK

Logical Pages Linkage OK

Checking entries from restart page...

UndoContainerDirectory OK

DRLoadedTable OK

20251024055828###hana-1###call-hdbpersdiag.sh: Consistency check operation
successeful for volume /hana/data/SS1/mnt00001/.snapshot/SnapCenter hana-
1 SnapAndCallHdbpersdiag Daily 10-24-2025 05.57.37.0274/hdb00002.00003.
20251024055828###hana-1###call-hdbpersdiag.sh: Executing hdbpersdiag in:
/hana/data/SS1/mnt00001/.snapshot/SnapCenter hana-

1 SnapAndCallHdbpersdiag Daily 10-24-2025 05.57.37.0274/hdb00003.00003
20251024055833###hana-1###call-hdbpersdiag.sh: Loaded library
'libhdbunifiedtable’

Loaded library 'libhdblivecache'

Trace is written to: /usr/sap/SS1/HDB00O/hana-1/trace

Mounted DataVolume (s)

#0 /hana/data/SS1/mnt00001/.snapshot/SnapCenter hana-

1 SnapAndCallHdbpersdiag Daily 10-24-2025 05.57.37.0274/hdb00003.00003/
(4.6 GB, 4898947072 bytes)

WARNING: The data volume being accessed is in use by another process, this
is most likely because a running HANA instance is operating on this data
volume

Tips:

Type 'help' for help on the available commands

Use 'TAB' for command auto-completion

Use '"|' to redirect the output to a specific command.

INFO: KeyPage loaded and decrypted with success

Default Anchor Page OK

Restart Page OK

Default Converter Pages OK

Static Converter Pages OK

RowStore Converter Pages OK

Logical Pages (100817 pages) OK

Logical Pages Linkage OK



Checking entries from restart page...

ContainerDirectory OK

ContainerNameDirectory OK

FileIDMappingContainer OK

UndoContainerDirectory OK

LobDirectory OK

DRLoadedTable OK

MidSizeLobDirectory OK

LobFileIDMap OK

20251024055833###hana-1###call-hdbpersdiag.sh: Consistency check operation
successeful for volume /hana/data/SS1/mnt00001/.snapshot/SnapCenter hana-
1 SnapAndCallHdbpersdiag Daily 10-24-2025 05.57.37.0274/hdb00003.00003.
20251024060048###hana-1###call-hdbpersdiag.sh: Current policy is
LocalSnapAndSnapVault, consistency check is only done with Policy
SnapAndCallHdbpersdiag

20251024080048###hana-1###call-hdbpersdiag.sh: Current policy is
LocalSnap, consistency check is only done with Policy SnapAndHdbpersdiag

Konsistenzpriifungen mit hdbpersdiag unter Verwendung eines zentralen Verifizierungshosts

Die folgende Abbildung zeigt eine Ubersicht tiber die Lésungsarchitektur und den Arbeitsablauf. Mit einem
zentralen Verifizierungshost kann die Konsistenz mehrerer unterschiedlicher HANA-Systeme Uberprift werden.
Die L6sung nutzt die SnapCenter -Workflows zum Erstellen und Léschen von Klonen, um ein geklontes
Volume aus dem HANA-System, das Uberprift werden soll, an den Verifizierungshost anzuhangen. Ein Post-
Clone-Skript wird verwendet, um das HANA hdbpersdiag-Tool auszufiihren. Im zweiten Schritt wird der
SnapCenter -Workflow zum Ldschen von Klonen verwendet, um das geklonte Volume auszuhangen und zu
[6schen.

Wenn die HANA-Systeme mit Datenvolumenverschlisselung konfiguriert sind, missen die

(D Verschliusselungsstammschlissel des Quell-HANA-Systems auf dem Verifizierungshost
importiert werden, bevor hdbpersdiag ausgefiihrt wird. Siehe auch "Importieren gesicherter
Stammschlissel vor der Datenbankwiederherstellung | SAP-Hilfeportal”

[Breite=601, H6he=257]

Das HANA-Tool hdbpersdiag ist in jeder HANA-Installation enthalten, steht aber nicht als eigenstandiges Tool
zur Verfigung. Daher muss der zentrale Verifizierungshost durch die Installation eines normalen HANA-
Systems vorbereitet werden.

Erste einmalige Vorbereitungsschritte:

* Installation eines SAP-HANA-Systems, das als zentraler Verifizierungshost verwendet werden soll
» Konfiguration des SAP HANA-Systems in SnapCenter

o Bereitstellung des SnapCenter SAP HANA-Plug-ins auf dem Verifizierungshost. Das SAP HANA-
System wird von SnapCenter automatisch erkannt.

* Die erste hdbpersdiag-Operation nach der Erstinstallation wird mit folgenden Schritten vorbereitet:
o Herunterfahren des Ziel-SAP HANA-Systems

o SAP HANA-Datenvolumen unmounten.
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Sie mussen die Skripte, die auf dem Zielsystem ausgefihrt werden sollen, der Konfigurationsdatei
»SnapCenter allowed commands* hinzufligen.

hana-7:/mnt/sapcc-share/hdbpersdiag # cat
/opt/NetApp/snapcenter/scc/etc/allowed commands.config

command: mount

command: umount

command: /mnt/sapcc-share/hdbpersdiag/call-hdbpersdiag-flexclone.sh

Das Beispielskript call-hdbpersdiag-flexclone.sh wird ohne Gewahrleistung bereitgestellt und ist
nicht vom NetApp -Support abgedeckt. Sie kdnnen das Skript per E-Mail an ng-
sapcc@netapp.com anfordern.

Manuelle Workflow-Ausfiihrung

In den meisten Fallen wird die Konsistenzpriifung als geplanter Vorgang ausgefihrt, wie im nachsten Kapitel
beschrieben. Kenntnisse iber den manuellen Arbeitsablauf sind jedoch hilfreich, um die Parameter zu
verstehen, die fiur den automatisierten Prozess verwendet werden.

Der Workflow zum Erstellen eines Klons wird gestartet, indem man eine Sicherung aus dem System auswahlt,
die Uberprtft werden soll, und anschliefsend auf ,Aus Sicherung klonen® klickt.

[Breite=601, Hhe=247]

Im nachsten Bildschirm missen der Hostname, die SID und die Speichernetzwerkschnittstelle des
Verifizierungshosts angegeben werden.

@ Es ist wichtig, immer die SID des auf dem Verifizierungshost installierten HANA-Systems zu
verwenden, da der Workflow sonst fehlschlagt.

[Breite=431, Hohe=115]
Im nachsten Bildschirm missen Sie das Skript call-hdbpersdiag-fleclone.sh als Post-Clone-Befehl hinzufligen.
[Breite=442, HOhe=169]

Wenn der Workflow gestartet wird, erstellt SnapCenter ein geklontes Volume basierend auf dem ausgewahlten
Snapshot-Backup und bindet es auf dem Verifizierungshost ein.

Hinweis: Die unten stehende Beispielausgabe basiert auf HANA-Systemen, die NFS als Speicherprotokoll

verwenden. Bei HANA-Systemen, die FC- oder VMware VMDKs verwenden, wird das Gerat auf die gleiche
Weise unter /hana/data/SID/mnt00001 eingebunden.
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hana-7:/mnt/sapcc-share/hdbpersdiag # df -h

Filesystem Size Used Avail Use% Mounted on

devtmpfs 16G 8.0K 16G 1% /dev

tmpfs 25G 0 25G 0% /dev/shm

tmpfs 16G 474M 16G 3% /run

tmpfs 16G 0 16G 0% /sys/fs/cgroup

/dev/mapper/system-root 60G 9.0G 48G 16% /

.0G 48G 16% /home

.0G 48G 16% /.snapshots

.0G 48G 16% /root

.0G 48G 16% /opt

.0G 48G 16% /boot/grub2/i386-pc

.0G 48G 16% /srv

.0G 48G 16% /usr/local

.0G 48G 16% /boot/grub2/x86 64-efi
.0G 48G 16% /var
/dev/mapper/system-root 60G 9.0G 48G 16% /tmp

/dev/sdal 500M 5.1M 495M 2% /boot/efi

192.168.175.117:/QS1 shared/usr-sap 251G 15G 236G 6% /usr/sap/QS1l
192.168.175.86:/sapcc_share 1.4T 858G 568G 61% /mnt/sapcc-share
192.168.175.117:/0S1 log mnt00001 251G 335M 250G 1% /hana/log/QS1/mnt00001
192.168.175.117:/QS1 shared/shared 251G 15G 236G 6% /hana/shared
tmpfs 3.2G 20K 3.2G 1% /run/user/467

tmpfs 3.2G 0 3.2G 0% /run/user/0
192.168.175.117:/SS2 data mnt00001 Clone 10292511250337819 250G 6.4G 244G
3% /hana/data/QS1/mnt00001

/dev/mapper/system-root 60G
/dev/mapper/system-root 60G
/dev/mapper/system-root 60G
/dev/mapper/system-root 60G
/dev/mapper/system-root 60G
/dev/mapper/system-root 60G
/dev/mapper/system-root 60G
/dev/mapper/system-root 60G
/dev/mapper/system-root 60G

O W W W W W VW O WU O

Die folgende Ausgabe zeigt die Protokolldatei des Post-Clone-Befehls call-hdbpersdiag-flexclone.sh.

20251029112557###hana-7###call-hdbpersdiag-flexclone.sh: Executing
hdbpersdiag for source system SS2.
20251029112557###hana-7###call-hdbpersdiag-flexclone.sh: Clone mounted at
/hana/data/Q0S1/mnt00001.
20251029112557###hana-7###call-hdbpersdiag-flexclone.sh: Executing
hdbpersdiag in: /hana/data/QS1/mnt00001/hdb00001
20251029112600###hana-7###call-hdbpersdiag-flexclone.sh: Loaded library
'libhdbunifiedtable'’

Loaded library 'libhdblivecache'

Trace is written to: /usr/sap/QS1/HDB11/hana-7/trace

Mounted DataVolume (s)

#0 /hana/data/QS1/mnt00001/hdb00001/ (3.1 GB, 3361128448 bytes)

Tips:

Type 'help' for help on the available commands

Use 'TAB' for command auto-completion

Use '|' to redirect the output to a specific command.
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INFO: KeyPage loaded and decrypted with success

Default Anchor Page OK

Restart Page OK

Default Converter Pages OK

RowStore Converter Pages OK

Logical Pages (65388 pages) OK

Logical Pages Linkage OK

Checking entries from restart page...

ContainerDirectory OK

ContainerNameDirectory OK

FileIDMappingContainer OK

UndoContainerDirectory OK

LobDirectory OK

MidSizeLobDirectory OK

LobFileIDMap OK
20251029112600###hana-7###call-hdbpersdiag-flexclone.sh: Consistency check
operation successful for volume /hana/data/QS1/mnt00001/hdb00001.
20251029112601###hana-7###call-hdbpersdiag-flexclone.sh: Executing
hdbpersdiag in: /hana/data/QS1/mnt00001/hdb00002.00003
20251029112602###hana-7###call-hdbpersdiag-flexclone.sh: Loaded library
'libhdbunifiedtable’

Loaded library 'libhdblivecache'

Trace is written to: /usr/sap/QS1/HDB11/hana-7/trace

Mounted DataVolume (s)

#0 /hana/data/QS1/mnt00001/hdb00002.00003/ (288.0 MB, 301989888 bytes)
Tips:

Type 'help' for help on the available commands

Use 'TAB' for command auto-completion

Use '"|' to redirect the output to a specific command.

INFO: KeyPage loaded and decrypted with success

Default Anchor Page OK

Restart Page OK

Default Converter Pages OK

RowStore Converter Pages OK

Logical Pages (4099 pages) OK

Logical Pages Linkage OK

Checking entries from restart page...

UndoContainerDirectory OK

DRLoadedTable OK
20251029112602###hana-7###call-hdbpersdiag-flexclone.sh: Consistency check
operation successful for volume /hana/data/QS1/mnt00001/hdb00002.00003.
20251029112602###hana-7###call-hdbpersdiag-flexclone.sh: Executing
hdbpersdiag in: /hana/data/QS1/mnt00001/hdb00003.00003
20251029112606###hana-7###call-hdbpersdiag-flexclone.sh: Loaded library
'libhdbunifiedtable’

Loaded library 'libhdblivecache'



Trace is written to: /usr/sap/QS1/HDB1l1/hana-7/trace

Mounted DataVolume (s)

#0 /hana/data/QS1/mnt00001/hdb00003.00003/ (3.7 GB, 3942645760 bytes)
Tips:

Type 'help' for help on the available commands

Use 'TAB' for command auto-completion

Use '|' to redirect the output to a specific command.

INFO: KeyPage loaded and decrypted with success

Default Anchor Page OK

Restart Page OK

Default Converter Pages OK

Static Converter Pages OK

RowStore Converter Pages OK

Logical Pages (79333 pages) OK

Logical Pages Linkage OK

Checking entries from restart page...

ContainerDirectory OK

ContainerNameDirectory OK

FileIDMappingContainer OK

UndoContainerDirectory OK

LobDirectory OK

DRLoadedTable OK

MidSizeLobDirectory OK

LobFileIDMap OK
20251029112606###hana-7###call-hdbpersdiag-flexclone.sh: Consistency check
operation successful for volume /hana/data/QS1/mnt00001/hdb00003.00003.

Das Skript ruft hdbpersdiag mit der Befehlszeilenoption ,-e“ auf, die fur die Datenvolume-

(D Verschlusselung erforderlich ist. Wenn die HANA-Datenvolumenverschlisselung nicht
verwendet wird, muss der Parameter entfernt werden. Wenn das Post-Clone-Skript
abgeschlossen ist, ist auch der SnapCenter -Job beendet.

[Breite=279, HOhe=344]

Als nachsten Schritt fihren wir den SnapCenter -Workflow zum Léschen von Klonen aus, um den
Verifizierungshost zu bereinigen und das FlexClone -Volume zu |6schen.

In der Topologieansicht des Quellsystems wahlen wir den Klon aus und klicken auf die Schaltflache ,L&schen®.
[Breite=601, H6he=165]

SnapCenter wird nun das geklonte Volume vom Verifizierungshost aushangen und das geklonte Volume auf
dem Speichersystem loschen.

SnapCenter Workflow-Automatisierung mithilfe von PowerShell-Skripten

Im vorherigen Abschnitt wurden die Workflows zum Erstellen und Léschen von Klonen mithilfe der SnapCenter
-Benutzeroberflache ausgefihrt. Alle Workflows kdnnen auch mit PowerShell-Skripten oder REST-API-
Aufrufen ausgefiihrt werden, was eine weitere Automatisierung ermdglicht. Im folgenden Abschnitt wird ein
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einfaches PowerShell-Skriptbeispiel zur Ausfihrung der SnapCenter -Workflows zum Erstellen und Léschen
von Klonen beschrieben.

Die Beispielskripte call-hdbpersdiag-flexclone.sh und clone-hdbpersdiag.ps1 werden ohne
Gewahrleistung bereitgestellt und sind nicht vom NetApp Support abgedeckt. Sie kdnnen die
Skripte per E-Mail an ng-sapcc@netapp.com anfordern.

Das PowerShell-Beispielskript fiihrt den folgenden Arbeitsablauf aus.

» Suchen Sie anhand des Befehlszeilenparameters SID und des Quellhosts nach dem neuesten Snapshot-
Backup.
* FUhrt den SnapCenter -Klon-Erstellungsworkflow unter Verwendung des im vorherigen Schritt definierten

Snapshot-Backups aus. Die Zielhostinformationen und die hdbpersdiag-Informationen werden im Skript
definiert. Das Skript call-hdbpersdiag-flexclone.sh ist als Post-Clone-Skript definiert und wird auf dem

Zielhost ausgefiihrt.

o $result = New-SmClone -AppPluginCode hana -BackupName $backupName -Resources
@{"Host"="$sourceHost";"UID"="$uid"} -CloneTolnstance "$verificationHost" -NFSExportIPs
$exportlpTarget -CloneUid $targetUid -PostCloneCreateCommands $postCloneScript

» Fuhrt den SnapCenter -Klon-Losch-Workflow aus. Der folgende Text zeigt die Ausgabe des Beispielskripts,
das auf dem SnapCenter -Server ausgefihrt wurde.

Der folgende Text zeigt die Ausgabe des Beispielskripts, das auf dem SnapCenter -Server ausgefihrt wurde.
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C:\Users\scadmin>pwsh -command "c:\netapp\clone-hdbpersdiag.psl -sid SS2
-sourceHost hana-3.sapcc.stl.netapp.com"

Starting verification

Connecting to SnapCenter

Validating clone/verification request - check for already existing clones
Get latest back for [SS2] on host [hana-3.sapcc.stl.netapp.com]

Found backup name [SnapCenter hana-3 LocalSnapKeepZ2 Hourly 11-21-

2025 07.56.27.5547]

Creating clone from backup [hana-
3.sapcc.stl.netapp.com/SS2/SnapCenter hana-3 LocalSnapKeep2 Hourly 11-21-

2025 07.56.27.5547]: [hana-7.sapcc.stl.netapp.com/QS1]
waiting for job [169851] - [Running]
waiting for job [169851] - [Running]
waiting for job [169851] - [Running]
waiting for job [169851] - [Running]
waiting for job [169851] - [Running]
waiting for job [169851] - [Running]
waiting for job [169851] - [Running]
waiting for job [169851] - [Running]
waiting for job [169851] - [Running]
waiting for job [169851] - [Running]
waiting for job [169851] - [Running]
waiting for job [169851] - [Completed]
Removing clone [SS2 - HANA System Replication clone 169851 MDC SS2 07-
09-2025 07.44.009]

waiting for job [169854] - [Running]
waiting for job [169854] - [Running]
waiting for job [169854] - [Running]
waiting for job [169854] - [Running]
waiting for job [169854] - [Running]
waiting for job [169854] - [Completed]

Verification completed

C:\Users\scadmin>

Das Skript ruft hdbpersdiag mit der Befehlszeilenoption ,-e“ auf, die fir die Datenvolume-
Verschlisselung erforderlich ist. Wenn die HANA-Datenvolumenverschlisselung nicht
verwendet wird, muss der Parameter entfernt werden.

Die folgende Ausgabe zeigt die Protokolldatei des Skripts call-hdbpersdiag-flexclone.sh.

20251121085720###hana-7###call-hdbpersdiag-flexclone.sh: Executing
hdbpersdiag for source system SS2.
20251121085720###hana-7###call-hdbpersdiag-flexclone.sh: Clone mounted at
/hana/data/Q0S1/mnt00001.
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20251121085720###hana-7###call-hdbpersdiag-flexclone.sh: Executing
hdbpersdiag in: /hana/data/QS1/mnt00001/hdb00001
20251121085723###hana-7###call-hdbpersdiag-flexclone.sh: Loaded library
'libhdbunifiedtable"
Loaded library 'libhdblivecache'
Trace is written to: /usr/sap/QS1/HDB11/hana-7/trace
Mounted DataVolume (s)
#0 /hana/data/QS1/mnt00001/hdb00001/ (3.1 GB, 3361128448 bytes)
Tips:
Type 'help' for help on the available commands
Use 'TAB' for command auto-completion
Use '|' to redirect the output to a specific command.
INFO: KeyPage loaded and decrypted with success
Default Anchor Page OK
Restart Page OK
Default Converter Pages OK
RowStore Converter Pages OK
Logical Pages (65415 pages) OK
Logical Pages Linkage OK
Checking entries from restart page...
ContainerDirectory OK
ContainerNameDirectory OK
FileIDMappingContainer OK
UndoContainerDirectory OK
LobDirectory OK
MidSizeLobDirectory OK
LobFileIDMap OK
20251121085723###hana-7###call-hdbpersdiag-flexclone.sh: Consistency check
operation successful for volume /hana/data/QS1/mnt00001/hdb00001.
20251121085723###hana-7###call-hdbpersdiag-flexclone.sh: Executing
hdbpersdiag in: /hana/data/QS1/mnt00001/hdb00002.00003
20251121085724###hana-7###call-hdbpersdiag-flexclone.sh: Loaded library
'libhdbunifiedtable"
Loaded library 'libhdblivecache'
Trace is written to: /usr/sap/QS1/HDBll/hana-7/trace
Mounted DataVolume (s)
#0 /hana/data/QS1/mnt00001/hdb00002.00003/ (288.0 MB, 301989888 bytes)
Tips:
Type 'help' for help on the available commands
Use 'TAB' for command auto-completion
Use '"|' to redirect the output to a specific command.
INFO: KeyPage loaded and decrypted with success
Default Anchor Page OK
Restart Page OK
Default Converter Pages OK
RowStore Converter Pages OK



Logical Pages (4099 pages) OK
Logical Pages Linkage OK
Checking entries from restart page...
UndoContainerDirectory OK
DRLoadedTable OK
20251121085724###hana-7###call-hdbpersdiag-flexclone.sh: Consistency check
operation successful for volume /hana/data/QS1/mnt00001/hdb00002.00003.
20251121085724###hana-7###call-hdbpersdiag-flexclone.sh: Executing
hdbpersdiag in: /hana/data/QS1/mnt00001/hdb00003.00003
20251121085729%###hana-7###call-hdbpersdiag-flexclone.sh: Loaded library
'libhdbunifiedtable'’
Loaded library 'libhdblivecache'
Trace is written to: /usr/sap/QS1/HDB1l1/hana-7/trace
Mounted DataVolume (s)
#0 /hana/data/QS1/mnt00001/hdb00003.00003/ (3.7 GB, 3942645760 bytes)
Tips:
Type 'help' for help on the available commands
Use 'TAB' for command auto-completion
Use '|' to redirect the output to a specific command.
INFO: KeyPage loaded and decrypted with success
Default Anchor Page OK
Restart Page OK
Default Converter Pages OK
Static Converter Pages OK
RowStore Converter Pages OK
Logical Pages (79243 pages) OK
Logical Pages Linkage OK
Checking entries from restart page...
ContainerDirectory OK
ContainerNameDirectory OK
FileIDMappingContainer OK
UndoContainerDirectory OK
LobDirectory OK
DRLoadedTable OK
MidSizeLobDirectory OK
LobFileIDMap OK
20251121085729%###hana-7###call-hdbpersdiag-flexclone.sh: Consistency check
operation successful for volume /hana/data/QS1/mnt00001/hdb00003.00003.
hana-7:/mnt/sapcc-share/hdbpersdiag #

Dateibasierte Datensicherung

SnapCenter unterstitzt die Durchfihrung einer Blockintegritatsprifung mithilfe einer Richtlinie, bei der
dateibasierte Sicherung als Sicherungstyp ausgewahilt ist.

Bei der Planung von Backups mithilfe dieser Richtlinie erstellt SnapCenter ein standardmafiges SAP HANA-
Datei-Backup flir das System und alle Mandantendatenbanken.

53



SnapCenter zeigt die Blockintegritatsprifung nicht auf dieselbe Weise an wie Backups basierend auf
Snapshot-Kopien. Stattdessen zeigt die Ubersichtskarte die Anzahl der dateibasierten Backups und den Status
des vorherigen Backups an.

[Breite=601, H6he=293]

Der SAP HANA-Backup-Katalog zeigt Eintrage sowohl fir das System als auch fir die Mandanten-
Datenbanken an. Die folgende Abbildung zeigt eine SnapCenter-Blockintegritatsprifung im Backup-Katalog
der Systemdatenbank.

[Breite=601, Hohe=293]

Bei einer erfolgreichen Blockintegritatsprifung werden standardmafige SAP HANA-Datensicherungsdateien
erstellt.

[Breite=351, Hohe=433]

SnapCenter verwendet den in der HANA-Datenbank fir dateibasierte Datensicherungsvorgange konfigurierten
Sicherungspfad.

hana-1:/hana/shared/SS1/HDB00/backup/data # 1ls -al *
DB SS1:

total 3717564

drwxr-xr-- 2 ssladm sapsys 4096 Aug 22 11:03
drwxr-xr—-—- 4 ssladm sapsys 4096 Jul 27 2022

—rTW-—r-—-———- 1 ssladm sapsys 159744 Aug 17 05:32 SnapCenter SnapCenter hana-
1 BlockIntegrityCheck Weekly 08-17-2025 05.32.00.4493 databackup 0 1
—rw-r—---—-- 1 ssladm sapsys 83898368 Aug 17 05:32

SnapCenter SnapCenter hana-1 BlockIntegrityCheck Weekly 08-17-

2025 05.32.00.4493 databackup 2 1

AT e 1 ssladm sapsys 3707777024 Aug 17 05:32

SnapCenter SnapCenter hana-1 BlockIntegrityCheck Weekly 08-17-

2025 05.32.00.4493 databackup 3 1

SYSTEMDB:

total 3339236

drwxr-xr-- 2 ssladm sapsys 4096 Aug 22 11:03

drwxr-xr—-—- 4 ssladm sapsys 4096 Jul 27 2022

—rTW—Yr-—-———- 1 ssladm sapsys 163840 Aug 17 05:32 SnapCenter SnapCenter hana-
1 BlockIntegrityCheck Weekly 08-17-2025 05.32.00.4493 databackup 0 1

SEj—Roes= 1 ssladm sapsys 3405787136 Aug 17 05:32
SnapCenter SnapCenter hana-1 BlockIntegrityCheck Weekly 08-17-
2025 05.32.00.4493 databackup 1 1

Wiederherstellung und Datenrettung von SAP HANA-Datenbanken mit SnapCenter

Wiederherstellung und Instandsetzung von SAP HANA-Systemen mit SnapCenter mittels
automatisierter oder manueller Wiederherstellungsoptionen. Dies umfasst vollstandige
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Systemwiederherstellungen, Wiederherstellungen einzelner Mandanten fur HANA-
Datenbanken auf ONTAP, Azure NetApp Files und FSx fur ONTAP.

SnapCenter unterstitzt die folgenden Wiederherstellungs- und Reparaturvorgange.

+ SAP HANA MDC-Systeme mit einem einzigen Mandanten

> Vollstandig automatisierte Wiederherstellung und Datenrettung

> Vollstandig automatisierte Wiederherstellung und manuelle Wiederherstellung (auswahlbar)
+ SAP HANA MDC-Systeme mit mehreren Mandanten

> Die durchgangige automatisierte Wiederherstellung muss manuell durchgefiihrt werden.

» Wiederherstellung eines einzelnen Mandanten

> Die durchgéngige automatisierte Wiederherstellung muss manuell durchgefuhrt werden.

®

®

Die automatische Wiederherstellung wird nur untersttitzt, wenn das HANA-Plug-in auf dem
HANA-Datenbankhost bereitgestellt ist und das HANA-System von SnapCenter automatisch
erkannt wurde. Bei einer zentralen Plug-in-Host-Konfiguration muss die Wiederherstellung nach
dem Wiederherstellungsvorgang mit SnapCenter manuell durchgefiihrt werden.

Die Wiederherstellung vom primaren ANF-Volume wird unterstitzt. Die Wiederherstellung aus
einem ANF-Backup wird noch nicht unterstiitzt. Eine Wiederherstellung direkt am Speicherort
oder eine Wiederherstellung auf ein neues Volume aus einer ANF-Sicherung muss manuell tiber
das Azure-Portal oder die CLI durchgefiihrt werden.

Automatisierte Wiederherstellung und Recovery fiir SAP HANA MDC-Systeme mit einem einzigen

Mandanten

Ein Wiederherstellungsvorgang wird eingeleitet, indem in der Ressourcentopologieansicht eine Snapshot-
Sicherung ausgewahlt und anschlielend auf ,Wiederherstellen® geklickt wird.

[Breite=601, HOhe=294]

Bei HANA-Systemen mit NFS on ANF, FSx for ONTAP oder ONTAP -Speichersystemen kénnen Sie die
vollstandige Wiederherstellung mit oder ohne Wiederherstellung der primaren Volume-Snapshots auswahlen.

* Die vollstandige Ressourcenwiederherstellung ohne Volumenrticksetzung verwendet Single File
SnapRestore (SFSR), um alle Dateien der Datenbank wiederherzustellen.

* Die vollstandige Ressource mit Volume-Wiederherstellung verwendet eine volumebasierte
Wiederherstellungsoperation (VBSR), um das gesamte Volume auf den Zustand des ausgewahlten
Snapshots zurlickzusetzen.

®
®

Die Funktion ,Volume-Revert* kann nicht verwendet werden, wenn Sie einen Snapshot
wiederherstellen missen, der alter ist als der aktive SnapVault oder SnapMirror -Replikations
-Snapshot.

Bei einer Volume-Wiederherstellung werden alle Snapshot-Backups geldscht, die neuer sind als
der fur die Wiederherstellung ausgewahlte Snapshot.
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Eine Wiederherstellung mit SFSR ist fast so schnell wie eine Volume-Wiederherstellung,
@ blockiert jedoch alle Snapshot-Operationen, bis der Hintergrundprozess die
Metadatenoperationen abgeschlossen hat.

[Breite=300]

Bei HANA-Systemen auf Bare-Metal-Hosts mit FC-SAN wird ein Volume Revert (VBSR) nicht unterstitzt;
stattdessen wird fiir den Wiederherstellungsvorgang immer SFSR verwendet. Fir HANA-Systeme, die auf
VMware mit VMFS laufen, wird ein Klon-, Mount- und Kopiervorgang verwendet.

[Breite=345, H6he=325]
Fir eine Wiederherstellung aus einer sekundaren Sicherung miissen Sie den Archivspeicherort auswahlen.
[Breite=345, Hohe=323]

Mit dem Wiederherstellungsbereich konnen Sie eine Wiederherstellung ,zum letzten Zustand®, ,zu einem
bestimmten Zeitpunkt” oder ,zu einem Sicherungspunkt auswéahlen, ohne Protokollsicherungen zu
verwenden. Wenn Sie ,Keine Wiederherstellung“ auswahlen, fuhrt SnapCenter lediglich den
Wiederherstellungsvorgang aus, die eigentliche Wiederherstellung muss jedoch wie beschrieben manuell
durchgefiihrt werden. "Manuelle Wiederherstellung mit HANA Studio"Die

SnapCenter verwendet die in SAP HANA konfigurierten Pfade fur die Speicherorte der
Protokollsicherung und der Katalogsicherung. Wenn Sie gestaffelte Backups an einem
zusatzlichen Speicherort haben, kénnen Sie diese zusatzlichen Pfade hinzufiigen.

[Breite=346, Hohe=324]
Optional kénnen Sie Skripte fir die Zeit vor und nach der Wiederherstellung hinzufligen.
[Breite=348, Hohe=326]
[Breite=359, H6he=335]

Durch Klicken auf ,Fertigstellen” im Ubersichtsbildschirm wird der Wiederherstellungs- und
Instandsetzungsvorgang gestartet.

[Breite=361, HOhe=336]
Der Wiederherstellungs- und Instandsetzungsprozess lasst sich in drei Hauptabschnitte unterteilen.

* Herunterfahren des HANA-Systems
* Wiederherstellungsvorgang

o Dateisystemspezifische Vorbereitungen, z. B. Aushangevorgang

o Snapshot-Wiederherstellungsvorgang

> Dateisystemspezifische Nachbearbeitungsoperationen, z. B. Mount-Operationen
* HANA-Wiederherstellung

o Recovery der Systemdatenbank

o Recovery von Mandanten-Datenbanken

[Breite=357, Hohe=439]
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Manuelle Wiederherstellung mit HANA Studio

Um ein SAP HANA MDC-System mit einem oder mehreren Mandanten mithilfe von SAP HANA Studio und
SnapCenter wiederherzustellen und zu sichern, fihren Sie die folgenden Schritte aus:
1. Vorbereitung des Restore- und Recovery-Prozesses mit SAP HANA Studio:

a. Wahlen Sie Recover System Database und bestatigen Sie das Herunterfahren des SAP HANA-
Systems.

b. Wahlen Sie den Wiederherstellungstyp aus und geben Sie den Speicherort des Sicherungskatalogs
an.

c. Es wird eine Liste der Daten-Backups angezeigt. Wahlen Sie Backup, um die externe Backup-ID
anzuzeigen.

2. Fuhren Sie den Wiederherstellungsprozess mit SnapCenter aus:

a. Wahlen Sie in der Topologieansicht der Ressource ,Lokale Kopien® aus, um Daten vom primaren
Speicher wiederherzustellen, oder ,Vault-Kopien®, wenn Sie Daten von einem sekundaren
Sicherungsspeicher wiederherstellen mochten.

b. Wahlen Sie das SnapCenter Backup aus, das mit der externen Backup-ID oder dem Kommentarfeld
aus SAP HANA Studio Ubereinstimmt.

c. Starten Sie den Wiederherstellungsprozess.
3. Fuhren Sie den Recovery-Prozess fir die Systemdatenbank mit SAP HANA Studio aus:

a. Klicken Sie in der Backup-Liste auf Aktualisieren, und wahlen Sie das verfugbare Backup fiir die
Recovery aus (wird durch ein grines Symbol angezeigt).

b. Starten Sie den Wiederherstellungsprozess. Nach Abschluss des Wiederherstellungsprozesses wird
die Systemdatenbank gestartet.

4. Fuhren Sie den Recovery-Prozess fiir die Mandantendatenbank mit SAP HANA Studio aus:

a. Wahlen Sie die Option ,Tenant Database wiederherstellen“ und wahlen Sie den Mieter aus, der
wiederhergestellt werden soll.

b. Wahlen Sie den Wiederherstellungstyp und den Speicherort fur die Protokollsicherung aus.

c. Es wird eine Liste der Daten-Backups angezeigt. Da das Daten-Volume bereits wiederhergestellt ist,
wird das Mandanten-Backup als verfiigbar angezeigt (in grin).

d. Wahlen Sie dieses Backup aus, und starten Sie den Wiederherstellungsprozess. Nach Abschluss des
Recovery-Prozesses wird die Mandantendatenbank automatisch gestartet.

5. Bei einem HANA-System mit mehreren Mandanten wiederholen Sie Schritt 4 fiir jeden Mandanten.
@ Eine manuelle Wiederherstellung mit SAP HANA Cockpit erfolgt mit den gleichen Schritten.

Im folgenden Abschnitt werden die Schritte der Wiederherstellungs- und Recovery-Operationen eines SAP
HANA MDC-Systems mit einem einzelnen Mandanten beschrieben.

Wahlen Sie in HANA Studio ,Sicherung und Wiederherstellung“ und anschlieend ,Systemdatenbank
wiederherstellen®.

[Breite=450, H6he=368]
Bestatigen Sie den Herunterfahrvorgang; dies ist nur erforderlich, wenn das HANA-System noch lauft.

[Breite=349, H6he=83]
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Wiederherstellungsvorgang auswahlen. In diesem Beispiel méchten wir zum letzten vorherigen Zustand
zurlckkehren.

[Breite=345, H6he=359]

Geben Sie einen alternativen Speicherort fir den Katalog an.

[Breite=343, Hohe=356]

HANA Studio listet die aktuellsten im HANA-Backup-Katalog gespeicherten Backups auf.

Es wird eine Liste der verfligbaren Backups basierend auf dem Inhalt des Backup-Katalogs angezeigt. Wahlen
Sie das gewlinschte Backup aus und notieren Sie sich die externe Backup-ID: in diesem Beispiel das
aktuellste Backup.

[Breite=391, H6he=283]

Wahlen Sie in der SnapCenter Benutzeroberflache die Ressourcentopologieansicht und anschliel3end die
wiederherzustellende Sicherung aus, in diesem Beispiel die aktuellste primare Sicherung. Klicken Sie auf das
Symbol ,Wiederherstellen®, um die Wiederherstellung zu starten.

[Breite=601, HOhe=294]

Der SnapCenter -Wiederherstellungsassistent wird gestartet. Wahlen Sie als Wiederherstellungstyp
»Vollstdndige Ressourcen- und Volumenwiederherstellung®, um eine volumenbasierte Wiederherstellung
durchzufthren.

[Breite=346, Hohe=325]

Wahlen Sie ,Keine Wiederherstellung®, um die Wiederherstellungsvorgange vom SnapCenter -Workflow
auszuschliefl3en.

[Breite=358, Hohe=336]

Klicken Sie auf Fertigstellen, um den Wiederherstellungsvorgang zu starten.
[Breite=361, Hohe=339]

SnapCenter fuhrt jetzt den Wiederherstellungsvorgang aus.

» Dateisystemspezifische Vorbereitungen, z. B. Aushangevorgang
» Snapshot-Wiederherstellungsvorgang

» Dateisystemspezifische Nachbearbeitungsoperationen, z. B. Mount-Operationen
[Breite=322, HOhe=398]

Wenn der Snapshot von SnapCenter wiederhergestellt wurde, ist eine snapshot_databackup_0_1-Datei im
Unterverzeichnis system and tenant database des HANA-Datenvolumes verfligbar. Diese Datei wurde von der
HANA-Datenbank wahrend der Erstellung des HANA-Datenbank-Snapshots erstellt. HANA I6scht die Datei,
sobald der Sicherungsvorgang abgeschlossen ist, sodass die Dateien nur noch innerhalb der Snapshot-
Sicherung sichtbar sind. Diese Dateien werden fir jede Wiederherstellungsoperation bendtigt. Nach der
Wiederherstellung werden die Dateien von der HANA-Datenbank geldscht.
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hana-1:~ # cd /hana/data/SS1/mnt00001/
hana-1:/hana/data/SS1/mnt00001 # 1ls -al *

-rw-r—--r—-- 1 ssladm sapsys 16 Aug 26 06:00 nameserver.lck

hdb00001:

total 4992236

drwxr-x—--- 2 ssladm sapsys 4096 Aug 26 06:00

drwxr-x--- 5 ssladm sapsys 4096 Aug 26 06:00

SEj—Roes= 1 ssladm sapsys 0 Nov 3 2020

DO _NOT TOUCH FILES IN THIS DIRECTORY

—rw-r—---—-—-— 1 ssladm sapsys 5100273664 Aug 26 06:00 datavolume 0000.dat
SEj—Roes= 1 ssladm sapsys 36 Aug 25 10:30 landscape.id

SE= o= 1 ssladm sapsys 163840 Aug 26 06:00 snapshot databackup 0 1

hdb00002.00003:

total 201420

drwxr-xr—-- 2 ssladm sapsys 4096 Nov 3 2020

drwxr-x--- 5 ssladm sapsys 4096 Aug 26 06:00

-rw-r—--r—-- 1 ssladm sapsys 0 Nov 3 2020

__DO_NOT TOUCH FILES IN THIS DIRECTORY

-rw-r--r-- 1 ssladm sapsys 335544320 Aug 26 06:00 datavolume 0000.dat
hdb00003.00003:

total 4803140

drwxr-xr—-- 2 ssladm sapsys 4096 Aug 26 06:00

drwxr-x—--- 5 ssladm sapsys 4096 Aug 26 06:00

-rw-r--r-—- 1 ssladm sapsys 0 Nov 3 2020

__DO_NOT TOUCH FILES IN THIS DIRECTORY

-rw-r—--r-— 1 ssladm sapsys 4898947072 Aug 26 06:00 datavolume 0000.dat
—rw-r—---—-—- 1 ssladm sapsys 159744 Aug 26 06:00 snapshot databackup 0 1
hana-1:/hana/data/SS1/mnt00001 #

Gehen Sie zu SAP HANA Studio und klicken Sie auf Aktualisieren, um die Liste der verfligbaren Backups zu
aktualisieren. Das mit SnapCenter wiederhergestellte Backup wird nun in der Backup-Liste mit einem griinen
Symbol angezeigt. Wahlen Sie die Sicherung aus und klicken Sie auf Weiter.

[Breite=400, H6he=290]

Stellen Sie den Speicherort der Protokoll-Backups bereit. Klicken Sie Auf Weiter.

SAP HANA Studio verwendet die in SAP HANA konfigurierten Pfade fir die Speicherorte der
Protokollsicherung und der Katalogsicherung. Wenn Sie gestaffelte Backups an einem
zusatzlichen Speicherort haben, kdnnen Sie diese zusatzlichen Pfade hinzuflgen.

[Breite=465, HOhe=296]

Wahlen Sie je nach Bedarf andere Einstellungen aus. Stellen Sie sicher, dass Delta-Backups verwenden nicht
ausgewahlt ist. Klicken Sie Auf Weiter.

[Breite=466, Hohe=296]
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Uberpriifen Sie die Wiederherstellungseinstellungen, und klicken Sie auf Fertig stellen.

Durch Klicken auf ,SQL-Anweisung anzeigen® zeigt HANA Studio den SQL-Befehl an, der fiir den
Wiederherstellungsvorgang ausgefihrt wird.

[Breite=464, Hohe=295]

Der Genesungsprozess beginnt. Warten Sie, bis die Wiederherstellung der Systemdatenbank abgeschlossen
ist.

[Breite=376, Hohe=239]

Wahlen Sie in SAP HANA Studio den Eintrag fiir die Systemdatenbank aus, und starten Sie Backup Recovery
- Rcover Tenant Database.

[Breite=476, Hohe=315]

Wahlen Sie den zu wiederherzuenden Mieter aus, und klicken Sie auf Weiter.

[Breite=342, Hohe=355]

Geben Sie den Wiederherstellungstyp an, und klicken Sie auf Weiter.

[Breite=343, Hohe=356]

Bestatigen Sie den Speicherort des Backup-Katalogs, und klicken Sie auf Weiter.

[Breite=342, HOhe=355]

Bestatigen Sie, dass die Mandantendatenbank heruntergefahren wurde.

[Breite=348, Hohe=85]

Da die Wiederherstellung des Datenvolumens vor der Wiederherstellung der Systemdatenbank erfolgte, ist die
Mandantensicherung sofort verfligbar. Wahlen Sie die griin markierte Sicherung aus und klicken Sie auf
Weiter.

[Breite=433, Hohe=349]

Stellen Sie den Speicherort der Protokoll-Backups bereit. Klicken Sie Auf Weiter.

SAP HANA Studio verwendet die in SAP HANA konfigurierten Pfade fir die Speicherorte der
Protokollsicherung und der Katalogsicherung. Wenn Sie gestaffelte Backups an einem
zusatzlichen Speicherort haben, kdnnen Sie diese zusatzlichen Pfade hinzuflgen.

[Breite=384, HOhe=310]

Wahlen Sie je nach Bedarf andere Einstellungen aus. Stellen Sie sicher, dass Delta-Backups verwenden nicht
ausgewahlt ist. Klicken Sie Auf Weiter.

[Breite=384, H6he=310]
Uberprifen Sie die Wiederherstellungseinstellungen, und klicken Sie auf Fertig stellen.

Durch Klicken auf ,SQL-Anweisung anzeigen® zeigt HANA Studio den SQL-Befehl an, der fiir den
Wiederherstellungsvorgang ausgefihrt wird.
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[Breite=380, H6he=307]
Warten Sie, bis die Wiederherstellung abgeschlossen ist und die Mandantendatenbank gestartet wird.
[Breite=378, H6he=305]

Sobald die Mandantenwiederherstellung abgeschlossen ist, ist das SAP HANA-System betriebsbereit.

(D Bei einem SAP HANA MDC-System mit mehreren Mandanten muss die
Mandantenwiederherstellung fiir jeden Mandanten wiederholt werden.

Manuelle Wiederherstellung mit SQL-Befehlen

Sie kdnnen auch SQL-Anweisungen zur Wiederherstellung des HANA-Systems verwenden.
Zuerst mussen Sie die Systemdatenbank wiederherstellen.
HDBSettings.sh recoverSys.py —--command="RECOVER DATABASE UNTIL TIMESTAMP

'2026-08-26 10:55:49' USING CATALOG PATH ('mnt/log-backup/SYSTEMDB') USING
LOG PATH ('mnt/log-backup/SYSTEMDB') USING SNAPSHOT"

Als zweiten Schritt missen Sie eine Verbindung zur Systemdatenbank herstellen und die Wiederherstellung
der Mandantendatenbank(en) starten. In diesem Beispiel ist die Mandantendatenbank SS1.

hdbsgl SYSTEMDB=> RECOVER DATABASE FOR SS1 UNTIL TIMESTAMP '2026-08-26
10:55:49"'" USING CATALOG PATH ('mnt/log—backup/DB_SSl') USING LOG PATH
('mnt/log-backup/DB _SS1') USING SNAPSHOT

Wiederherstellung und Recovery fiir einzelne Mandanten

Die Wiederherstellung und der Recovery-Vorgang fur einen einzelnen Mandanten mit SnapCenter 8hneln sehr

dem im vorherigen Thema beschriebenen Workflow. "Manuelle Wiederherstellung mit HANA Studio"Die

Gehen Sie wie folgt vor, um ein SAP HANA MDC-Einzelmandant-System mit SAP HANA Studio und
SnapCenter wiederherzustellen:
1. Vorbereitung des Restore- und Recovery-Prozesses mit SAP HANA Studio:

a. Wahlen Sie ,Mandantendatenbank wiederherstellen“ und bestatigen Sie das Herunterfahren der
Mandantendatenbank.

b. Wahlen Sie den Wiederherstellungstyp aus und geben Sie den Speicherort des Sicherungskatalogs
an.

c. Es wird eine Liste der Daten-Backups angezeigt. Wahlen Sie Backup, um die externe Backup-ID
anzuzeigen.

2. Fuhren Sie den Wiederherstellungsprozess mit SnapCenter aus:

a. Wahlen Sie in der Topologieansicht der Ressource ,Lokale Kopien“ aus, um Daten vom primaren
Speicher wiederherzustellen, oder ,Vault-Kopien®, wenn Sie Daten von einem sekundaren
Sicherungsspeicher wiederherstellen mochten.
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b. Wahlen Sie das SnapCenter Backup aus, das mit der externen Backup-ID oder dem Kommentarfeld
aus SAP HANA Studio Gbereinstimmt.

c. Starten Sie den Wiederherstellungsprozess des Mandanten.
3. Fuhren Sie den Recovery-Prozess fur die Mandantendatenbank mit SAP HANA Studio aus:

a. Klicken Sie in der Backup-Liste auf Aktualisieren, und wahlen Sie das verfugbare Backup fiir die
Recovery aus (wird durch ein grines Symbol angezeigt).

b. Starten Sie den Wiederherstellungsprozess. Nach Abschluss des Wiederherstellungsprozesses wird
die Mandantendatenbank gestartet.

Wiederherstellung von Nicht-Datenvolumes

Ein Wiederherstellungsvorgang fir ein Nicht-Datenvolume wird gestartet, indem in der Topologieansicht der
Nicht-Datenvolume-Ressource eine Snapshot-Sicherung ausgewahlt und anschlieRend auf ,Wiederherstellen’
geklickt wird.

[Breite=601, Hohe=294]

Bei Nicht-Datenvolumes mit NFS kann eine vollstandige Ressourcenwiederherstellung (VBSR) oder eine
Wiederherstellung auf Dateiebene (SFSR) ausgewahlt werden. Bei der Wiederherstellung auf Dateiebene
kdnnen entweder alle oder einzelne Dateien flr den Wiederherstellungsvorgang definiert werden.

[Breite=369, HOhe=344]

Erweiterte SnapCenter Optionen fiir SAP HANA konfigurieren

Konfigurieren Sie erweiterte SnapCenter -Einstellungen fir SAP HANA-Umgebungen,
einschliel3lich der Unterdriackung von VMware-Warnmeldungen fur NFS-Mounts im
Gastsystem, der Deaktivierung der automatischen Protokollsicherungsverwaltung und
der Aktivierung der SSL-Verschlisselung fur HANA-Datenbankverbindungen.

Warnmeldung bei virtualisierten Umgebungen und Gast-Mounts

Bei der Verwendung von beispielsweise VMware mit NFS-Einbindungen im Gastsystem gibt SnapCenter eine
Warnmeldung aus, dass das SnapCenter VMware-Plug-in verwendet werden sollte. Da das VMware-Plug-in
fur In-Guest-Mounts nicht erforderlich ist, kann die Warnmeldung ignoriert und deaktiviert werden. Um
SnapCenter so zu konfigurieren, dass diese Warnung unterdrtickt wird, muss die folgende Konfiguration
angewendet werden:

1. Wahlen Sie auf der Registerkarte Einstellungen die Option Globale Einstellungen.

2. Wabhlen Sie fur die Hypervisor-Einstellungen die Option VMs mit iSCSI Direct Attached Disks oder NFS fur
alle Hosts aus, und aktualisieren Sie die Einstellungen.

[Breite=601, HOhe=176]

Deaktivieren der automatischen Backup-Organisation fiir Protokolle

Die Protokollsicherungsverwaltung ist standardmaRig aktiviert und kann auf Hostebene des HANA-Plug-ins
deaktiviert werden. Verwenden Sie den PowerShell-Befehl:

Der Befehl Set-SmConfigSettings -Plugin -HostName <pluginhostname> -PluginCode hana -configSettings
@{"LOG_CLEANUP_DISABLE" = "Y"} deaktiviert die Protokollsicherungsverwaltung fur diesen SAP HANA-
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Host.

Sichere Kommunikation mit HANA-Datenbank ermdglichen

Wenn die HANA-Datenbanken fiir eine sichere Kommunikation konfiguriert sind, muss der von SnapCenter
ausgefihrte hdbsql-Befehl zusatzliche Befehlszeilenoptionen verwenden.

Es gibt verschiedene Mdglichkeiten, die SSL-Kommunikation zu konfigurieren. Standardmafig verwendet
SnapCenter die Befehlszeilenoption -e ssltrustcert hdbsql. Mit dieser Option wird SSL-Kommunikation ohne
Serverzertifikatsvalidierung durchgefuhrt. Diese Option funktioniert auch fir HANA-Systeme, bei denen SSL
nicht aktiviert ist.

Wenn eine Zertifikatsvalidierung auf Server- und/oder Clientseite erforderlich ist, werden unterschiedliche
hdbsql-Befehlszeilenoptionen benétigt, und Sie missen die PSE-Umgebung entsprechend konfigurieren, wie
im SAP HANA Security Guide beschrieben.

Dies kann durch die Verwendung eines Wrapper-Skripts erreicht werden, das hdbsql mit den erforderlichen

Optionen aufruft. Anstatt die hdbsql-Executable in den hana.properties-Dateien zu konfigurieren, wird das
Wrapper-Skript hinzugefugt.

HANA HDBSQL CMD = /usr/sap/SM1/HDB12/exe/hdbsgls

Das Wrapper-Skript hdbsqls ruft hdbsgl mit den erforderlichen Befehlszeilenoptionen auf.

#/bin/bash
/usr/sap/SM1/HDB12/exe/hdbsgl <command line options> S$*

Deaktivieren Sie die automatische Erkennung auf dem HANA-Plug-in-Host

Um die automatische Erkennung auf dem HANA-Plug-in-Host zu deaktivieren, fihren Sie die folgenden
Schritte aus:

1. Offnen Sie auf dem SnapCenter -Server PowerShell. Stellen Sie eine Verbindung zum SnapCenter -Server

her, indem Sie den Befehl Open-SmConnection ausfiihren und im sich 6ffnenden Anmeldefenster
Benutzernamen und Passwort angeben.

2. Um die automatische Erkennung zu deaktivieren, fihren Sie den Befehl Set-SmConfigSettings aus.

Fir einen HANA-Host hana-2 lautet der Befehl wie folgt:
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PS C:\Users\administrator.SAPCC> Set-SmConfigSettings -Agent -Hostname
hana-2 -configSettings @{"DISABLE AUTO DISCOVERY"="true"}

Name Value

DISABLE AUTO DISCOVERY true

PS C:\Users\administrator.SAPCC>

Verify the configuration by running the Get- SmConfigSettings command.

PS C:\Users\administrator.SAPCC> Get-SmConfigSettings -Agent -Hostname
hana-2 -key all

Key: CUSTOMPLUGINS OPERATION TIMEOUT IN MSEC Value: 3600000 Details: Plug-
in API operation Timeout

Key: CUSTOMPLUGINS_HOSTAGENT_TO_SERVER_TIMEOUT_IN_SEC Value: 1800 Details:
Web Service API Timeout

Key: CUSTOMPLUGINS ALLOWED CMDS Value: *; Details: Allowed Host OS

Commands
Key: DISABLE AUTO DISCOVERY Value: true Details:
Key: PORT Value: 8145 Details: Port for server communication

PS C:\Users\administrator.SAPCC>

Die Konfiguration wird in die Agent-Konfigurationsdatei auf dem Host geschrieben und ist nach einem Plug-in-
Upgrade mit SnapCenter weiterhin verfligbar.

hana-2:/opt/NetApp/snapcenter/scc/etc # cat
/opt/NetApp/snapcenter/scc/etc/agent.properties | grep DISCOVERY
DISABLE AUTO DISCOVERY = true
hana-2:/opt/NetApp/snapcenter/scc/etc #

SAP HANA auf Amazon FSX fur NetApp ONTAP — Backup
und Recovery mit SnapCenter
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TR-4926: SAP HANA auf Amazon FSX fiir NetApp ONTAP - Backup und Recovery
mit SnapCenter

Dieser technische Bericht enthalt die Best Practices fur die Datensicherung von SAP
HANA auf Amazon FSX flr NetApp ONTAP und NetApp SnapCenter. Dieses Dokument
behandelt SnapCenter-Konzepte, Konfigurationsempfehlungen und Betriebs-Workflows,
einschlieBlich Konfiguration, Backup-Vorgange Sowie Restore- und Recovery-Vorgange
durchzufthren.

Autor: Nils Bauer, NetApp

Unternehmen bendtigen heutzutage eine kontinuierliche, unterbrechungsfreie Verfiigbarkeit inrer SAP-
Applikationen. Sie erwarten eine konsistente Performance, angesichts stdndig wachsender Datenvolumen und
bei routinemafligen Wartungsaufgaben, wie System-Backups. Das Durchfiihren von Backups von SAP-
Datenbanken ist eine wichtige Aufgabe, die erhebliche Auswirkungen auf die Performance des SAP-
Produktionssystems haben kann.

Die Backup-Fenster verkiirzen sich, wahrend die zu sichernden Daten immer gréRer werden. Daher ist es
schwierig, eine Zeit zu finden, in der Backups mit nur minimalen Auswirkungen auf Geschaftsprozesse
durchgeflihrt werden kénnen. Die Zeit, die zum Wiederherstellen und Wiederherstellen von SAP-Systemen
bendtigt wird, ist besorgt, da Ausfallzeiten von SAP-Produktions- und nicht produktiven Systemen minimiert
werden mussen, um die Kosten fur das Unternehmen zu senken.

Backup und Recovery mit Amazon FSX fur ONTAP

Mit NetApp Snapshot Technologie kbnnen Datenbank-Backups innerhalb von Minuten
erstellt werden.

Wie lange es dauert, eine Snapshot Kopie zu erstellen, ist unabhangig von der GréRRe der Datenbank, da bei
Snapshot Kopien keine physischen Datenblécke auf der Storage-Plattform verschoben werden. Dartiber
hinaus wirkt sich der Einsatz der Snapshot-Technologie auf das laufende SAP-System nicht auf die
Performance aus. Daher kénnen Sie die Erstellung von Snapshot Kopien so planen, dass die Zeiten fiir
Spitzenzeiten oder Batch-Aktivitaten nicht berlcksichtigt werden. SAP- und NetApp-Kunden planen in der
Regel mehrere Online Snapshot Backups pro Tag, beispielsweise alle sechs Stunden ist Gblich. Diese
Snapshot Backups werden in der Regel drei bis fiinf Tage auf dem primaren Storage-System gespeichert,
bevor sie entfernt oder zu einem glinstigeren Storage verschoben werden, und zwar zur langfristigen
Aufbewahrung.

Snapshot Kopien bieten auch wichtige Vorteile fir Wiederherstellung und Recovery. Mit der NetApp
SnapRestore-Technologie kdnnen auf der Grundlage der derzeit verfligbaren Snapshot Kopien eine gesamte
Datenbank oder alternativ nur ein Teil einer Datenbank zu einem beliebigen Zeitpunkt wiederhergestellt
werden. Solche Wiederherstellungen sind innerhalb von wenigen Sekunden abgeschlossen, unabhangig von
der GroRe der Datenbank. Da mehrere Online Snapshot Backups tagsuber erstellt werden kdnnen, verringert
sich die fur den Recovery-Prozess erforderliche Zeit erheblich im Vergleich zu einem herkdmmlichen Backup-
Ansatz nur einmal pro Tag. Da Sie eine Wiederherstellung mit einer Snapshot-Kopie durchfihren kénnen, die
hochstens ein paar Stunden alt ist (anstatt bis zu 24 Stunden), miissen wahrend des Forward Recovery
weniger Transaktions-Logs angewendet werden. Daher reduziert sich die RTO auf mehrere Minuten anstatt
auf mehrere Stunden, die bei herkdmmlichen Streaming Backups benétigt werden.

Backups von Snapshot-Kopien werden auf demselben Festplattensystem wie die aktiven Online-Daten
gespeichert. Daher empfiehlt NetApp, Backups von Snapshot-Kopien als Erganzung zu verwenden, anstatt
Backups an einen sekundaren Standort zu ersetzen. Die meisten Restore- und Recovery-Aktionen werden mit
SnapRestore auf dem primaren Storage-System gemanagt. Restores von einem Sekundarstandort sind nur
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noétig, wenn das primare Storage-System, das die Snapshot-Kopien enthéalt, beschadigt ist. Sie kdbnnen den
sekundaren Standort auch verwenden, wenn ein Backup wiederhergestellt werden muss, das am primaren
Standort nicht mehr verfligbar ist.

Ein Backup an einen sekundaren Standort basiert auf Snapshot-Kopien, die auf dem primaren Storage erstellt
wurden. Somit werden die Daten direkt aus dem primaren Storage-System eingelesen, ohne dass dabei der
SAP Datenbankserver belastet wird. Der primare Storage kommuniziert direkt mit dem sekundaren Storage
und repliziert mithilfe der NetApp SnapVault Funktion die Backup-Daten am Ziel.

SnapVault bietet im Vergleich zu herkdbmmlichen Backups deutliche Vorteile. Nach einem anfanglichen
Datentransfer, bei dem alle Daten vom Quell- zum Ziel Ubertragen wurden, werden bei allen nachfolgenden
Backups nur die geanderten Blocke in den sekundaren Storage verschoben. Somit werden die Last auf dem
primaren Storage-System und der Zeitaufwand fir ein Vollbackup deutlich reduziert. Da SnapVault nur die
geanderten Blocke am Ziel speichert, belegen alle zusatzlichen vollstandigen Datenbank-Backups erheblich
weniger Festplattenspeicher.

Laufzeit von Snapshot-Backup- und -Restore-Vorgangen

Die folgende Abbildung zeigt HANA Studio eines Kunden, das Snapshot-Backup-Vorgange verwendet. Das
Bild zeigt, dass die HANA-Datenbank (ca. 4 TB grof3) mithilfe der Snapshot Backup-Technologie in 1 Minute
und 20 Sekunden und mehr als 4 Stunden bei einem dateibasierten Backup-Vorgang gesichert wird.

Der grofite Teil der gesamten Laufzeit des Backup-Workflows ist die Zeit, die zur Ausfihrung des HANA
Backup-Speicherpunktes bendtigt wird. Dieser Schritt hangt von der Last der HANA-Datenbank ab. Das
Snapshot Backup selbst ist in wenigen Sekunden abgeschlossen.

Baciip Catalog File-based backup: EXgeliER0 Rl

[] show Log Backups [] Show Delta Backups

istat.,. Started N Duration Size Backup Ty.. Destinan...r ("“270 MB/S throughput)

| @ Jan 11, 2022 10:26:59 AM  00h 01m 175 4.51TB Data Back.. Snapshot

) Jan 11, 2022 8:40:02 AM 00h 27m 11s 4.51 TB_ Data Back.. Snapshot
1 B Jan 11, 2022 1:00:58 AM I 04h 05m 39s 3.82 TB Data Back.. File I

|8 Jan9, 2022 440:03 PM 00h0Im23s 45178 DataBack. Snapshot 04h 05m 39s 3.82 TB Data Back.. File
| Jan 9, 2022 8:00:02 AM 02h 39m 04s 38278 DataBack. File
| Jan 9. 2022 12:40:03 AM 00h 01m 18s 45178 Data Back., Snapshot
B Jan 8 2022 4:40:03 PM 00h 0Tm 18s 45178 DataBack.. Snapshot
Jan 8, 2022 8:40:03 AM 00h 01m 225 45178 DataBack.. Snapshot .
Jan 8, 2022 12:40:03 AM 00h 01m 19s 451 TB Data Back.. Snapshot . l 1 min |
T T T A OO B TS5 T8t Bk Gt Snapshot backup: [ il |
| Jan 7, 2022 8:40:02 AM 00h 01m 19s 451TB Data Back.. Snapshot
|®  Jan7,2022124002AM  00h 01m 20s 45178 DataBack.. Snapshot
| Jan 6, 2022 4:40:02 PM 00h 01m 185 451TB Data Back.. Snapshot 00h 01m 18s 451 TB Data Back.. Snapshot
|B  Jan6, 2022 8:40:03 AM 00h 01m 17s 45178 DataBack.. Snapshot
] Jan 6,2022 12:40.03 AM  00h 01m 19s 451TB DataBack.. Snapshot 00h 01m 22s 451 TB Data Back... Snapshot
|®  Jan5,2022 4:40:03 PM 00h 01m 195 45178 Data Back.. Snapshot

00h 01m 19s 451TB Data Back.. Snapshot

Vergleich der Recovery-Zeitvorgaben

Dieser Abschnitt enthalt einen RTO-Vergleich (Recovery Time Objective) von Datei- und Storage-basierten
Snapshot Backups. Das RTO wird durch die Summe der Zeit definiert, die fir das Wiederherstellen,
Wiederherstellen und Starten der Datenbank bendtigt wird.

Benotigte Zeit zum Wiederherstellen der Datenbank

Bei einem dateibasierten Backup hangt die Restore-Zeit von der GroRRe der Datenbank und der Backup-
Infrastruktur ab, die die Restore-Geschwindigkeit in Megabyte pro Sekunde festlegt. Wenn die Infrastruktur
beispielsweise einen Restore-Vorgang mit einer Geschwindigkeit von 250 MB/s unterstitzt, dauert es etwa 4.5
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Stunden, um eine Datenbank mit einer Gro3e von 4 TB auf der Persistenz wiederherzustellen.

Bei den Backups der Storage Snapshot-Kopien ist die Wiederherstellungszeit unabhangig von der Grolie der
Datenbank und befindet sich immer im Bereich von einigen Sekunden.

Benotigte Zeit zum Starten der Datenbank

Die Startzeit der Datenbank hangt von der GréRe der Datenbank und der Zeit ab, die zum Laden der Daten in
den Arbeitsspeicher erforderlich ist. In den folgenden Beispielen wird davon ausgegangen, dass die Daten mit
1000 MBit/s geladen werden kénnen. Das Laden von 4 TB in den Speicher dauert etwa 1 Stunde und 10

Minuten. Die Startzeit ist bei dateibasierten und Snapshot-basierten Restore- und Recovery-Vorgangen gleich.

Bendtigte Zeit fiir das Recovery von Datenbanken

Die Wiederherstellungszeit hangt von der Anzahl der Protokolle ab, die nach der Wiederherstellung
angewendet werden mussen. Diese Zahl hangt von der Haufigkeit ab, mit der Daten-Backups erstellt werden.

Bei dateibasierten Daten-Backups wird der Backup-Zeitplan normalerweise einmal pro Tag erstellt. Eine
hdhere Backup-Frequenz ist normalerweise nicht moglich, da das Backup die Produktions-Performance
beeintrachtigt. Daher missen im schlimmsten Fall alle Protokolle, die wahrend des Tages geschrieben wurden,
wahrend der Forward Recovery angewendet werden.

Snapshot Backups werden in der Regel mit héherer Frequenz geplant, da sie nicht die Performance der SAP
HANA Datenbank beeintrachtigen. Wenn Snapshot Backups beispielsweise alle sechs Stunden geplant sind,
ware die Recovery-Zeit im schlimmsten Fall ein Viertel der Recovery-Zeit fir ein dateibasiertes Backup (6
Stunden / 24 Stunden = .25).

Die folgende Abbildung zeigt einen Vergleich von Restore- und Recovery-Vorgdngen mit einem taglichen
dateibasierten Backup und Snapshot Backups mit verschiedenen Zeitplanen.

Die ersten beiden Balken zeigen, dass sich auch bei einem einzelnen Snapshot Backup pro Tag die
Wiederherstellung und Wiederherstellung dank der Geschwindigkeit des Restore-Vorgangs aus einem
Snapshot Backup auf 43 % reduziert. Wenn pro Tag mehrere Snapshot Backups erstellt werden, kann die
Laufzeit weiter reduziert werden, da wahrend der Wiederherstellung weniger Protokolle angewendet werden
mussen.

Die folgende Abbildung zeigt auRerdem, dass vier bis sechs Snapshot Backups pro Tag am sinnvollsten sind,
da eine hoéhere Frequenz keine grofsen Auswirkungen mehr auf die Gesamtlaufzeit hat.
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Restore and Recovery of a 4TB HANA Database (8TB RAM)

9.00
100%

8.00

Runtime reduction Further reduction through higher backup frequency and less logs to be

7:00 through fast restore applied during forward recovery

6.00
- \
S 5.00
o
=3
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3.00
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0.00
1 x file-based per day 1 x Snapshot per day 2 x Snapshots per day 4 x Snapshots per day 6 x Snapshots per day 12 x Snapshots per day 24 x Snapshots per day
M Startup runtime Recovery runtime M Restore runtime
* Log backups: 50% of db size per day
» Database size: 4TB on file system * Read troughput during db start: 1000MB/s
*+ Restore throughput: 250MB/s « Throughput during recovery: 250MB/s

Anwendungsfille und Vorteile beschleunigter Backup- und Klonvorgange

Die Ausfiihrung von Backups ist ein wichtiger Bestandteil jeder Datensicherungsstrategie. Die Backups werden
regelmanig geplant, um sicherzustellen, dass Sie nach Systemausfallen wiederherstellen kénnen. Dies ist der
naheliegende Anwendungsfall, aber auch andere SAP Lifecycle Management-Aufgaben, von denen
Beschleunigung von Backup- und Recovery-Vorgangen entscheidend ist.

Ein SAP HANA System-Upgrade ist ein Beispiel daflir, wo ein On-Demand-Backup vor dem Upgrade und ein
moglicher Restore-Vorgang, wenn das Upgrade fehlschlagt, eine erhebliche Auswirkung auf die gesamte
geplante Ausfallzeit hat. Wenn Sie beispielsweise eine Datenbank mit 4 TB verwenden, kénnen Sie die
geplanten Ausfallzeiten dank Snapshot-basierter Backup- und Restore-Vorgange um 8 Stunden reduzieren.

Ein weiteres Anwendungsbeispiel ware ein typischer Testzyklus, bei dem Tests Uber mehrere Iterationen mit
unterschiedlichen Datensatzen oder Parametern durchgeflihrt werden missen. Wenn Sie die schnellen
Backup- und Restore-Vorgange nutzen, kénnen Sie ganz einfach Speicherpunkte innerhalb Ihres Testzyklus
erstellen und das System auf jeden dieser vorherigen Speicherpunkte zurlicksetzen, wenn ein Test fehlschlagt
oder wiederholt werden muss. So kénnen die Tests friiher abgeschlossen werden oder es kdnnen mehr Tests
gleichzeitig durchgeflihrt werden, und die Testergebnisse werden verbessert.
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Use Cases for Backup and Recovery
Operations

» Accelerate HANA system upgrade operations
» Fast on-demand backup before HANA system upgrade
 Fast restore operation in case of an upgrade failure

* Reduction of planned downtime

» Acclerate test cycles
« Fast creation of savepoints after a successful step
« Fast reset of system to any savepoint
* Repeat step until successful

1
1
o (| e e

1
- - E Planned dO\évr;tcl)T; reduced by

T

Reset system Reset system

| — - Y
1‘\\ — \ —] | Evaluate results

Golden Finish testing
Template Savepoint 1 Savepoint 2

2B E

Create Snapshot Create Snapshot Create Snapshot
copy copy copy

Nachdem Snapshot Backups implementiert wurden, kénnen sie fir mehrere andere Anwendungsfalle
verwendet werden, die Kopien einer HANA-Datenbank bendétigen. Mit FSX fir ONTAP kdnnen Sie ein neues
Volume auf Basis des Inhalts jedes verfligbaren Snapshot-Backups erstellen. Die Laufzeit dieses Vorgangs
betragt unabhangig von der Gréf3e des Volumes einige Sekunden.

Der beliebteste Anwendungsfall ist SAP Systemaktualisierung, in dem Daten aus dem Produktionssystem in
das Test- oder QA-System kopiert werden miissen. Mit der Klonfunktion von FSX flir ONTAP lasst sich das
Volume flir das Testsystem von jeder beliebigen Snapshot Kopie des Produktionssystems in
Sekundenschnelle bereitstellen. Das neue Volume muss dann an das Testsystem angeschlossen und die

HANA-Datenbank wiederhergestellt werden.

Der zweite Anwendungsfall ist die Erstellung eines Reparatursystems, mit dem eine logische Beschadigung im
Produktionssystem bewaltigt wird. In diesem Fall wird ein alteres Snapshot Backup des Produktionssystems
verwendet, um ein Reparatursystem zu starten, das ein identischer Klon des Produktionssystems mit den
Daten ist, bevor die Beschadigung aufgetreten ist. Das Reparatursystem wird dann verwendet, um das
Problem zu analysieren und die erforderlichen Daten zu exportieren, bevor sie beschadigt wurden.

Im letzten Anwendungsfall kann ein Disaster-Recovery-Failover-Test ausgeftihrt werden, ohne die Replizierung
zu unterbrechen. Dies hat keinen Einfluss auf RTO und Recovery Point Objective (RPO) des Disaster-
Recovery-Setups. Wenn die Daten mithilfe von FSX fliir ONTAP Replizierung mit NetApp SnapMirror am
Disaster Recovery-Standort repliziert werden, stehen am Disaster Recovery-Standort Snapshot Backups der
Produktionsumgebung zur Verfliigung und kénnen dann fir Tests im Disaster Recovery ein neues Volume

erstellt werden.
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Use Cases for Cloning Operations

* SAP System Refresh

Fast creation of a new volume based on a production
Snapshot backup

v

« Attach volume to the test system and recover HANA Data
database with SID change II-

* Repair System creation to address logical
corruption

« Fast creation of a new volume based on a production
Snapshot backup

= Attach volume to the repair system and recover HANA Datall. -
database w/o SID change
. . PRD
« Disaster Recovery testing ==
« Combined with SnapMirror Replication EHANA

« Attach storage clone from a replicated production Snapshot

(1=
backup to a DR test system —b
% | [

Architektur von SnapCenter

SnapCenter ist eine einheitliche, skalierbare Plattform fur applikationskonsistente
Datensicherung. SnapCenter bietet zentrale Kontrolle und Uberwachung und delegiert
die Moglichkeit, dass Benutzer applikationsspezifische Backup-, Restore- und
Klonaufgaben managen kdénnen. Mit SnapCenter erhalten Datenbank- und Storage-
Administratoren ein Tool, mit dem sie Backup-, Wiederherstellungs- und Klonvorgange fur
verschiedene Applikationen und Datenbanken managen kdnnen.

SnapCenter managt Daten tUber Endpunkte in der Data-Fabric-Architektur von NetApp hinweg. Daten kdnnen
mit SnapCenter zwischen lokalen Umgebungen, zwischen lokalen Umgebungen und der Cloud sowie
zwischen Private, Hybrid oder Public Clouds repliziert werden.

Komponenten von SnapCenter

SnapCenter umfasst den SnapCenter-Server, das SnapCenter-Plug-in-Paket fir Windows und das
SnapCenter-Plug-in-Paket fir Linux. Jedes Paket enthalt SnapCenter-Plug-ins fur diverse Applikations- und
Infrastrukturkomponenten.
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SnapCenter SAP HANA Backup-Lésung

Die SnapCenter Backup-L&sung fur SAP HANA umfasst folgende Bereiche:

» Backup-Vorgange, Planung und Aufbewahrungsmanagement
o SAP HANA Daten-Backup mit Storage-basierten Snapshot Kopien
° Backup nicht datenbasierter Volumes mit Storage-basierten Snapshot Kopien (z. B. /hana/shared)
o Integritatsprufungen der Datenbankbldcke mithilfe eines dateibasierten Backups
> Die Replizierung an ein externes Backup oder einen Disaster-Recovery-Standort
+ Allgemeine Ordnung und Sauberkeit des SAP HANA Backup-Katalogs
o Fir HANA Daten-Backups (Snapshot und dateibasiert)
o Fur HANA-Protokoll-Backups
* Restore- und Recovery-Vorgange
o Automatisiertes Restore und Recovery
> Restore von einzelnen Mandanten fir SAP HANA (MDC)-Systeme
Backups von Datenbankdateien werden von SnapCenter in Kombination mit dem Plug-in fir SAP HANA
ausgefihrt. Das Plug-in 16st den Speicherpunkt fir das SAP HANA Datenbank-Backup aus, sodass die

Snapshot Kopien, die auf dem primaren Storage-System erstellt werden, auf einem konsistenten Image der
SAP HANA Datenbank basieren.

SnapCenter ermdglicht die Replizierung konsistenter Datenbank-Images auf einen externen Backup- oder
Disaster-Recovery-Standort mithilfe von SnapVault oder der SnapMirror Funktion. In der Regel werden
verschiedene Aufbewahrungsrichtlinien fir Backups auf dem primaren und externen Backup-Storage definiert.
SnapCenter Gbernimmt die Aufbewahrung im Primarspeicher und ONTAP Ubernimmt die Aufbewahrung auf
dem externen Backup-Storage.

Fur ein vollstandiges Backup aller mit SAP HANA verbundenen Ressourcen ermoéglicht SnapCenter auch das
Backup aller nicht datenbezogenen Volumes Uber das SAP HANA Plug-in mit Storage-basierten Snapshot
Kopien. Sie kénnen nicht-Daten-Volumes unabhangig vom Datenbank-Daten-Backup planen, um individuelle
Aufbewahrungs- und Sicherungsrichtlinien zu aktivieren.
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SAP empfiehlt, Storage-basierte Snapshot-Backups mit einem wdéchentlichen dateibasierten Backup zu
kombinieren, um eine Integritatspriifung fir Blocke durchzufiihren. Sie kdnnen die Integritatsprifung der
Blocke in SnapCenter ausfiihren. Basierend auf lhren konfigurierten Aufbewahrungsrichtlinien managt
SnapCenter die allgemeine Ordnung und Sauberkeit der Datendatei-Backups im primaren Storage, Backup
von Protokolldateien und den SAP HANA Backup-Katalog.

SnapCenter Gbernimmt die Aufbewahrung auf dem primaren Storage, wahrend FSX fir ONTAP die sekundare
Backup-Aufbewahrung managt.

Die folgende Abbildung bietet einen Uberblick (iber die SnapCenter Backup- und Aufbewahrungsvorgange.

NetApp
SnapCenter® and — S:\': ';ANA Backup
SAP HANA plug-in Database Alapase Catalog
operations
Storage @
operations @ Housekeeping based on
retention policies

FSx for NetApp ONTAP FSx for NetApp ONTAP

SnapVault

<M —u=
Ny ==

@ Backup
Log

Beim Ausflihren eines Storage-basierten Snapshot Backups der SAP HANA Datenbank fuhrt SnapCenter die
folgenden Aufgaben durch:

v

Backup H:. @
Shared
Backup II. @
Data

A 4

1. Erstellung eines SAP HANA Backup-Speicherpunktes, um ein konsistentes Image auf der
Persistenzschicht zu erstellen.

Erstellt eine Storage-basierte Snapshot Kopie des Daten-Volumes
Registrieren des Storage-basierten Snapshot-Backups im SAP HANA Backup-Katalog
Gibt den Speicherpunkt fur SAP HANA Backup frei.

Fuhrt, falls konfiguriert, ein SnapVault oder SnapMirror Update flr das Daten-Volume durch

o g M 0 N

Loscht die Storage-Snapshot-Kopien im primaren Storage auf der Grundlage der definierten
Aufbewahrungsrichtlinien.

7. Loscht die Eintrage des SAP HANA Backup-Katalogs, wenn die Backups nicht mehr im primaren oder
externen Backup-Speicher vorhanden sind.

8. Sobald ein Backup auf Basis der Aufbewahrungsrichtlinie oder manuell geléscht wurde, I6scht SnapCenter
auch alle Log-Backups, die alter als das alteste Daten-Backup sind. Log-Backups werden im Dateisystem
und im SAP HANA Backup-Katalog geléscht.

72



Inhalt des vorliegenden Dokuments

Dieses Dokument beschreibt die am haufigsten verwendete SnapCenter -Konfigurationsoption fir ein SAP
HANA MDC-Einzelhostsystem mit einem einzigen Mandanten auf FSx fur ONTAP. Weitere
Konfigurationsoptionen sind mdglich und in einigen Fallen fir bestimmte SAP HANA-Systeme erforderlich,
beispielsweise fir ein Multi-Host-System. Eine detaillierte Beschreibung weiterer Konfigurationsoptionen finden
Sie unter "SnapCenter-Konzepte und Best Practices (netapp.com)"Die

In diesem Dokument verwenden wir die Amazon Web Services (AWS)-Konsole und die FSX fir ONTAP CLI,
um die erforderlichen Konfigurationsschritte auf der Storage-Ebene auszufiihren. Sie kdnnen FSX fir ONTAP
auch mit NetApp Cloud Manager managen. Dies ist jedoch nicht im Umfang dieses Dokuments enthalten.
Informationen zur Verwendung von NetApp Cloud Manager fur FSX fir ONTAP finden Sie unter "Weitere
Informationen zu Amazon FSX fur ONTAP (netapp.com)".

Datensicherung Strategie

Die folgende Abbildung zeigt eine typische Backup-Architektur fir SAP HANA auf FSX fir ONTAP. Das HANA-
System befindet sich in der AWS-Verfligbarkeitszone 1 und verwendet ein FSX fir ONTAP-Dateisystem
innerhalb derselben Verfligbarkeitszone. Snapshot Backup-Vorgange werden fir die Daten und das
gemeinsam genutzte Volume der HANA Datenbank ausgefiihrt. Neben den lokalen Snapshot Backups, die 3-5
Tage aufbewahrt werden, werden Backups auch zur langerfristigen Aufbewahrung auf einen externen Storage
repliziert. Der externe Backup-Storage ist ein zweites FSX fir ONTAP-Filesystem, das sich in einer anderen
AWS-Verflgbarkeitszone befindet. Backups der HANA Daten und des gemeinsam genutzten Volumes werden
mit SnapVault in die zweite FSX flir ONTAP Filesystem repliziert und 2-3 Wochen aufbewahrt.

AWS Availability Zone 1 AWS Availability Zone 2

EYRANA SnapCenter

SWM1 SVM 2 SVM 1

SnapVault

i
II. “ Retention: 2-4 weeks
Retention: 3-5 days Backup II
Shared .

Log
FSxN Backup FSxN

Log Data

Vor dem Konfigurieren von SnapCenter muss die Datensicherungsstrategie auf Basis der RTO- und RPO-
Anforderungen der verschiedenen SAP Systeme definiert werden.

Ein gemeinsamer Ansatz besteht in der Definition von Systemtypen wie Systemen fiir Produktion, Entwicklung,
Test oder Sandbox. Alle SAP-Systeme des gleichen Systemtyps haben typischerweise die gleichen
Datenschutzparameter.

Folgende Parameter missen definiert werden:

* Wie oft sollte ein Snapshot Backup ausgefuhrt werden?

» Wie lange sollten Snapshot Kopien Backups auf dem Primarspeichersystem aufbewahrt werden?
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* Wie oft sollte eine Blockintegritatsprifung ausgefihrt werden?

 Sollten die primaren Backups auf einen externen Backup-Standort repliziert werden?

» Wie lange sollten die Backups auf dem externen Backup-Storage aufbewahrt werden?
Die folgende Tabelle zeigt ein Beispiel fur die Datensicherungsparameter fir die Systemtypen: Produktion,
Entwicklung und Test. Fir das Produktionssystem wurde eine hohe Backup-Frequenz definiert und die

Backups werden einmal pro Tag an einen externen Backup-Standort repliziert. Die Testsysteme haben
niedrigere Anforderungen und keine Replikation der Backups.

Parameter Produktionssysteme Entwicklungssysteme  Testsysteme
auszufiuhren

Sicherungshaufigkeit Alle 6 Stunden Alle 6 Stunden Alle 6 Stunden

Primare Aufbewahrung 3 Tage 3 Tage 3 Tage

Block-Integritatsprifung Einmal in der Woche Einmal in der Woche Nein

Replizierung an externe  Einmal am Tag Einmal am Tag Nein

Backup-Standorte

Externe Backup- 2 Wochen 2 Wochen Keine Angabe

Aufbewahrung

In der folgenden Tabelle werden die Richtlinien aufgefihrt, die fur die Datensicherheitsparameter konfiguriert
werden mussen.

Parameter RichtliniengebietsSnap Policy Richtlinienblockintegrita
LocalSnapAndSnapVaul tsprifung
t
Backup-Typ Auf Snapshot-Basis Auf Snapshot-Basis File-basiert
Zeitplanhaufigkeit Stindlich Taglich Woéchentlich
Primare Aufbewahrung Anzahl =12 Anzahl = 3 Anzahl = 1
SnapVault Replizierung Nein Ja. Keine Angabe

Richtlinie LocalSnapshot Werden fir Produktions-, Entwicklungs- und Testsysteme verwendet, um lokale
Snapshot-Backups mit einer Aufbewahrung von zwei Tagen abzudecken.

In der Konfiguration fir den Ressourcenschutz wird der Zeitplan fiir die Systemtypen unterschiedlich definiert:

* Produktion: Zeitplan alle 4 Stunden.
» Entwicklung: Alle 4 Stunden einplanen.

 Test: Alle 4 Stunden planen.

Richtlinie LocalSnapAndSnapVvault Wird fir die Produktions- und Entwicklungssysteme eingesetzt, um die
tagliche Replizierung auf den externen Backup Storage zu decken.

In der Konfiguration fir den Ressourcenschutz wird der Zeitplan fur die Produktion und Entwicklung definiert:

* Produktion: Zeitplan jeden Tag.
* Entwicklung: Zeitplan jeden Tag.die Politik BlockIntegrityCheck Wird fir die Produktions- und
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Entwicklungssysteme eingesetzt, um die wochentliche Blockintegritatsprifung mithilfe eines dateibasierten
Backups abzudecken.

In der Konfiguration fir den Ressourcenschutz wird der Zeitplan fur die Produktion und Entwicklung definiert:

* Produktion: Zeitplan jede Woche.
* Entwicklung: Zeitplan jede Woche.

Fir jede einzelne SAP HANA Datenbank, die die externe Backup-Richtlinie nutzt, missen Sie eine
Sicherungsbeziehung auf der Storage-Ebene konfigurieren. Die Sicherungsbeziehung definiert, welche
Volumes repliziert werden und wie die Aufbewahrung von Backups im externen Backup-Storage aufbewahrt
wird.

Im folgenden Beispiel wird fiir jedes Produktions- und Entwicklungssystem im externen Backup-Storage eine
Aufbewahrung von zwei Wochen definiert.

In diesem Beispiel unterscheiden sich die Sicherungsrichtlinien und die Aufbewahrung von SAP HANA
Datenbankressourcen und Ressourcen ohne Datenvolumen.

Beispiel fiir die Laboreinrichtung
Das folgende Lab-Setup wurde als Beispielkonfiguration fir den Rest dieses Dokuments verwendet.

HANA-System-PFX:

* Ein Host-MDC-System mit einem einzelnen Mandanten
* HANA 2.0 SPS 6, Version 60
+ SLES FUR SAP 15SP3

SnapCenter

* Version 4.6

* Auf einem HANA Datenbank-Host implementiertem HANA und Linux Plug-in
FSX fur ONTAP-Dateisysteme:

» Zwei FSX fir ONTAP Filesysteme mit einer einzigen Storage Virtual Machine (SVM)
» Jedes FSX fir ONTAP-System in einer anderen AWS-Verflugbarkeitszone
* HANA Daten-Volume zur Replizierung in das zweite FSX fir ONTAP Filesystem
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AWS Availability Zone 1

hana-1 EYHANA

PFX - single host

MDC single tenant
HANA plug-in
===

SnapCenter

SVM: sapcc-hana-svm
SnapVault

AWS Availability Zone 2

SVM: sapcc-backup-target-zone5

> Backup

o |- T

Log
Backup

FSxN

Data II.

FSxN

SnapCenter-Konfiguration

Sie mussen die in diesem Abschnitt aufgefuhrten Schritte zur Basiskonfiguration von
SnapCenter und zum Schutz der HANA-Ressource ausfuhren.

Ubersicht iiber die Konfigurationsschritte

Flahren Sie die folgenden Schritte flr die SnapCenter Basiskonfiguration und den Schutz der HANA-Ressource
durch. Jeder Schritt wird in den folgenden Kapiteln detailliert beschrieben.

1.

Konfiguration des SAP HANA-Backup-Benutzers und des hdbuserstore-Schlissels Zugriff auf die HANA-
Datenbank mit dem hdbsql-Client

Konfigurieren Sie den Speicher in SnapCenter. Zugangsdaten fur den Zugriff auf FSX fir ONTAP SVMs
von SnapCenter aus

Konfigurieren Sie Anmeldedaten fir die Plug-in-Bereitstellung. Wird verwendet, um die erforderlichen
SnapCenter-Plug-ins automatisch auf dem HANA-Datenbank-Host zu implementieren und zu installieren.

. Figen Sie HANA-Host zu SnapCenter hinzu. Implementierung und Installation der erforderlichen

SnapCenter Plug-ins

Richtlinien konfigurieren. Definiert den Backup-Typ (Snapshot, Datei), die Aufbewahrung sowie optionale
Snapshot Backup-Replizierung.

Konfigurieren Sie den Schutz von HANA-Ressourcen. Bereitstellung von hdbuserstore-Schliisselrichtlinien
und -Zeitplanen sowie Anhangen an die HANA-Ressource

SAP HANA Backup-Benutzer und hdbuserstore-Konfiguration

NetApp empfiehlt, einen dedizierten Datenbankbenutzer in der HANA Datenbank zu konfigurieren, um Backup-

Vorgange mit SnapCenter auszufihren. Im zweiten Schritt wird fiir diesen Backup-Benutzer ein SAP HANA
User Store Key konfiguriert und dieser User Store Key wird bei der Konfiguration des SnapCenter SAP HANA
Plug-ins verwendet.

Die folgende Abbildung zeigt das SAP HANA Studio, Uber das Sie den Backup-Benutzer erstellen kdnnen
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Die erforderlichen Berechtigungen werden mit HANA 2.0 SPS5 Version geandert: Backup-Admin,
Lesevorgang im Katalog, Datenbank-Backup-Administrator und Datenbank-Recovery-Operator. Fir altere
Versionen reichen der Backup-Administrator und der Lesevorgang des Katalogs aus.

Fir ein SAP HANA MDC-System mussen Sie den Benutzer in der Systemdatenbank erstellen, da alle Backup-
Befehle fir das System und die Mandantendatenbanken tber die Systemdatenbank ausgeflhrt werden.

J& hdbstudio - /Security/Users/SNAPCENTER System: SYSTEMDB@PFX Host: hana-1 Instance: 00 Connected User: SYSTEM System Usage: Test System - SAP HANA Studio - o X
File Edit Navigate Search Run Window Help
w9 GRE RS el= X =R =] Q B®
Yysystems X EH-ID I -mEBES § T 0 jerxersx ) Backup SYSTEMDB@PFX (SYSTEM) HANA2.0 SPSS T§ systempB@PFX (b SYSTEMDB@PFX - SNAPCENTER X =8
> (B PFX@PEX (SYSTEM) HANA20 SPs5 SYSTEMDB@PFX (SYSTEM) HANA2.0 SPS5  hana-100 Bl 8| ©
v [EB SYSTEMDB@PFX (SYSTEM) HANAZ 0 5PS5
! Backup i User 'SNAPCENTER' created g
> (2 Catalog
» @ provisioning User | User Parameters |
v = security 2
@ security  SNAPCENTER
v i Users [ Disable ODBC/JDBC access
{} SAPDBCTRL
‘g SHARGENIER Authentication
i svs
& Password [OsamL [JsAP Logon Ticket
SYSIEM Passwords: @ Confirm:
{} XSSQLCC_AUTO_USER_3094F258A8978F7A7558E0800 ) T ommmmpm———— —
{} XSSQLCC_AUTO_USER 5E2492DBCDEDAESBFSSAOEA: Force password change on next fogor © ©
{ XSSQLCC_AUTO_USER DSD3BOCAF06A79377BEODA1S D Kerberos ’ DIxs09 [JsAP Assertion Ticket
{ _sYs.ADVISOR ExtarrialIC
§ _svs.arL
# _SYS_DATA_ANONYMIZATION Valid From: Feb 21,2022, 3:0828 PMGMT  (2FH  Valid Until: ]
& _sys_epm
SYs . 8
{i _sYs_PLAN_STABILITY SeEIOniCicn= L]
i} _svs_rero
‘5 _SYS_SQL_ANALYZER Granted Roles | System Privileges = Object Privileges Analytic Privileges Application Privileges Privileges on Users
{i _sys_sTaTisTiCS 5
 _ss. % X 2 - petails for 'BACKUP ADMIN'
{} _SYS_TABLE_REPLICAS
System Privilege Grantor
§ _svs_task <
{ _SYS_WORKLOAD_REPLAY S PACKIEEDVIN ESEY [ Grantable to other users and roles
Froes - @= CATALOG READ SYSTEM
&= DATABASE BACKUP ADMIN SYSTEM
&= DATABASE RECOVERY OPERATOR SYSTEM
v
= 5 o=
[ properties X 9] Error Log el 2NV § = O
Property Value
< >
SYSTEMDB@PFX hana-1 00 (SYSTEM):SYSTEM

Der folgende Befehl wird fir die Konfiguration des Benutzerspeichers mit dem verwendet <sid>adm Benutzer:

hdbuserstore set <key> <host>:<port> <database user> <password>

SnapCenter verwendet das <sid>adm Benutzer zur Kommunikation mit der HANA-Datenbank. Daher mussen
Sie den User Store Key mit dem <'sid>adm’ Benutzer auf dem Datenbank-Host konfigurieren. In der Regel
wird die SAP HANA hdbsql-Client-Software zusammen mit der Datenbank-Server-Installation installiert. Wenn
dies nicht der Fall ist, missen Sie zuerst den hdbclient installieren.

In einer SAP HANA MDC-Einrichtung, Port 3<instanceNo>13 Ist der Standard-Port fir den SQL-Zugriff auf
die Systemdatenbank und muss in der hdbuserstore-Konfiguration verwendet werden.

Fir eine SAP HANA Einrichtung mit mehreren Hosts miissen Sie die Benutzerspeicherschliissel fiir alle Hosts
konfigurieren. SnapCenter versucht, Uber jeden der angegebenen Schllissel eine Verbindung zur Datenbank
herzustellen und kann somit unabhangig vom Failover eines SAP HANA Service zu einem anderen Host
funktionieren. In unserem Labor-Setup haben wir einen User Store Key fur den Benutzer konfiguriert pfxadm
Fir unser System PFX, ein einziges HANA MDC-Host-System mit einem einzelnen Mandanten.
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pfxadm@hana-1:/usr/sap/PFX/home> hdbuserstore set PFXKEY hana-1:30013
SNAPCENTER <password>
Operation succeed.

pfxadm@hana-1:/usr/sap/PFX/home> hdbuserstore list

DATA FILE : /usr/sap/PFX/home/.hdb/hana-1/SSFS HDB.DAT
KEY FILE : /usr/sap/PFX/home/.hdb/hana-1/SSFS HDB.KEY
ACTIVE RECORDS : 7

DELETED RECORDS : 0
KEY PFXKEY
ENV : hana-1:30013
USER: SNAPCENTER
KEY PEFXSAPDBCTRL
ENV : hana-1:30013
USER: SAPDBCTRL
Operation succeed.

Sie kénnen den Zugriff auf die HANA-Systemdatenbank priifen, die den Schlissel mit dem verwendet hdbsgl
Befehl.

pfxadm@hana-1:/usr/sap/PFX/home> hdbsgl -U PFXKEY
Welcome to the SAP HANA Database interactive terminal.
Type: \h for help with commands

\g to quit
hdbsgl SYSTEMDB=>

Speicher konfigurieren

Flhren Sie diese Schritte aus, um Storage in SnapCenter zu konfigurieren.

1
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M NetApp SnapCenter®

Status  GetStarted

<
Last refreshed: 02/21/2022 03:15 PM
255 Dashboard
& Resources
RECENT JOB ACTVITIES @ ALERTS @ LATEST PROTECTION SUMMARY €
@ Monitor © 0 critical 0 Warning Secondary
Primary
@ Reports
& Hosts
P No data available Naatasvildtle No Plugiins, No Plugeins
&8 Storage Systems
= settings
A Aens w00 - o o o gured: 0 0
o5 @ P Er—
B 0 0 [ x
0Snapshots 0SnapMirrors 0Snapvaults Storage Savings
No data availab No data availa No data avallab
«Falled:0 < Warning: 0  Completeci0 @ Running 0 o PrimarySnapshots  Secondary Snapshts Primary Storage

CONFIGURATION @

B 0 hosts @0 @0 ®o0 € 0w

Sie kénnen den Storage-Systemtyp auswahlen, der ONTAP SVMs oder ONTAP Cluster sein kann. Im
folgenden Beispiel ist das SVM-Management ausgewahilt.

in  SnapCenterAdmin 8 Sign Out

M NetApp SnapCenter®

ONTAP Storage
< +
T oenons BT onrar swis B € +
O resources ONTAP Storage Connections
D Monitor Name JE Cluster Name. User Name Platform Controler License.
e There s no match for your search or data s not avalable
&l Reports

P i R -
§

. Klicken Sie auf Neu, um ein Speichersystem hinzuzufiigen und den erforderlichen Hostnamen und die
Anmeldeinformationen anzugeben.

Der SVM-Benutzer muss nicht wie in der folgenden Abbildung dargestellt vsadmin verwendet werden. In
der Regel wird ein Benutzer fir die SVM konfiguriert und den erforderlichen Berechtigungen zum
Ausfiihren von Backup- und Restore-Vorgangen zugewiesen. Informationen zu erforderlichen
Berechtigungen finden Sie unter "SnapCenter Installationshandbuch" Im Abschnitt ,Minimale ONTAP-
Berechtigungen erforderlich®.

M NetApp SnapCenter®

ONTAP Storage Add Storage System
i

Add Storage System @

Storage System | sapcchana-svm
ONTAP Storage Connections e oy .

Name E

There is no match for your search or data
is not available.

Send AutoSupport notification to storage system

Log SnapCenter Server events (o syslog
£# More Options : Platform, Protocol, Preferred IP etc.

Cancel Reset
3. Klicken Sie zum Konfigurieren der Speicherplattform auf Weitere Optionen.

. Wahlen Sie als Storage-System All-Flash FAS aus, um sicherzustellen, dass die Lizenz, die Teil des FSX
fur ONTAP ist, fur SnapCenter verfligbar ist.
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More Options x

Platform | All Flash FAS - L) secondary @
Protocol | HTTPS v
Port 443
Timeout 60 seconds i)
() Preferred IP (1]

Der SVM sapcc-hana-svm Ist jetzt in SnapCenter konfiguriert.

M NetApp SnapCenter® ~  Rscadmin  SnapCenterdmin  [#Sign Out

ONTAP Storage

<

e Ll ONTAP SV

e ONTAP Storage Connections

6 a

Monitor [l Name JE Cluster Name User Name Platform Controller License

] sapcchanasvm 198.19.255.9 vsadmin AFF v
Reports

R

&% Hosts

I8 storage systems.

Anmeldedaten fiir Plug-in-implementierung erstellen

Damit SnapCenter die erforderlichen Plug-ins auf den HANA-Hosts bereitstellen kann, missen die
Benutzeranmeldeinformationen konfiguriert werden.

1. Gehen Sie zu Einstellungen, wahlen Sie Anmeldeinformationen aus, und klicken Sie auf Neu.

M NetApp SnapCenter®

O Resources Credential Nam; Authentication Mode Details
& wonitor
4 Reports

Hosts.

2. Im Lab-Setup haben wir einen neuen Benutzer, snapcenter, Auf dem HANA-Host, der fiir die Plug-in-
Implementierung verwendet wird. Sie miissen sudo prvileges aktivieren, wie in der folgenden Abbildung
dargestellt.
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Credential X

Credential Name | PluginOnLinux

Authentication Mode Linux ¥

Username | snapcenter i

PEISSW[}!'d SREmERREEE

Use sudo privileges @

hana-1:/etc/sudoers.d # cat /etc/sudoers.d/90-cloud-init-users

# Created by cloud-init v. 20.2-8.48.1 on Mon, 14 Feb 2022 10:36:40 +0000
# User rules for ec2-user

ec2-user ALL=(ALL) NOPASSWD:ALL

# User rules for snapcenter user

snapcenter ALL=(ALL) NOPASSWD:ALL

hana-1:/etc/sudoers.d #

Hinzufiigen eines SAP HANA-Hosts

Beim Hinzufligen eines SAP HANA-Hosts implementiert SnapCenter die erforderlichen Plug-ins auf dem
Datenbank-Host und fihrt automatische Erkennungsvorgange aus.

Fir das SAP HANA Plug-in ist Java 64-Bit Version 1.8 erforderlich. Java muss auf dem Host installiert sein,
bevor der Host zu SnapCenter hinzugeflgt wird.

hana-1:/etc/ssh # java -version

openjdk version "1.8.0 312"

OpenJDK Runtime Environment (IcedTea 3.21.0) (build 1.8.0 312-b07 suse-
3.61.3-x86_64)

OpenJDK 64-Bit Server VM (build 25.312-b07, mixed mode)

hana-1:/etc/ssh #

OpendDK oder Oracle Java wird mit SnapCenter unterstitzt.
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Gehen Sie wie folgt vor, um den SAP HANA-Host hinzuzuflgen:
1. Klicken Sie auf der Registerkarte Host auf Hinzufiigen.

M NetApp SnapCenter®
Initiator Groups  ISCSI Session

Name. 12 Type System Plugin Version Overall Status

There Is no match for your search or data Is not avallable.

9
2 Moni

es
or
4l Reports

i

A Ners

2. Geben Sie Host-Informationen an, und wahlen Sie das zu installierende SAP HANA-Plug-in aus. Klicken
Sie Auf Senden.

M NetApp SnapCenter®

Managed Hosts

>
Add Host

Host Type | Linux
HostName  hana-1

Credentils | plugnoninux - +0

Select Plug-ins to Install SnapCenter Plugins Package 4.6 for Linux

Oracle Database
SAP HANA
£# More Options: Port, Install Path, Custom Plug:ins..

3. Bestatigen Sie den Fingerabdruck.

Confirm Fingerprint

Authenticity of the host cannot be determined €@

Host name i Fingerprint Valid

hana-1 ssh-rsa 3072 2A:98:DB:7E:58.A3:7E:51:06:79:83;:C6:9D:BABEB9

Confirm and Submit

Die Installation des HANA und des Linux Plug-ins wird automatisch gestartet. Nach Abschluss der
Installation wird in der Statusspalte des Hosts das VMware Plug-in konfigurieren angezeigt. SnapCenter
erkennt, ob das SAP HANA Plug-in in in einer virtualisierten Umgebung installiert ist. Dabei kann es sich
um eine VMware Umgebung oder eine Umgebung bei einem Public Cloud-Provider handelt. In diesem Fall
zeigt SnapCenter eine Warnung an, um den Hypervisor zu konfigurieren.

Sie kdnnen die Warnmeldung mithilfe der folgenden Schritte entfernen.
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M NetApp SnapCenter® v scadmin  SnapCenterAdmin @ Sign Out

Name £ Type System Plugin Version Overall Status

hana-1 Linux stand-alone UNIX, SAP HANA 46 Configure VMware plug-n @

a. Wahlen Sie auf der Registerkarte Einstellungen die Option Globale Einstellungen.

b. Wahlen Sie fir die Hypervisor-Einstellungen die Option VMs mit iSCSI Direct Attached Disks oder NFS
fur alle Hosts aus, und aktualisieren Sie die Einstellungen.

FINetApp SnapCenter®

Global Settings  Policies

<

Dashboard

O Resources Global Settings
$  Monitor
@ Reports Hypervisor Settings @ A~
fa Hosts VM have ISCSI direct attached disks or NFS for all the hosts:
Storage Systems

o o Notfication Server Settings @ v
Z= Settir

2 Conflguration settings @ v
A Nes

Purge obs Settings @
Domain settings @
CACertficate Settings @

Disaster Recovery @

Initiator Groups  ISCS Session

Dashboard

[o— Name I Type system Plugin Version Overall status

© Qi
E

i T IX, SAP 4 Run
— Linux Stand-alone UNIX, SAP HANA 6 ® Running

Reports

R

&

T Storage Systems
= setings
A

Alerts

Richtlinien konfigurieren

Richtlinien werden normalerweise unabhangig von der Ressource konfiguriert und kénnen von mehreren SAP
HANA Datenbanken verwendet werden.

Eine typische Minimalkonfiguration umfasst folgende Richtlinien:

* Richtlinie fur stiindliche Backups ohne Replikation: LocalSnap.

* Richtlinie fur wochentliche Blockintegritatsprifung tber ein dateibasiertes Backup:
BlockIntegrityCheck.

In den folgenden Abschnitten wird die Konfiguration dieser Richtlinien beschrieben.

Richtlinien fiir Snapshot-Backups

Fuhren Sie diese Schritte aus, um Snapshot Backup-Richtlinien zu konfigurieren.

1. Gehen Sie zu Einstellungen > Richtlinien, und klicken Sie auf Neu.
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M NetApp SnapCenter®

Global Settings

<
SAP HANA

Dashboard

Resources

Name 2 BackupType Schedule Type Replication

© Qi

Monitor
There is no match for your search or data Is not available.
Reports

R

Hosts
Storage Systems

Settings

L il R

Aerts

Geben Sie den Namen und die Beschreibung der Richtlinie ein. Klicken Sie Auf Weiter.

New SAP HANA Backup Policy

prov;de 2 poﬁcy Ll

2 Settings Policy name LocalSnap i

i .
S [ Details | Snapshot backup at primary volume

4 Replication

5 Summary

Wahlen Sie den Backup-Typ als Snapshot-basiert aus und wahlen Sie stindlich fir die Zeitplanfrequenz
aus.

Der Zeitplan selbst wird spater mit der HANA-Ressourcenschutzkonfiguration konfiguriert.

New SAP HANA Backup Palicy

o Name Select backup settings
Backup Type ® SnapshotBased ~ © File-Based @
3 Retention

Schedule Frequency
4 Replication Select how often you want the schedules to occur in the policy. The specific times are set at backup job creation enabling you to
stagger your start times.

Sty © On demand

® Hourly
O Daily

O Weekly
O Monthly

Konfigurieren Sie die Aufbewahrungseinstellungen fur On-Demand-Backups.



New SAP HANA Backup Policy x

o Name Retention settings
e SEHlE Hourly retention settings
Total Snapshot copies to kee 7
O Keep Snapshot coples for 14 days
4 Replication
5 Summary

5. Konfigurieren der Replikationsoptionen. In diesem Fall ist kein SnapVault oder SnapMirror Update
ausgewahlt.

New SAP HANA Backup Policy X
o hame Select secondary replication options

o Settings [0 Update SnapMirror after creating a local Snapshot copy.

e Retention [0 Update SnapVault after creating a local Snapshot copy.

Secondary policy label [i]
4 Replication
3 i

Error retry count

5 Summary
New SAP HANA Backup Policy X
o phame Summary
eSettings Policy name LocalSnap
Details Snapshot backup at primary volume
o Retention
Backup Type Snapshot Based Backup
o Replication Schedule Type Hourly

Hourly backup retention Total backup copies to retain : 7
5 Summary
Replication none

Die neue Richtlinie ist jetzt konfiguriert.

N NetApp SnapCenter®

Global Settings ~ Policles  UsersandAccess  Roles  Credential  Software

SAP HANA

Search by Name

3% Dashboard

@  Resources

©  Monitor el I2 BackupType Schedule Type Replication
Localsnap Data Backup ey

4 Reports

&% Hosts

T Storage systems
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Richtlinie zur Block-Integritatsprifung

Befolgen Sie diese Schritte, um die Richtlinie zur Integritatsprifung von Bldcken zu konfigurieren.

1. Gehen Sie zu Einstellungen > Richtlinien, und klicken Sie auf Neu.

2. Geben Sie den Namen und die Beschreibung der Richtlinie ein. Klicken Sie Auf Weiter.

New SAP HANA Backup Paolicy

1 Name Provide a policy name

2 Settings Policy name BlockintegrityCheck i

Details Check HANA DB blocks using file-based backup
3 Retention

4 Replication

5 Summary

3. Legen Sie den Sicherungstyp auf ,File-based® und ,Schedule Frequency” auf ,Weekly® fest. Der Zeitplan
selbst wird spater mit der HANA-Ressourcenschutzkonfiguration konfiguriert.

New SAP HANA Backup Policy

o Reine Select backup settings

2 Settings Backup Type O SnapshotBased @ File-Based @

3 Retention
Schedule Frequency

A& Summary. Select how often you want the schedules to occur in the policy. The specific times are set at backup job creation enabling you to

stagger your start times.
O On demand

O Hourly

O Daily

® Weekly

O Monthly

4. Konfigurieren Sie die Aufbewahrungseinstellungen fir On-Demand-Backups.

New SAP HANA Backup Policy

0 e Retention settings
°Settmgs Weekly retention settings
@ Total back i k 1
® Total backup copies to keep 4]
O Keep backup coples for 14 days
4 Summary

5. Klicken Sie auf der Seite Zusammenfassung auf Fertig stellen.
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New SAP HANA Backup Policy

o ame Summary
o Settings Policy name
Details
o Retention
Backup Type

Weekly backup retention

M NetApp SnapCenter®

Global Settings ~ Polices  UsersandAccess  Roles  Credential

<
SAP HANA

235 Dashboard

O Resources
N :

onitor e 1
BlockintegrityCheck

-

a0 Reports

- Localsnap

& Hoss

Storage Systems

b EiN
F
@

BlockintegrityCheck
Check HANA DB blocks using file-based backup

File-Based Backup

Total backup coples to retain : 1

Schedule Type Replication

Weekly

Hourly

Konfiguration und Sicherung einer HANA-Ressource

Nach der Plug-in-Installation startet der automatische Erkennungsvorgang der HANA-Ressource automatisch.
Im Bildschirm Ressourcen wird eine neue Ressource erstellt, die mit dem roten Vorhangeschloss-Symbol als
gesperrt markiert ist. Gehen Sie wie folgt vor, um die neue HANA-Ressource zu konfigurieren und zu

schitzen:

. Wahlen Sie und klicken Sie auf die Ressource, um mit der Konfiguration fortzufahren.

Sie kdnnen den automatischen Erkennungsvorgang auch manuell im Bildschirm Ressourcen ausldsen,
indem Sie auf Ressourcen aktualisieren klicken.

FINetApp SnapCenter® -~ Lsadmin  SnapCenterAdmin @ Sign Out

AP HANA
> -}

2 o+ +

RefreshResources A SAP HANA st New Resource Group
Resources Lo~ System System ID (SID) Tenant Databases Replication Plugin Host Resource Groups Policies Lastbackup  Overall Status

8 PPx P Pex None hana-1 Not protected

R O K
z
§

I
i

2
3
@

. Geben Sie den UserStore-Schlissel fur die HANA-Datenbank an.

87



88

Configure Database

Plug-in host hana-1
HDBSQL OS User pfxadm

HDB Secure User Store

PFXKEY
Key

Storage-Platzbedarf erfasst werden.

M NetApp SnapCenter®

SAP HANA Resource - Details.
>

Details for selected resource

o KJ

Type
HANA System Name

B

sip
Tenant Databases

Plugein Host

it W

HDB Secure User Store Key

HDBSQL OS User

| 3

Log backup location

Backup catalog location

System Replication
plugiin name S—
Last backup

Resource Groups

Policy

Discovery Type

Storage Footprint

svm Volume Junction Path

Der zweite Ebene-Prozess der automatischen Bestandsaufnahme beginnt, bei dem Mandantendaten und

LUN/Qtree.

n  @sgnout

Doppelklicken Sie auf der Registerkarte Ressourcen auf die Ressource, um den Ressourcenschutz zu

konfigurieren.

FINetApp SnapCenter®

saprana R

Resources E ™ System System ID (SID) ‘Tenant Databases. Replication Plug-in Host Resource Groups Policies

PRX PRX PFX None hana-1

9
2 Monit
o

Storage Systems

Settings

B i

Alerts

Konfigurieren Sie ein benutzerdefiniertes Namensformat flr die Snapshot Kopie.

in  SnapCenterAdmin

Last backup

Overall Status

Not protected

#signout

+

X




NetApp empfiehlt den Einsatz einer benutzerdefinierten Snapshot Kopie, um schnell ermitteln zu kénnen,
mit welcher Richtlinie und welche Zeitplantypen Backups erstellt wurden. Durch Hinzufligen des
Zeitplantyps zum Namen der Snapshot Kopie kdnnen Sie zwischen geplanten und On-Demand-Backups
unterscheiden. Der schedule name String fir On-Demand-Backups ist leer, wahrend geplante Backups
den String enthalten Hourly, Daily, or Weekly.

M NetApp SnapCenter®

TV - | Multtenant Database Container - Protec
>
9 e System i hedlles, x
o P= Configure an send or going Server Settings.
v
af
° 2 3 4 5
Resource  Application Settings Policies Notifcation Summary

Provide format for custom snapshot name

B it

Use custom name format for Snapshot copy

saesuene ]

SnapCenter

. Auf der Seite ,Anwendungseinstellungen“ missen keine spezifischen Einstellungen vorgenommen
werden. Klicken Sie Auf Weiter.

FINetApp SnapCenter® - Lscadmin  SnapCenterAdmin

saprana R Multitenant Database Contalner - Protect

O Enable

scripts ~
Custom Configurations v
Snapshot Copy Tool v

I NetApp SnapCenter® ~ Lscadmin  SnapCenterAdmin
SAP HANA
5 -]
g &~ System
P
s % @ © @ : g
] Resource Application Settings~ Policies Notifcation Summary

&
Select one or more policies and configure schedules

.

2]

L LocalSnap, BlockintegrityCheck - + O

== v Localsnap

A + BlockintegrityCheck s
Policy 1= Applied Schedules Configure Schedules
BlockintegrityCheck None +
LocalSnap None +
Total 2

. Legen Sie den Zeitplan fir die Richtlinie zur Integritatsprifung der Blocke fest.

In diesem Beispiel wird sie fiir einmal pro Woche festgelegt.
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Add schedules for policy BlockIntegrityCheck

Weekly

Start date 02/22/2022 12:00 pm |

C

[ Expires on 03/22/2022 12:00 pm

[k

Days Sunday »

»

+ Sunday
Monday
Tuesday
Wednesday

Thursday
Friday

i The schedules are triggered in the SnapCenter Server time
zone.

8. Legen Sie den Zeitplan fir die lokale Snapshot-Richtlinie fest.

In diesem Beispiel wird die Einstellung alle 6 Stunden durchgefihrt.

90



Modify schedules for policy LocalSnap

Hourly

Start date 02/22/2022 02:00 pm iz

(J Expires on 04/28/2022 11:57 am

Repeat every 6 hours 0 mins

i The schedules are triggered in the SnapCenter Server time %
zone.

FINetApp SnapCenter®
saprana R

napCenterAdmin [ Sign Out

System

(i}
PFX

4 : :
. ,

Select one or more policies and confi

LocalSnap, BlockintegrityCheck

Configure schedules for selected policies
Policy 1¢  Applied Schedules Configure Schedules
BlockintegrityCheck Weekly: Run on days: Sunday s ox
LocalSnap Hourly: Repeat every 6 hours s x

Total 2

. Geben Sie Informationen zur E-Mail-Benachrichtigung an.
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FINetApp SnapCenter® - Lscadmin SnapCenterAdmin

saprana [ Multitenant Database Container - Protect

(B System If you want to send notifications for scheduled or on demand jobs, an SMTP server must be configured. Continue to the summary page to save your Information, g the SMTP
PEX
o—0—0—0 :
Resource Application Settings Policies Notification Summary

Provide email settings @
Select the service accounts or people to notify regarding protection issues.

Email preference | Never
From

To

Subject Notification

Attach job report

I NetApp SnapCenter® 2 scadmin ~ SnapCenterAdmin @ Sign Out
saprana [ Multitenant Database Container - Protect X
>
b Deuats
9 e System If you want to send notifications for scheduled or on demand jobs, an SMTP server must [ Y pe Information, and then jer X
PRX
e
a o—0—0—0—0
- Resource  Application Settings Policies Notification Summary
.
]
System name. PF
= Policy

send email

© Application Settings

Die Konfiguration der HANA-Ressourcen ist jetzt abgeschlossen, und Sie kdnnen Backups ausfihren.

M NetApp SnapCenter® - scadmin Wsignout
serana | x

>

System
st Manage Copies
px
P ccps Summary Card
= | ociones 0 Backups

Local coples

0 File Based backups @

0 Clones

Primary Backup(s)
search v

Backup Name Count  If End Date

There is no match for your search.

SnapCenter-Backup-Vorgange

Sie kdnnen ein On-Demand-Snapshot-Backup und eine On-Demand-
Blockintegritatsprufung erstellen.

Erstellen Sie ein Snapshot Backup nach Bedarf

Fuhren Sie die folgenden Schritte aus, um On-Demand Snapshot Backups zu erstellen.

1. Wahlen Sie in der Ansicht Ressource die Ressource aus und doppelklicken Sie auf die Zeile, um zur
Ansicht Topologie zu wechseln.

Die Ansicht RessourcTopologie gibt einen Uberblick (iber alle verfiigbaren Backups, die mithilfe von
SnapCenter erstellt wurden. Im oberen Bereich dieser Ansicht wird die Backup-Topologie angezeigt, die
die Backups des primaren Storage (lokale Kopien) und, falls verfiigbar, auf dem externen Backup-Storage
(Vault-Kopien) anzeigt.

2. Klicken Sie in der oberen Zeile auf das Symbol Jetzt sichern, um ein On-Demand-Backup zu starten.

92



©-  2scadmin  SnapCenteradmin

I NetApp SnapCenter®
EXIN - | "PFX" Topology

Manage Copies
PRX
Summary Card

P ) caciups
—
= 0 Backups

Primary Backup(s)

search v

Backup Name

There s no match for your search.

. Wahlen Sie aus der Dropdown-Liste die Backup-Richtlinie aus Localsnap, Und klicken Sie dann auf
Backup, um das On-Demand-Backup zu starten.

Backup

Create a backup for the selected resource

Resource Name PEX

Policy LacalSnap ~ @

#sign out

X

End Date
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4.

94

Confirmation X

The policy selected for the on-demand backup Is
associated with a backup schedule and the on-
demand backups will be retained based on the
retention settings specified for the schedule type.
Do you want to continue ?

Ein Protokoll der vorherigen finf Jobs wird im Aktivitdtsbereich unten in der Topologieansicht angezeigt.

Die Jobdetails werden angezeigt, wenn Sie im Aktivitatsbereich auf die Vorgangszeile des Jobs klicken.
Sie kdnnen ein detailliertes Jobprotokoll 6ffnen, indem Sie auf Protokolle anzeigen klicken



Job Details

Backup of Resource Group ‘hana-1_hana_MDC_PFX' with policy 'LocalSnap'

+ w Backup of Resource Group 'hana-1_hana_MDC_PFX' with policy 'LocalSnap’

v * hana-1

v Backup

v » Validate Dataset Parameters
v » Validate Plugin Parameters

v » Complete Application Discovery
v » Initialize Filesystem Plugin

v » Discover Filesystem Resources
v » Validate Retention Settings

v » Quiesce Application

v » Quiesce Filesystem

v » Create Snapshot

v » UnQuiesce Filesystem

v » UnQuiesce Application

v # Get Snapshot Details

v » Get Filesystem Meta Data

v # Finalize Filesystem Plugin

v » Collect Autosupport data

v » Register Backup and Apply Retention
v * Register Snapshot attributes
v * Application Clean-Up

v » Data Collection

v » Agent Finalize Workflow

€ Task Name: Backup Start Time: 02/22/2022 12:08:58 PM End Time: 02/22/2022 12:10:21 PM

View Logs ancelJob ||  Close

Nach Abschluss des Backups wird in der Topologieansicht ein neuer Eintrag angezeigt. Die Backup-
Namen folgen derselben Namenskonvention wie der in Abschnitt definierte Snapshot Name

" Konfigurieren und Schiitzen einer HANA-Ressource®.

95



Sie mussen die Topologieansicht schlieRen und erneut 6ffnen, um die aktualisierte Backup-Liste
anzuzeigen.

M NetApp SnapCenter® @~  Lscadmin  SnapCenterAdmin @ Sign Out

SAP HANA n "PEX" Topology X

>

> —
e 7 3 = =
e SR e
Sysam Manage Copies
PEX

Summary Card

—]
= | 0Clones 1 Backup

Local coples 1 Snapshot basedbackp
0 e Bised backups @
0 Clones
Primary Backupl(s)
search v
Backup Name Count F End Date
SnapCenter_hana-1_LocalSnap_ Hourly 02-22-2022_12.08.54.4516 1 0212212022 12:09:57 PM (4

Im SAP HANA Backup-Katalog wird der SnapCenter-Backup-Name als A gespeichert Comment Auflerdem
Feld External Backup ID (EBID). Dies istin der folgenden Abbildung fir die Systemdatenbank und
in der nachsten Abbildung fir die PFX der Mandanten-Datenbank dargestellt.

I8 hdbstudio - System: SYSTEMDB@PFX Host: hana-1 Instance: 00 Connected User: SYSTEM System Usage: Test System - SAP HANA Studio

o X
Eile Edit Navigate Search Run Window Help
IN-ERE-F-ede-o-m Q ®%
Fa Systems X “ O Jheexepix () Backup SYSTEMDB@PFX (SYSTEM) HANA20'SPSS | SYSTEMDB@PFX  SYSTEMDB@PFX - SNAPCENTER [ SYsTEMDB@PRX [ phx@Prx () Backup SYSTEMDB@PFX (SYSTEM) HANA20 SPS5 X =
o ;- B *
F-Bil-2BE% § & Backup SYSTEMDB@PFX (SYSTEM) HANA2.0 SPS5 Last Update 121000 PM | (5]
> [El PEX@PFX (SYSTEM) HANA20 5PS5 R
> [ SYSTEMDB@PFX (SYSTEM) HANA2 0 Overview C: Backup Catalog
Backup Catalog Backup Details s
Database: |SYSTEMDB - > AR
Status: Successful
[ Show Log Backups []Show Delta Backups Backup Type: Data Backup
Status  Sterted Duration Size Backup Type Destination Ty... Destination.Type: Shapshiot
o Feb 22, 2022, 12:09:22 PM 00h 00m 165 550GB DataBackup  Snapshot Started Feb 22, 2022, 12:09:22 PM (UTC)
E] Feb 21, 2022, 3:01:49 PM 00h 00m 195 356GB DataBackup  File Finished: Feb 22, 2022, 12:09:38 PM (UTC)
Duration: 00h 00m 16s
Size: 5.50 GB
Throughput: na.
System ID:
Comment: SnapCenter_hana-1_LocalSnap_Hourly 02-22-2022_12.08.54.4516
Additional Information: | <ok>
Location: /hana/data/PFX/mnt00001/
Host Service Size Name Source Type  EBID
hana-1 nameserver 5.50GB_hdboooo1 volume SnapCenter_hana-1_LocalSnap_ Hour...
[ properties X @] Error Log AEYR§ =0
Property Value
< >




J& hdbstudio - System: SYSTEMDB@PFX Host: hana-1 Instance: 00 Connected User: SYSTEM System Usage: Test System - SAP HANA Studio

Property Value

-~ =] X
Ele Edit Navigate Search Run Window Help
i g -5l -G e-2 - Q ®®
Za Systems X SO erxaprx %) Backup SYSTEMDB@PFX (SYSTEM) HANAZ.0 SPS5 1§ svstemps@prx SYSTEMDB@PFX - SNAPCENTER & SYSTEMDB@PFX Tl prxepex ) Backup SYSTEMDB@PFX (SYSTEM) HANA.0 SPS5 X (=}
B~ |E Q- e 2% 8 o =
B-2il-=88%3% & Backup SYSTEMDB@PFX (SYSTEM) HANAZ2 0 SPS5 Last Update:1212:08 PM 10 Be
> [FPFX@PFX (SYSTEM) HANA.
» (BB SYSTEMDB@PEX (SYSTEM) o Overview Configuration Backup Catalog
Backup Catalog Backup Details 2
Database: |PFX o 1D: 1645531762174
Status: Successful
Show Log Backups [ |Show Delta Backups Backup Type: Data Backup
Status  Started Duration Size Backup Type Destination Ty.. Destination Tyge: Snapshot
o Feb 22, 2022, 12:09:22 PM 00h 00m 165 594 GB Data Backup Snapshot Started: Febi22,2022, 12:0922 PMUTS)
8 Feb 21, 2022, 3:02:31 PM 00h 00m 195 364GB DataBackup  File Finished: Feb 22, 2022, 12:09:38 PM (UTC)
Duration: 00h 00m 165
Size: 594GB
Throughput na.
System ID:
Comment SnapCenter_hana-1_LocalSnap_Hourly_02-22-2022_12.08.544516
Additional Information: | <ok>
Location: /hana/data/PFX/mnt00001/
Host Service Size Name Source Type EBID
hana-1 indexserver 569GB hdb00003.00003  volume SnapCenter_hana-1_LocalSnap_Hour.
hana-1 xsengine 256.00 MB. hdb00002.00003 volume SnapCenter_hana-1_LocalSnap_Hour..
[E] properties X @] Error Log Ay - u

Auf dem FSX flir ONTAP Filesystem kdnnen Sie die Snapshot-Backups durch eine Verbindung mit der
Konsole der SVM auflisten.

sapcc-hana-svm: :> snapshot show -volume PFX data mnt00001
-——-Blocks—---

Vserver Volume Snapshot Size Total%
Used$%

sapcc-hana-svm
PFX data mnt00001
SnapCenter hana-1 LocalSnap Hourly 02-22-
2022 12.08.54.4516

126.6MB 0%
2%

sapcc-hana-svm: : >

Erstellung einer bedarfsgerechten Blockintegritatspriifung

Ein on-Demand Block Integrity Check Vorgang wird auf dieselbe Weise wie ein Snapshot Backup Job
ausgefuhrt, indem die Richtlinie BlockintegrtyCheck ausgewahlt wird. Bei der Planung von Backups mithilfe

dieser Richtlinie erstellt SnapCenter eine standardmaRige SAP HANA Datei-Backup fir das System und die
Mandantendatenbanken.
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Backup

Create a backup for the selected resource

Resource Name PEX

BlockintegrityCheck ~| @

Policy
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Job Details s

b

Backup of Resource Group ‘hana-1_hana_MDC_PFX' with policy 'BlockintegrityCheck'

+ v Backup of Resource Group ‘hana-1_hana_MDC_PFX' with policy 'BlockintegrityCheck’

v ¥ hana-1

» Validate Plugin Parameters
k Start File-Based Backup
» Check File-Based Backup

» Register Backup and Apply Retention

L« € 4 <« 4«

» Data Collection

@ Task Name: File-Based Backup Start Time: 02/22/2022 12:55:21 PM End Time: 02/22/2022 12:56:36 PM

4

View Logs | Cancel |ob Close

SnapCenter zeigt die Blockintegritatsprifung nicht auf dieselbe Weise an wie Backups basierend auf
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Snapshot-Kopien. Stattdessen zeigt die Ubersichtskarte die Anzahl der dateibasierten Backups und den Status
des vorherigen Backups an.

M NetApp SnapCenter®
sapHanA [

. ©-  Lscadmin  SnapCenterAdmin @ Sign Out
PFXTopology

i © ’ X

Remove protecion oty Maiennce

Confgure Daabase

E bl Manage Copies
PFX
- B0 Summary Card
=

= 0Clones 2 Backups
Local copies 1 Snapshot based backup
1 il Based bockup
Last Backup 2/22/2022 1256:25 PM
Backup succeeded

Primary Backup(s)

search v
Backup Name Count  IF End Date
SnapCenter_hana-1_LocalSnap_Hourly_02-22-2022_12.08.54.4516 1

02/2212022 12:09557 PM 83

Der SAP HANA-Backup-Katalog zeigt Eintrage sowohl fir das System als auch fir die Mandanten-

Datenbanken an. Die folgenden Abbildungen zeigen die Integritatsprifung der SnapCenter Blocke im Backup-
Katalog des Systems und der Mandanten-Datenbank.

T hdbstudio - System: SYSTEMDB@PFX Host: hana-1 Instance: 00 Connected User: SYSTEM System Usage: Test System - SAP HANA Studio - B x
File Edit Navigate Search Run Window Help
Ju il = =R SR T R R T Q B5®
e Systems X T L R eexeprx 2 Backup SYSTEMDB@PFX (SYSTEM) HANA20'SPS5 |} SYSTEMDB@PFX  SYSTEMDB@PFX - SNAPCENTER I §i sysTempB@prx  §§ Prx@pix £ Backup SYSTEMDB@PFX (SYSTEM) HANA2.0 PS5 X =0
B-Bl-2BE% 8§ & Backup SYSTEMDB@PFX (SYSTEM) HANAZ.0 SPS6 Last Update12:5759 PM | (]| By
> (B PRX@PFX (SYSTEM) HANAZ0 SPS5 —
» [B SYSTEMDB@PFX (SYSTEM) HANA20 | Overview | Configuration Backup Catalog
Backup Catalog Backup Details =
Database: SYSTEMDB v 1D Tedshaas21ee
Status: Successful
[Ishow Log Backups [] Show Delta Backups Backup Type: Data Backup
Status  Started Duration Size Backup Type Destination Ty. Pestination,Type: Fle
a Feb 22, 2022, 12:55:21 PM 00h 00m 215 356 GB Data Backup File Started: Feb 22,2022, 12:55:21 PM (UTC)
(] Feb 22, 2022, 12:09:22 PM 00h 00m 16s 5.50 GB Data Backup Snapshot Finished: Feb 22, 2022, 12:55:43 PM (UTC)
=] Feb 21, 2022, 3:01:49 PM 00h 00m 19 356GB DataBackup  File Duration: 00h 00m 215
Size: 35668
Throughput 173.71 MB/s
System ID:
Comment: SnapCenter_hana-1_BlockintegrityCheck Weekly_02-22-2022_12.55.18.7966 ‘
Additional Information: | <ok> ‘
Location: /backup/data/SYSTEMDB/ ‘
Host Service Size Name Source Type  EBID
hana-1 nameserver 606 KB SnapCenter_Snap... topology
hana-1 nameserver 3.56 GB SnapCenter_Snap... volume
v
[Z] properties % @ Error Log REYRE =0
Property Value
< >
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I8 hdbstudio - System: SYSTEMDB@PFX Host: hana-1 Instance: 00 Connected User: SYSTEM System Usage: Test System - SAP HANA Studio = o X
File Edit Navigate Search Run Window Help

C-HEid-f-eoe-o- Q iE®
9o Systems X T O Jhexeprrx 2 Backup SYSTEMDB@PFX (SYSTEM) HANA20SPS5 [ SYSTEMDB@PFX  SYSTEMDB@PFX - SNAPCENTER §f SYSTEMDB@PFX T8 prx@prx ) Backup SYSTEMDB@PFX (SYSTEM) HANA2.0 SPS5 X =
EP-@i-=2BE% 8 @ gackup SYSTEMDB@PFX (SYSTEM) HANAZ.0 SPS5 Last Update:12:56:19 PM 7| (]| B

> (5 PFX@PFX (SYSTEM) HANA2 0 5PS5
> ESVSTEMDB@WX(SVSTEM)HANMC Overview | Configuration Backup Catalog

Backup Catalog Backup Details
T e s D; 1645534534230
Status: Successful
[CIshow Log Backups [ Show Delta Backups Backup Type: Data Backup
Status  Started Duration Size Backup Type Destination Ty... Destination Type: File
= Feb 22, 2022, 12:55:34 PM 00h 00m 275 364 GB Data Backup File Started: Feb;22,2022,12:55:34 PRI(UITC):
=] Feb 22, 2022, 12:09:22 PM 00h 00m 16s 594 GB Data Backup Snapshot Finished: Feb 22, 2022, 12:56:01 PM (UTC)
a Feb 21, 2022, 3:02:31 PM 00h 00m 195 364GB Data Backup File Duration: 00h 00m 275
Size: 364GB
Throughput: 138.07 MB/s
System ID:
Comment: SnapCenter_hana-1_BlockintegrityCheck_Weekly_02-22-2022_12.55.18.7966

Additional Information: = <ok>

Location: /backup/data/DB_PFX/ ‘

Host Service Size Name Source Type  EBID
hana-1 indexserver 1.58KB SnapCenter_Snap... topology
hana-1 xsengine 80.00 MB SnapCenter Snap... volume
hana-1 indexserver 356GB SnapCenter Snap... volume
[ Properties X @] Error Log MAEYLR 8 =0

Property Value

Eine erfolgreiche Uberpriifung der Blockintegritat erstellt standardisierte SAP HANA Daten-Backup-Dateien.
SnapCenter verwendet den Backup-Pfad, der mit der HANA-Datenbank fur dateibasierte Daten-Backup-
Vorgange konfiguriert wurde.
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hana-1:~ # 1s -al /backup/data/*
/backup/data/DB PFX:
total 7665384

drwxr-xr—-- 2 pfxadm sapsys 4096 Feb 22 12:56
drwxr-xr-x 4 pfxadm sapsys 4096 Feb 21 15:02
SR Rees=e 1 pfxadm sapsys 155648 Feb 21 15:02
COMPLETE DATA BACKUP databackup 0 1
=SEf= === 1 pfxadm sapsys 83894272 Feb 21 15:02
COMPLETE DATA BACKUP databackup 2 1
SE—Eee=== 1 pfxadm sapsys 3825213440 Feb 21 15:02
COMPLETE DATA BACKUP databackup 3 1
== Eo—=—e 1 pfxadm sapsys 155648 Feb 22 12:55

SnapCenter SnapCenter hana-1 BlockIntegrityCheck Weekly 02-22-
2022 12.55.18.7966 databackup 0 1

== po—m—e 1 pfxadm sapsys 83894272 Feb 22 12:55

SnapCenter SnapCenter hana-1 BlockIntegrityCheck Weekly 02-22-
2022 12.55.18.7966 databackup 2 1

SE= o= 1 pfxadm sapsys 3825213440 Feb 22 12:56

SnapCenter SnapCenter hana-1 BlockIntegrityCheck Weekly 02-22-
2022 12.55.18.7966 databackup 3 1

/backup/data/SYSTEMDB:

total 7500880

drwxr-xr-- 2 pfxadm sapsys 4096 Feb 22 12:55
drwxr-xr-x 4 pfxadm sapsys 4096 Feb 21 15:02
SEj—Ee——== 1 pfxadm sapsys 159744 Feb 21 15:01
COMPLETE_DATA BACKUP databackup 0 1

SE—E=——== 1 pfxadm sapsys 3825213440 Feb 21 15:02
COMPLETE DATA BACKUP databackup 1 1

SE—Rees=e 1 pfxadm sapsys 159744 Feb 22 12:55

SnapCenter SnapCenter hana-1 BlockIntegrityCheck Weekly 02-22-
2022 12.55.18.7966 databackup 0 1

A 1 pfxadm sapsys 3825213440 Feb 22 12:55

SnapCenter SnapCenter hana-1 BlockIntegrityCheck Weekly 02-22-
2022 12.55.18.7966 databackup 1 1

hana-1:~ #

Backup nicht datenmengen

Das Backup von nicht-Daten-Volumes ist ein integrierter Teil des SnapCenter und des
SAP HANA Plug-ins.

Der Schutz des Datenbank-Daten-Volumes reicht aus, um die SAP HANA Datenbank auf einen bestimmten
Zeitpunkt wiederherzustellen, vorausgesetzt, die Ressourcen fir die Datenbankinstallation und die
erforderlichen Protokolle sind weiterhin verflgbar.

Um das Recovery von Situationen durchzufiihren, in denen andere nicht-Datendateien wiederhergestellt
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werden mussen, empfiehlt NetApp, eine zusatzliche Backup-Strategie fiir nicht-Daten-Volumes zu entwickeln,
um das SAP HANA Datenbank-Backup zu erweitern. Je nach lhren spezifischen Anforderungen kann sich das
Backup von nicht-Daten-Volumes in den Einstellungen fur die Planungsfrequenz und -Aufbewahrung
unterscheiden, und Sie sollten bedenken, wie oft nicht-Datendateien gedndert werden. Zum Beispiel das
HANA Volume /hana/shared Enthalt ausfihrbare Dateien, aber auch SAP HANA Trace-Dateien. Zwar
andern sich ausfiihrbare Dateien nur beim Upgrade der SAP HANA Datenbank, doch benétigen die SAP
HANA Trace-Dateien mdglicherweise eine hohere Backup-Haufigkeit, um Problemsituationen mit SAP HANA
zu analysieren.

Dank des nicht-Daten-Volume-Backups von SnapCenter kdbnnen Snapshot-Kopien aller relevanten Volumes in
wenigen Sekunden mit derselben Speichereffizienz erstellt werden wie bei SAP HANA-Datenbank-Backups.
Der Unterschied liegt darin, dass keine SQL Kommunikation mit der SAP HANA Datenbank erforderlich ist.

Konfiguration von Ressourcen, die nicht von Datenvolumen stammen
FUhren Sie die folgenden Schritte aus, um nicht-Daten-Volume-Ressourcen zu konfigurieren:

1. Wahlen Sie auf der Registerkarte Ressourcen die Option Non-Data-Volume, und klicken Sie auf Add SAP
HANA Database.

M NetApp SnapCenter®

@ Resources P Name Associated System ID (SID) Plugein Host Resource Groups Policies Lastbackup  Overal il Status

2. Wabhlen Sie in Schritt 1 des Dialogfelds SAP HANA-Datenbank hinzufligen in der Liste Ressourcentyp die
Option nicht-Datenvolumen aus. Geben Sie einen Namen fur die Ressource und den zugehdrigen SID und
den SAP HANA Plug-in-Host an, den Sie fur die Ressource verwenden mdchten, und klicken Sie dann auf
Weiter.
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Add SAP HANA Database

2 Storage Footprint

3 Summary

Provide Resource Details

Resource Type Non-data Volume
Resource Name PFX-Shared-Volume
Associated SID . PEX

Plug-in Host hana-1

3. Fugen Sie die SVM und das Storage-Volume als Storage-Platzbedarf hinzu und klicken Sie dann auf
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Add SAP HANA Database X

o Name Provide Storage Footprint Details

Add Storage Footprint
3 Summary b 4

Storage System sapcc-hana-svm g
Select one or more volumes and if required their assoclated Qtrees and LUNs

Volume name LUNs or Qtrees

PFX_shared - Default is "None' or type to find

Save

4. Um die Einstellungen zu speichern, klicken Sie im Zusammenfassungsschritt auf Fertig stellen.
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Add SAP HANA Database

o Name

o Storage Footprint

Summary

Resource Type
Resource Name
Associated SID

Plug-in Host

Storage Footprint

Storage System

sapc:-ha-‘a-s-m*.

Non-data Volume
PFX-Shared-Volume
PFX

hana-1

Volume

PFX_shared

LUN/Qtree

Das neue nicht-Daten-Volume wird nun SnapCenter hinzugefugt

Ressource, um den Ressourcenschutz auszufiihren.

I NetApp SnapCenter®

swnana
<
5 Dashboard K Non-DataVolume ~
@ Resources o Name
$  wonitor 2 PFX-Shared-Volume
i Reports
& Hosts
I8 Storage Systems
Z=  Settings
A Hers

Associated System D (SID)

PFX

Plugein Host Resource Groups.

hana-1

. Doppelklicken Sie auf die neue

Policies Lastbackup  Overall Status

Not protected

Der Ressourcenschutz erfolgt auf dieselbe Weise wie zuvor bei einer HANA-Datenbankressource.

Sie kdnnen jetzt ein Backup ausflihren, indem Sie auf Jetzt sichern klicken.



I NetApp SnapCenter®

saprana [

*PFX-Shared-Volume Topology.

I Name

2 PRXShared-Volume

Manage Copies

- B Summary Card
=
= | ocCones
0 Backups
Local copies 0 Snapsha based backps

Primary Backup(s)
v
Backup Name Count. IF End Date
6. Wahlen Sie die Richtlinie aus, und starten Sie den Backup-Vorgang.
*

Backup

Create a backup for the selected resource

Resource Name

Policy

PF¥-Shared-Volume

LocalSnap - @

Das Jobprotokoll von SnapCenter zeigt die einzelnen Workflow-Schritte.
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Job Details

Backup of Resource Group 'hana-1_hana_NonDataVolume_PFX_PFX-Shared-Volume' with
policy 'LocalSnap’

¥ Backup of Resource Group 'hana-1_hana_NonDataVolume_PFX_PFX-Shared-Volume' with policy
‘LocalSnap'

w hana-1

» Validate Dataset Parameters

» Validate Plugin Parameters

b Validate Retention Settings

» Create Snapshot

» Get Snapshot Details

» Collect Autosupport data

> Register Backup and Apply Retention
» Register Snapshot attributes

# Data Collection

€ € € € ¢ ¢ < ¢ < B

» Agent Finalize Workflow

€ Task Name: Backup Start Time: 02/22/2022 3:27:48 PM End Time:

View Logs | Canceljob | Close

4

Das neue Backup ist nun in der Ressourcenansicht der Ressource ohne Datenvolumen sichtbar.
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M NetApp SnapCenter® @ = @- Lsadmin  SnapCenterAdmin @ Sign Out

>

Manage Copies

O KJ i

. | aciup Summary Card
=
= 0Clones

Y

Local coples

Primary Backup(s)

B it W

Backup Name Count  IF End Date

Restore und Recovery

Mit SnapCenter werden fur HANA-einzelne-Host-MDC-Systeme Uber einen einzelnen Mandanten
automatisierte Restore- und Recovery-Vorgange unterstlitzt. Bei Systemen mit mehreren Hosts oder MDC-
Systemen mit mehreren Mandanten fihrt SnapCenter nur den Wiederherstellungsvorgang aus, und Sie
mussen die Wiederherstellung manuell durchfiihren.

Sie kdnnen eine automatisierte Wiederherstellung und Operation mit den folgenden Schritten ausfihren:

1. Wahlen Sie das Backup aus, das fiir den Wiederherstellungsvorgang verwendet werden soll.

2. Wahlen Sie den Wiederherstellungstyp aus. Wahlen Sie mit Volume Revert oder ohne Volume Revert die
Option Complete Restore.

3. Wahlen Sie den Wiederherstellungstyp aus den folgenden Optionen aus:
o Auf den letzten Stand
o Zeitpunktgenau
o Zu einem bestimmten Daten-Backup
o Keine Wiederherstellung

Der ausgewahlte Wiederherstellungstyp wird fir die Wiederherstellung des Systems und der
Mandanten-Datenbank verwendet.

Als Nachstes fuhrt SnapCenter die folgenden Operationen durch:

1. Die HANA-Datenbank wird gestoppt.

2. Die Datenbank wird wiederhergestellt. Je nach gewahltem Wiederherstellungstyp werden verschiedene
Operationen ausgefihrt.

o Wenn das Zuriicksetzen von Volumes ausgewahlt wird, hangt SnapCenter das Volume ab, stellt das
Volume mithilfe von Volume-basierten SnapRestore auf der Storage-Ebene wieder her und hangt das
Volume an.

o Wenn das Zurlicksetzen von Volumes nicht ausgewahlt wird, stellt SnapCenter alle Dateien mithilfe
einzelner Datei-SnapRestore-Vorgange auf der Storage-Ebene wieder her.

3. Es stellt die Datenbank wieder her:
a. Durch Wiederherstellen der Systemdatenbank
b. Wiederherstellung der Mandantendatenbank
c. Starten der HANA-Datenbank

Wenn keine Wiederherstellung ausgewahilt ist, wird die SnapCenter beendet, und Sie missen den
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Wiederherstellungsvorgang fiir das System und die Mandantendatenbank manuell durchfihren.

Fihren Sie die folgenden Schritte aus, um einen manuellen Wiederherstellungsvorgang durchzufiihren:

1. Wahlen Sie ein Backup in SnapCenter aus, das flr den Wiederherstellungsvorgang verwendet werden
soll.

M NetApp SnapCenter®

SAP HANA| . PFX Topology

in  SnapCenterAdmin  @Sign Out

x
>

Manage Copies

P ccps Summary Card

—]
= | 0Clones 58,

Local copies

Primary Backup(s)

search v

Backup Name Cour 5 End Date

SnapCenter_hana-1_LocalSnap. Hourly 02-23-2022_14.00.05.4361 02/23/2022 201:41 PM B

SnapCenter_hana-1_LocalSnap_Hourly.02-22-2022.20.00.01.4482 02/22/20228:01:01 PM &

SnapC a-1_LocalSnap_Hourly_02-22-2022_14.00.02.8713

02/22/2022 2:01:01 PM &3

SnapCenter_hana-1_Localsnap_Hourly_02-22-2022_12.08.54.4516 02122/202212:00:57 PM &3

2. Wahlen Sie den Umfang und den Typ der Wiederherstellung aus.

Das Standard-Szenario fir HANA MDC Single-Tenant-Systeme ist die Nutzung vollstandiger Ressourcen
mit Volumenrucksetzung. Bei einem HANA MDC-System mit mehreren Mandanten méchten Sie
maoglicherweise nur einen einzigen Mandanten wiederherstellen. Weitere Informationen zur
Wiederherstellung eines einzelnen Mandanten finden Sie unter "Restore und Recovery (netapp.com)"Die
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Restore from SnapCenter_hana-1_LocalSnap_Hourly_02-23-2022_14.00.05.4361 x

Select the restore types

2 Recovery scope @ Complete Resource €

Volume Revert

3 PreOps )
As part of Complete Resource restore, if a resource contains volumes as Storage Footprint, then the latest Snapshot
copies on such volumes will be deleted permanently. Also, if there are other resources hosted on the same volumes,
4 PostOps then it will result in data loss for such resources.
5 MNotification O Tenant Database
6 Summary

The newer tenants added on the host after the backup was created cannot be restored and will be lost after restore operation.

Configure an SMTP Server to send email notifications for Restore jobs by going to Settings>Global Settings>Notlfication Server Settings.

3. Wahlen Sie ,Recovery Scope”“ aus, und stellen Sie den Speicherort fir das Backup und das Katalog-
Backup bereit.

SnapCenter verwendet den Standardpfad oder die gednderten Pfade in der HANA global.ini-Datei, um die
Backup-Standorte fiir das Protokoll und den Katalog vorab aufzuftillen.
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Restore from SnapCenter_hana-1_LocalSnap_Hourly_02-23-2022_14.00.05.4361 X

0 Restare scope Recover database files using

2 Recovery scope @ Recover to most recent state @

O Recover to pointin time €@

3 PreOps O Recover to specified data backup €@
O No recovery @
4 PostOps
5 Notification Specify log backup locations @
Add
6 Summary T
fbackup/log

Specify backup catalog location @

fbackup/log

Recovery options are applicable to both system database and tenant database.

Configure an SMTP Server to send emall notifications for Restore fobs by going to. Settings>Global Settings>Notification Server Settings.

4. Geben Sie die optionalen Befehle vor der Wiederherstellung ein.
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Restore from SnapCenter_hana-1_LocalSnap_Hourly 02-23-2022_14.00.05.4361 X

o HEsiorRS60PE Enter optional commands to run before performing a restore operation @
e Recovery scope Pre restore command _
4 PostOps

5 Notification

& Summary

Configure an SMTP Server to send emall notifications for Restore jobs by going to Settings>Global Settings>Notification Server Settings.

5. Geben Sie die optionalen Befehle nach der Wiederherstellung ein.
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Restore from SnapCenter_hana-1_LocalSnap_Hourly 02-23-2022_14.00.05.4361 X

o Bestore scope Enter optional commands to run after performing a restore operation @

o Recovery scope Post restore command
e PreQps

4 PostOps

5 Notification

£

6 Summary

Configure an SMTP Server to send emall notifications for Restore jobs by going to Settings=Global Settings>Notification Server Settings.

6. Um den Wiederherstellungs- und Wiederherstellungsvorgang zu starten, klicken Sie auf Fertig stellen.
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Restore from SnapCenter_hana-1_LocalSnap_Hourly 02-23-2022_14.00.05.4361

o Restore scope Summary
oRECOVEW scope Backup Name SnapCenter_hana-1_LocalSnap_Hourly_02-23-2022_14.00.05.4361
Backup date 02/23/2022 2:01:11 PM
© o
Restore scope Complete Resource with Volume Revert
of’cstﬂps Recovery scope Recover to most recent state
Log backup locations /backup/log
othjﬂcatlon
Backup catalog location /backup/log

6 Summary Pre restore command

Post restore command

Send email No

If you want to send notifications for Restore Jobs, an SMTP server must be configured. Continue to the Summary page to save your Information, and

then go to Settings>Global Settings>Notification Server Settings to configure the SMTP server.

Previous

SnapCenter fuhrt den Wiederherstellungsvorgang und die Wiederherstellung aus. Dieses Beispiel zeigt die

Jobdetails des Wiederherstellungsjobs.
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Job Details

Restore 'hana-1\hana\MDC\PFX'

¥ Restore ‘hana-1\hanatMDCWPFX'
v hana-1
v Restore

» Validate Plugin Parameters

» Stopping HANA instance
» Fllesystem Pre Restore

v

L

v

L

v v Pre Restore Application
L

v

v v Restore Filesystem
L

» Filesystem Post Restore

» Recovering system database
» Checking HDB services status
» Recovering tenant database 'PFX'
» Starting HANA instance
» Clear Catalog on Server
» Application Clean-Up

» Data Collection

¢ ¢ £ ¢ £ £ < 4

» Agent Finalize Workflow

© Task Name: Recaver Application Start Time: 02/23/2022 2:07:31 PM End Time:

View Logs

Cancel job

k

4

Close




Backup-Replizierung mit SnapVault

Ubersicht - Backup-Replikation mit SnapVault

Im Lab-Setup verwenden wir ein zweites FSX fur ONTAP-Filesystem in einer zweiten
AWS-Verfugbarkeitszone, um die Backup-Replizierung fur das HANA-Datenvolumen zu
prasentieren.

Wie in Kapitel erlautert",Datensicherungsstrategie™', muss das Replikationsziel ein zweites FSX fur ONTAP-
Dateisystem in einer anderen Verfligbarkeitszone sein, um vor einem Ausfall des primaren FSX fur ONTAP-
Dateisystems geschutzt zu werden. AuRerdem sollte das gemeinsame HANA-Volume auf das sekundare FSX
fir das ONTAP-Dateisystem repliziert werden.

AWS Availability Zone 1 AWS Availability Zone 2
hana-1 HXHANA ShapCenter
PFX - single host
MDC single tenant -
HANA plug-in
L — ]
SVM: sapcc-hana-svm SVM: sapcc-backup-target-zone5
SnapVault

< Backup
Log % ‘Em - Data II.
Log
Backup

FSxN FSxN

Ubersicht iiber die Konfigurationsschritte

Es gibt einige Konfigurationsschritte, die auf der FSX fir ONTAP-Ebene ausgeflihrt werden missen. Dies lasst
sich entweder mit NetApp Cloud Manager oder ber die Befehlszeile des FSX flir ONTAP durchfiihren.

1. Peer-FSX fir ONTAP-Filesysteme FSX fir ONTAP-Dateisysteme missen peed werden, um eine
Replizierung zwischen beiden zu ermdoglichen.

2. Peer-SVMs: SVMs mussen Peering durchgefiihrt werden, um eine Replizierung zwischen den beiden
SVMs zu ermdoglichen.

3. Erstellen eines Ziel-Volumes Erstellung eines Volumes in der Ziel-SVM mit Volume-Typ DP. Typ DP Muss
als Ziel-Volume fir die Replikation verwendet werden.

4. SnapMirror-Richtlinie erstellen Dies wird verwendet, um eine Policy flr Replikation mit Typ zu erstellen
vault.

a. Fugen Sie eine Regel zur Richtlinie hinzu. Die Regel enthalt das SnapMirror-Etikett und die
Aufbewahrung fiir Backups am sekundaren Standort. Sie missen dasselbe SnapMirror-Label spater in
der SnapCenter-Richtlinie konfigurieren, damit SnapCenter Snapshot-Backups auf dem Quell-Volume
mit diesem Etikett erstellt.

5. SnapMirror Beziehung erstellen Definiert die Replikationsbeziehung zwischen dem Quell- und dem Ziel-
Volume und fugt eine Richtlinie hinzu.
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6. SnapMirror initialisieren. Damit wird die erste Replikation gestartet, bei der die vollstandigen Quelldaten auf
das Ziel-Volume Ubertragen werden.

Wenn die Konfiguration der Volume-Replikation abgeschlossen ist, miissen Sie die Backup-Replikation in
SnapCenter wie folgt konfigurieren:

1. Flgen Sie die Ziel-SVM zu SnapCenter hinzu.
2. Erstellen einer neuen SnapCenter-Richtlinie fir Snapshot Backup und SnapVault-Replizierung
3. Fugen Sie die Richtlinie zu HANA-Ressourcenschutz hinzu.

4. Sie kdnnen jetzt Backups mit der neuen Richtlinie ausfihren.

In den folgenden Kapiteln werden die einzelnen Schritte detaillierter beschrieben.

Konfigurieren Sie Replikationsbeziehungen auf FSX fiir ONTAP-Dateisysteme

Weitere Informationen zur SnapMirror Konfigurationsoptionen finden Sie in der ONTAP-
Dokumentation unter "SnapMirror Replizierungs-Workflow (netapp.com)".

* Quell-FSX fiir ONTAP Dateisystem: FsxId00fa9e3c784b6abbb
* Quell-SVM: sapcc-hana-svm
¢ Ziel-FSX flir ONTAP Dateisystem: FsxId05f7f00af49dc7a3e

* Ziel-SVM: sapcc-backup-target-zone5

Peer-FSX fiir ONTAP-Filesysteme

FsxId00fa9%9e3c784b6abbb: :> network interface show -role intercluster

Logical Status Network Current Current
Is
Vserver Interface Admin/Oper Address/Mask Node Port
Home

FsxId00fa9%e3c784bbabbb
inter 1 up/up 10.1.1.57/24
FsxId00fa9%e3c784bbabbb-01
ele
true
inter 2 up/up 10.1.2.7/24
FsxId00fa%e3c784b6abbb-02
ele
true

2 entries were displayed.
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FsxId05f7f00af49dc7a3e: :> network interface show

Logical Status Network
Is
Vserver Interface Admin/Oper Address/Mask
Home

-role intercluster

Current

Node

Current

Port

FsxId05f7f00af49dc7a3e
inter 1 up/up 10.1.2.144/24
FsxId05£f7f00af49dc7a3e-01

true
inter 2 up/up 10.1.2.69/24
FsxId05f7f00af49dc7a3e-02

true

2 entries were displayed.

ele

ele

FsxId05f7f00af49dc7a3e::> cluster peer create -address-family ipv4 -peer

-addrs 10.1.1.57, 10.1.2.7

Notice: Use a generated passphrase or choose a passphrase of 8 or more

characters. To ensure the authenticity of the peering relationship,

phrase or sequence of characters that would be hard to guess.

Enter the passphrase:
Confirm the passphrase:

use a

Notice: Now use the same passphrase in the "cluster peer create" command

in the other cluster.

@ peer-addrs Sind Cluster-IPs des Ziel-Clusters.
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FsxId00fa9e3c784b6abbb::> cluster peer create -address-family ipv4 -peer

-addrs 10.1.2.144, 10.1.2.69

Notice: Use a generated passphrase or choose a passphrase of 8 or more

characters. To ensure the authenticity of the peering relationship, use a
phrase or sequence of characters that would be hard to guess.

Enter the passphrase:

Confirm the passphrase:

FsxId00fa%9e3c784bbabbb: :>

FsxId00fa9%e3c784b6abbb::> cluster peer show

Peer Cluster Name Cluster Serial Number Availability

Authentication

FsxId05f7f00af49dc7a3e 1-80-000011 Available ok
Peer-SVMs

FsxId05f7f00af49dc7a3e: :> vserver peer create -vserver sapcc-backup-
target-zoneb5 -peer-vserver sapcc-hana-svm -peer-cluster
FsxId00fa9%e3c784b6abbb -applications snapmirror

Info: [Job 41] 'vserver peer create' job queued

FsxId00fa%9e3c784bbabbb::> vserver peer accept -vserver sapcc-hana-svm
-peer-vserver sapcc-backup-target-zoneb

Info: [Job 960] 'vserver peer accept' job queued

FsxId05f7£00af49dc7a3e: :> vserver peer show

Peer Peer Peering
Remote
Vserver Vserver State Peer Cluster Applications
Vserver

sapcc-backup-target-zoneb
peer-source-cluster
peered FsxId00fa%e3c784b6abbb
snapmirror
sapcc—hana-svm

Erstellen eines Ziel-Volumes

Sie mussen das Ziel-Volume mit dem Typ erstellen DP So markieren Sie es als Replikationsziel.
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FsxId05f7f00af49dc7a3e: :> volume create -vserver sapcc-backup-target-zoneb
-volume PFX data mnt00001 -aggregate aggrl -size 100GB -state online
-policy default -type DP -autosize-mode grow shrink -snapshot-policy none
-foreground true -tiering-policy all -anti-ransomware-state disabled

[Job 42] Job succeeded: Successful

SnapMirror-Richtlinie erstellen

Die SnapMirror-Richtlinie und die hinzugefligte Regel definieren die Aufbewahrung und das SnapMirror-Etikett,
um die zu replizierenden Snapshots zu identifizieren. Wenn Sie die SnapCenter-Richtlinie spater erstellen,
mussen Sie dasselbe Etikett verwenden.

FsxId05f7f00af49dc7a3e: :> snapmirror policy create -policy snapcenter-
policy -tries 8 -transfer-priority normal -ignore-atime false -restart
always —-type vault -vserver sapcc-backup-target-zoneb

FsxId05f7f00af49dc7a3e: :> snapmirror policy add-rule -vserver sapcc-
backup-target-zone5 -policy snapcenter-policy -snapmirror-label

snapcenter -keep 14

FsxId00fa9%e3c784b6abbb: :> snapmirror policy showVserver Policy
Policy Number Transfer
Name Name Type Of Rules Tries Priority Comment

FsxId00fa%e3c784b6abbb

snapcenter-policy vault 1 8 normal -
SnapMirror Label: snapcenter Keep: 14
Total Keep: 14

SnapMirror Beziehung erstellen

Jetzt wird die Beziehung zwischen dem Quell- und dem Ziel-Volume sowie der Typ XDP und der zuvor
erstellten Richtlinie definiert.

FsxId05f7f00af49dc7a3e: :> snapmirror create -source-path sapcc-hana-
svm:PFX data mnt00001 -destination-path sapcc-backup-target-
zone5:PFX data mnt00001 -vserver sapcc-backup-target-zone5 -throttle
unlimited -identity-preserve false -type XDP -policy snapcenter-policy
Operation succeeded: snapmirror create for the relationship with
destination "sapcc-backup-target-zone5:PFX data mnt00001".
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SnapMirror initialisieren

Mit diesem Befehl wird die erste Replikation gestartet. Bei diesem Vorgang werden alle Daten vom Quell-
Volume auf das Ziel-Volume Ubertragen.

FsxId05f7f00af49dc7a3e: :> snapmirror initialize -destination-path sapcc-
backup-target-zone5:PFX data mnt00001 -source-path sapcc-hana-
svm:PFX data mnt00001

Operation is queued: snapmirror initialize of destination "sapcc-backup-
target-zone5:PFX data mnt00001".

Sie kénnen den Status der Replikation mit Gberprifen snapmirror show Befehl.

FsxId05f7£00af49dc7a3e: :> snapmirror show

Progress

Source Destination Mirror Relationship Total

Last

Path Type Path State Status Progress Healthy
Updated

sapcc-hana-svm:PFX data mnt00001
XDP sapcc-backup-target-zone5:PFX data mnt00001
Uninitialized
Transferring 1009MB true
02/24 12:34:28

FsxId05f7f00af49dc7a3e::> snapmirror show

Progress

Source Destination Mirror Relationship Total

Last

Path Type Path State Status Progress Healthy
Updated

sapcc-hana-svm:PFX data mnt00001
XDP sapcc-backup-target-zone5:PFX data mnt00001
Snapmirrored
Idle - true -
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Fiigen Sie eine Backup-SVM zu SnapCenter hinzu
So fugen Sie eine Backup-SVM zu SnapCenter hinzu:

1. Konfigurieren Sie die SVM, auf der sich das SnapVault Ziel-Volume in SnapCenter befindet.

I NetApp SnapCenter® #sign Out

ONTAP Storage

- Lscadmin  SnapCenterAdmin

Add Storage System X

Add Storage System @

Storage system
ONTAP Storage Connections e

Name It

Send AutoSupport notification to storage system

B Logsnapcenter
£ More Options : Platform, Protocol, Preferred IP etc.

cancel || Reset

2. Wahlen Sie im Fenster Weitere Optionen als Plattform All-Flash-FAS aus, und wahlen Sie Sekundar aus.

More Options X

Platform | All Flash FAS - Secondary @
Protocol | HTTPS -

Port | 443

Timeout 60 seconds (1 )

(J Preferred IP (1]

Save Cancel

Die SVM ist jetzt in SnapCenter verflgbar.

M NetApp SnapCenter® 2 scadmin  SnapCenterAdmin Sign Out
‘ ONTAP Storage
: +
T Ll  ONTAP SVMs ~ [ search by Name =
©  Resources ONTAP Storage Connections
@ Monitor [ Name 12 P Cluster Name User Name Platform Controller License
[ sapcc-backup-target-zone5 10.1.2.31 vsadmin AFF Not applicable
.’ﬁﬁ Reports - R p-targ: PP
O sapcc-hana-svm 198.19.255.9 vsadmin AFF v
i!i Hosts
:-I Storage Systems
== Settings
A Alerts
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Erstellen einer neuen SnapCenter-Richtlinie fiir Backup-Replizierung
Sie mussen eine Richtlinie fur die Backup-Replikation wie folgt konfigurieren:
1. Geben Sie einen Namen fur die Richtlinie ein.

M NetApp SnapCenter® ~  ALscadmin  SnapCenterAdmin @ Sign Out

Global Settings ~ Polides  UsersandAccess  Roles  Credential  Software
< =

SAP HANA
Dashboard

Resources

Name 12 BackupType Schedule Type Replication

9
0]

Monitor
BlockintegrityCheck File Based Backup Weekly
Reports

2

Localsnap Data Backup Hourly
Hosts.

Storage Systems

Settings

[ il Rl

Aerts

2. Wahlen Sie Snapshot Backup und eine Zeitplanfrequenz aus. Fur die Backup-Replizierung wird taglich
verwendet.

New SAP HANA Backup Policy x
m Provide a policy name
2 Settings Policy name LocalSnapAndSnapVault o

Details Replication to backup volume
3 Retentlon | P P

4 Replication

L

Summary

3. Wahlen Sie die Aufbewahrung fiir die Snapshot-Backups aus.

New SAP HANA Backup Policy =
o hame Select backup settings
Backup Type ® Snapshot Based O File-Based @
3 Retention

Schedule Frequency

4 Repllcation Select how often you want the schedules to occur in the policy. The specific times are set at backup job creation enabling you to

stagger your start times.

5 Summary O On demand

O Hourly

® Dally

O Weekly

O Monthly

Dies ist die Aufbewahrung fiir die taglichen Snapshot Backups, die im primaren Storage erstellt wurden.
Die Aufbewahrung fur sekundéare Backups auf dem SnapVault-Ziel wurde bereits mit dem Befehl ,Add rule®
auf der ONTAP-Ebene konfiguriert. Siehe ,Konfigurieren von Replikationsbeziehungen auf FSX fur
ONTAP-Dateisysteme® (xref).
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New SAP HANA Backup Policy X

o Narme Retention settings
o Settings Dally retention settings
® Total il i = ‘
@® Total Snapshot coples to keep . 3 (i ]
O Keep Snapshot coples for 14 days

4 Replication

5 Summary

4. Wahlen Sie das Feld SnapVault aktualisieren aus, und geben Sie eine benutzerdefinierte Bezeichnung an.

Dieses Etikett muss mit der SnapMirror-Bezeichnung im Ubereinstimmen add rule Befehl auf ONTAP-
Ebene.

New SAP HANA Backup Policy S
o Plame Select secondary replication options @
o Settings ) Update SnapMirror after creating a local Snapshot copy.
o Retention Update SnapVault after creating a local Snapshot copy.
Secondary policy label Custom Label - 0
4 Replication
snapcented
5 Summar
Y Error retry count 3 i ]
New SAP HANA Backup Policy x
0 LS Summary
o Settings Palicy name LocalSnapAndSnapVault
Details Replication to backup volume
© retention
Backup Type Snapshot Based Backup
o Replication Schedule Type Daily
Daily backup retention Total backup coples to retain: 3
5 Summary
Replication SnapVault enabled , Secondary policy label; Custom Label : snapcenter , Error retry
count: 3

Die neue SnapCenter-Richtlinie ist jetzt konfiguriert.

N NetApp SnapCenter®

Global Settings ~ Polides  UsersandAccess  Roles  Credential  Software

SAP HANA

Search by Name

5% Dashboard

©  Resources
Name B Backup Type Schedule Ty Replication
D Monitor i 15 P Type lule Type pl
BlockintegrityCheck File Based Backup Weekly
& Reports
fil  Repo
Localsnap Data Backup Hourly
& Hosts LocalSnapAndSnapVault Data Backup Dally SnapVault

1 Storage Systems

IE  settings
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Fiigen Sie eine Richtlinie zum Ressourcenschutz hinzu

Sie mussen die neue Richtlinie der HANA-Ressourcenschutzkonfiguration hinzufligen,
wie in der folgenden Abbildung dargestellt.

I NetApp SnapCenter®
saprana B

PFX Topology

Multitenant Database Container - Protect

2 scadmin  SnapCenteradmin  Sign Out

Manage Copies
PFX Primary Backup(s)

search

Backup Name

SnapCenter_hana-1_LocalSnap_Hourly_02-

24-2022_14.00.03.6698

SnapCenter_hana-1_LocalSnap_Hourly_02-

24-2022_08.00.02.2808

SnapCenter_hana-1_LocalSnap_Hourly_02-

24-2022_02.00.02.1758

SnapCenter_hana-1_LocalSnap_Hourly_02-

232022.20.00.02.3280

SnapCenter_hana-1_LocalSnap_Hourly_02-
23-2022.14.00.05.4361

SnapCenter_hana-1_LocalSnap_Hourly_02-

22-2022.20.00.01.4482

SnapCenter_hana-1_LocalSnap_Hourly_02-

22-2022.14.00.02.8713

Resource  Application Settings Policies

4

5

Notification

Select one or more policies and configure schedules

LocalSnap, BlockintegrityCheck - + ©

v Localsnap
+ BlockintegrityCheck s

LocalSnapAndSnapVault Schedides
BlockintegrityCheck Weekly: Run on days: Sunday

Localsnap Hourly: Repeat every 6 hours

Total 2

Ein taglicher Zeitplan wird in unserem Setup festgelegt.

M NetApp SnapCenter®
SAP HANA| -

PFX Topology

Multitenant Database Container - Protect

Summary

Configure Schedules
2, | x
s x

2 scadmin  SnapCenterAdmin  § Sign Out

Manage Copies
PRX Primary Backup(s)

search

Backup Name

SnapCenter_hana-1_Localsnap_Hourly,02-

24-2022_14.00.03.6698

SnapCenter_hana-1_LocalSnap_Hourly_02-

24-2022_08.00.02.2808

SnapCenter_hana-1_LocalSnap_Hourly_02-

24-2022_02.00.02.1758

SnapCenter_hana-1_LocalSnap_Hourly 02-

23.2022.20.00.02.3280

SnapCenter_hana-1_LocalSnap_Hourly_02-

23-2022_14.00.05.4361

SnapCenter_hana-1_LocalSnap_Hourly 02-

22-2022.20.00.01.4482

SnapCenter_hana-1_LocalSnap_Hourly_02
22:2022_14.0002.8713

Resource Application Settings Policies

5

o—0—© :

Notification

Select one or more policies and configure schedules

Localsnap, BlockintegrityCheck, Localsnapar= | | & | @

Configure schedules for selected policies

Policy Iz Applied Schedules
BlockintegrityCheck Weekly: Run on days: Sunday
LocalSnap Hourly: Repeat every 6 hours

LocalsnapAndsnapVault Dally: Repeat every 1 days

Total 3

Erstellen Sie ein Backup mit Replikation

Summary

Configure Schedules
s %
s | x
s x

Ein Backup wird auf dieselbe Weise wie eine lokale Snapshot Kopie erstellt.

Um ein Backup mit Replikation zu erstellen, wahlen Sie die Richtlinie aus, die die Backup-Replikation enthalt,

und klicken Sie auf Backup.
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Backup X
Create a backup for the selected resource

Resource Mame PEX

Policy LocalSnapAndSnapVault ~-| @

Im Jobprotokoll von SnapCenter wird der Schritt sekundare Aktualisierung angezeigt, der einen SnapVault-
Aktualisierungsvorgang initiiert. Replizierung hat geanderte Blécke vom Quell-Volume auf das Ziel-Volume

repliziert.
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Job Details X

Backup of Resource Group 'hana-1_hana_MDC_PFX' with policy 'LocalSnapAndSnapVault'
w ¥ Hackup O Hesource Lroup nana-1_nana_MuUL_FEX With policy ‘LocalbnapAndsnapvault

« ¥ hana-
4 ¥ Backup
» Validate Dataset Parameters
» Validate Plugin Parameters
* Complete Application Discovery
» Initialize Filesystem Plugin
» Discover Filesystem Resources
» Validate Retention Settings
b Quiesce Application
* Quiesce Filesystem
* Create Snapshot

b UnQuiesce Filesystem

v

v

L

v

L4

v

4

L4

v

v

v * UnQulesce Application
L4 b Get Snapshot Detalls

L b Get Filesystem Meta Data
v * Finalize Filesystern Plugin

v b Collect Autosupport data

vy » Register Backup and Apply Retention
e * Register Snapshot attributes
v » Application Clean-Up

»* » Data Collection

v b Agent Finallze Workflow

v

¥ (Job 49 ) SnapVault update

@ Task Name: Secondary Update Start Time: 02/24/2022 3:14:37 PM End Time: 02/24/2022 3:14:46 PM =
| View Logs | Cancel job | Close

Auf dem FSX flir ONTAP Filesystem wird ein Snapshot auf dem Quell-Volume mit dem SnapMirror Label
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erstellt. snapcenter, Wie in der SnapCenter-Richtlinie konfiguriert.

FsxId00fa%e3c784bbabbb::> snapshot show -vserver sapcc-hana-svm -volume
PFX data mnt00001 -fields snapmirror-label
vserver volume snapshot

snapmirror-label

sapcc-hana-svm PFX data mnt00001 SnapCenter hana-1 LocalSnap Hourly 03-31-
2022 13.10.26.5482 -

sapcc-hana-svm PFX data mnt00001 SnapCenter hana-1 LocalSnap Hourly 03-31-
2022 14.00.05.2023 -

sapcc-hana-svm PFX data mnt00001 SnapCenter hana-1 LocalSnap Hourly 04-05-
2022 08.00.06.3380 -

sapcc-hana-svm PFX data mnt00001 SnapCenter hana-1 LocalSnap Hourly 04-05-
2022 14.00.01.6482 -

sapcc-hana-svm PFX data mnt00001 SnapCenter hana-1 LocalSnap Hourly 04-14-
2022 20.00.05.0316 -

sapcc-hana-svm PFX data mnt00001 SnapCenter hana-1 LocalSnap Hourly 04-28-
2022 08.00.06.3629 -

sapcc-hana-svm PFX data mnt00001 SnapCenter hana-1 LocalSnap Hourly 04-28-
2022 14.00.01.7275 -

sapcc-hana-svm PFX data mnt00001 SnapCenter hana-

1 LocalSnapAndSnapVault Daily 04-28-2022 16.21.41.5853

snapcenter
8 entries were displayed.

Auf dem Ziel-Volume wird eine Snapshot Kopie mit demselben Namen erstellt.

FsxId05£f7f00af49dc7a3e: :> snapshot show -vserver sapcc-backup-target-zoneb
-volume PFX data mnt00001 -fields snapmirror-label
vserver volume snapshot

snapmirror-label

sapcc-backup-target-zone5 PFX data mnt00001 SnapCenter hana-
1 LocalSnapAndSnapVault Daily 04-28-2022 16.21.41.5853 snapcenter
FsxId05£f7f00af49dc7a3e: :>

Auch das neue Snapshot-Backup ist im HANA-Backup-Katalog enthalten.
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Backup Catalog
Database: |SYSTEMDB -

[ Show Log Backups [] Show Delta Backups

Status  Started Duration Size Backup Type
[} Apr 28, 2022, 4:22:06 PM 00h 00m 155 550 GB Data Backup
Apr 28, 2022, 2:00:26 PM 00h 00m 155 550 GB Data Backup
Apr 28, 2022, 8:00:35 AM 00h 00m 15s 5.50 GB Data Backup
= Apr 15, 2022, 5:00:44 PM 00h 06m 59s 5.50 GB Data Backup
[} Apr 14, 2022, 8:00:32 PM 00h 00m 165 550 GB Data Backup
Apr 5, 2022, 2:00:29 PM 00h 00m 155 550 GB Data Backup
= Apr 5, 2022, 8:00:: 00h 00m 15s 5.50 GB Data Backup
= Mar 31, 2022, 2: 00h 00m 15s 5.50 GB Data Backup
5] Mar 31, 2022, 1: 00h 00m 165 550 GB Data Backup
Feb 22, 2022, 12:55:21 PM 00h 00m 21s 3.56 GB Data Backup

Destination Ty...
Snapshot
Snapshot
Snapshot
Snapshot
Snapshot
Snapshot
Snapshot
Snapshot
Snapshot
File

Backup Details

ID:

Status:

Backup Type:
Destination Type:
Started:

Finished:
Duration:

Size:
Throughput:
System ID:

Comment:

Additional Information:

1651162926424

Successful

Data Backup

Snapshot

Apr 28, 2022, 4:22:06 PM (UTC)
Apr 28, 2022, 4:22:21 PM (UTC)
00h 00m 155

5.50 GB

na.

SnapCenter_hana-1_LocalSnapAndSnapVault_Daily_04-28-2022_16.21.41.5853

<ok>

Location: /hana/data/PFX/mnt00001/
Host : Service Size Name Source Type EBID
hana-1 nameserver 5.50 GB hdb00001 volume SnapCent...

In SnapCenter kénnen Sie die replizierten Backups auflisten, indem Sie in der Topologieansicht auf Vault

Kopien klicken.

M NetApp SnapCenter®

SAP HANA -

PRXTopology

Search databases

L System

Manage Copies
PFX
| 8Backups

=
=

0 Clones

Local coples

Secondary Vault Backupl(s)
search v

Backup Name.

Vault coples

SnapCenter_hana-1_LocalSnapAndSnapVault_Daily_04-28-2022_16.21.41.5853

Wiederherstellung im Sekundar-Storage

@ = ©- 2sadmin  SnapCenterAdmin

) (] ’ [>) (1)

[— Moty Production

Summary Card

10 Backups
9 Snapshot besed backups
1 FileBase bckup X

0 Clones

Count 15

Conure Daabse

#5ign Out

o
et

End Date

1 04/28/2022 4:22:40 PM 14

Fuhren Sie die folgenden Schritte aus, um im Sekundarspeicher wiederherzustellen und

eine Wiederherstellung durchzuflhren:

Um die Liste aller Backups auf dem sekundaren Storage abzurufen, klicken Sie in der Ansicht SnapCenter

Topology auf Vault Kopien, wahlen Sie dann ein Backup aus und klicken Sie auf Wiederherstellen.

M NetApp SnapCenter®

SAP HANA PFX Topology
5 -]
AL Syste "
I stem Manage Copies
PFX

- f8ckups
—
= 0Clones

Local copies

Vault copies
Secondary Vault Backup(s)
search Y

Backup Name

o =0

0Clones

SnapCenter_hana-1_LocalSnapAndSnapVault_Daily_04-28-2022_16.21.41.5853

2 scadmin  SnapCenterAdmin

Summary Card
10 Backups
9 Snapshot based backups
1 FileBased backup X

0 Clones

L]

Clone

Count IF

#5ign Out

X

x

Restore

End Date

1 04/28/2022 4:22:40PM 14

Das Dialogfeld Wiederherstellen zeigt die sekundaren Speicherorte an.
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Restore from SnapCenter_hana-1_LocalSnapAndSnapVault_Daily_04-28-2022_16.21.41.5853

2 Recovery scope ® Complete Resource @

O Tenant Database
3 PreOps
Choose archive location
4 PostOps

sapcc-hana-svm:PFEX_data_mnt00001

sapcc-backup-target-zone5:PFX_data_mnt00 ~

5 Notification

6 Summary

The newer tenants added on the host after the backup was created cannot be restored and will be lost after restore operation.

Configure an SMTP Server to send email notifications for Restore jobs by going to Settings>Global Settings=Notification Server Settings.

Weitere Restore- und Recovery-Schritte sind mit denen identisch, die bei einem Snapshot Backup im

Primarspeicher besprochen wurden.

Wo Sie weitere Informationen finden

Sehen Sie sich die folgenden Dokumente und/oder Websites an, um mehr Gber die in

diesem Dokument beschriebenen Informationen zu erfahren:
» FSX fir NetApp ONTAP Benutzerhandbuch — Was ist Amazon FSX fur NetApp ONTAP?
https://docs.aws.amazon.com/fsx/latest/ ONTAPGuide/what-is-fsx-ontap.html

* Ressourcen-Seite zu SnapCenter
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"https://www.netapp.com/us/documentation/snapcenter-software.aspx"

» SnapCenter-Softwaredokumentation
"https://docs.netapp.com/us-en/snapcenter/index.html"

* TR-4667: Automatisierung von SAP HANA Systemkopie und Klonvorgangen mit SnapCenter
"Automatisierung von SAP HANA Systemkopie und Klonvorgangen mit SnapCenter"

* TR-4719: SAP HANA System Replication — Backup und Recovery mit SnapCenter

"Backup und Recovery mit SnapCenter"

Versionsverlauf

Version Datum Versionsverlauf des Dokuments

Version 1.0 Mai 2022 Erste Version.

SAP HANA Datensicherung und Hochverfugbarkeit mit
SnapCenter, SnapMirror Active Sync und VMware Metro
Storage Cluster

SAP HANA Datensicherung und Hochverfiigbarkeit mit SnapCenter, SnapMirror
Active Sync und VMware Metro Storage Cluster

Dieses Dokument enthalt Best Practices fur die Datensicherung mit SnapCenter in einer
VMware-Umgebung in Kombination mit SnapMirror Active Sync als
Hochverfugbarkeitsldsung fur die HANA-Storage-Ressourcen.

Autor: Nils Bauer, NetApp

Inhalt des vorliegenden Dokuments

Das Dokument soll keine Schritt-flir-Schritt-Beschreibung der Einrichtung der gesamten Umgebung sein,
sondern umfasst Konzepte und relevante Details zu:

* Setup von SAP HANA Systemen mit VMware VMFS

» SnapMirror Active Sync Konfiguration fir SAP HANA

» SnapCenter-Konfiguration fir HANA auf VMware mit VMFS

» SnapCenter-Konfiguration fiir SnapMirror Active Sync

» SnapCenter Betrieb mit HANA auf VMware und SnapMirror Active Sync
Wir werden uns auf eine VMware Metro Storage Cluster (vMSC) Konfiguration mit einem einheitlichen Zugriff

Setup von SnapMirror Active Sync wie in der Abbildung unten gezeigt, aber wir werden auch kurz beriihren
Bare Metal sowie nicht-einheitliche Access-Konfigurationen.
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A700 Primary ) - - ABOO
; & =
SnapMirror active sync
Datastore Datastore Datastore Datastore Datastore Datastore
HANA Data HANA Log HANA Data HANA Log Primary site
HANA OS HANA OS o .
SnapCenter OS SnapCenter OS = current ONTAP replication
Datastore SnapCenter DA SnapCenter source for the HANA CG
HANA Shared VMware plugin HANA Shared VMware plugin

Uberblick tiber die Hochverfiigbarkeit mit SAP HANA

Dieses Kapitel bietet einen Uberblick tiber Hochverfligbarkeitsoptionen fir SAP HANA,
bei denen die Replizierung auf Applikationsebene mit der Storage-Replizierung
verglichen wird.

SAP HANA Systemreplizierung (HSR)

Die SAP HANA-Systemreplikation bietet einen Betriebsmodus, in dem die Daten synchron repliziert, in den
Arbeitsspeicher vorgeladen und auf dem sekundaren Host kontinuierlich aktualisiert werden. Dieser Modus
ermoglicht sehr niedrige RTO-Werte, etwa eine Minute oder weniger, aber er erfordert auch einen dedizierten
Server, der nur verwendet wird, um die Replikationsdaten vom Quellsystem zu empfangen. Aufgrund der
geringen Failover-Zeit wird die SAP HANA Systemreplizierung auch fur Wartungsarbeiten ohne Ausfallzeiten
wie HANA-Software-Upgrades eingesetzt. Linux Pacemaker-Cluster-Lésungen werden in der Regel zur
Automatisierung von Failover-Vorgangen eingesetzt.

Bei einem Ausfall am primaren Standort, Speicher, Host oder kompletten Standort erfolgt automatisch ein
Failover des HANA-Systems auf den sekundaren Standort, der vom Linux Pacemaker-Cluster gesteuert wird.

Eine vollstandige Beschreibung aller Konfigurationsoptionen und Replikationsszenarien finden Sie unter "SAP
HANA System Replication SAP Help Portal".
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RPO=0, RTO<1min

TiNetApp FINetApp.

ocooo

Aktive NetApp SnapMirror-Synchronisierung

SnapMirror Active Sync ermdglicht Business Services auch bei einem vollstdndigen Standortausfall den
Betrieb weiter und unterstlitzt Applikationen bei einem transparenten Failover mithilfe einer sekundaren Kopie.
Fir die Auslosung eines Failover mit SnapMirror Active Sync sind keine manuellen Eingriffe oder
benutzerdefinierten Skripts erforderlich. SnapMirror Active Sync wird auf AFF-Clustern, ASA-Clustern (All-
Flash SAN Array) und C-Series (AFF oder ASA) unterstitzt. SnapMirror Active Sync sichert Applikationen mit
iISCSI- oder FCP-LUNSs.

Ab ONTAP 9.15.1 unterstitzt die SnapMirror Active Sync symmetrische aktiv/aktiv-Funktion. Symmetrische
aktiv/aktiv-Konfiguration ermoglicht I/0-Vorgange fir Lese- und Schreibvorgange von beiden Kopien einer
geschutzten LUN mit bidirektionaler synchroner Replizierung, sodass beide LUN-Kopien lokal fir I/O-Vorgénge
sorgen konnen.

Weitere Details finden Sie unter "Ubersicht Gber die aktive SnapMirror-Synchronisierung in ONTAP".

HANA Bare Metal

Wenn Sie SAP HANA auf einem Bare Metal-Server ausfiihren, kdnnen Sie SnapMirror Active Sync
verwenden, um eine hochverfiigbare Storage-LOsung bereitzustellen. Die Daten werden synchron repliziert
und bieten daher ein RPO=0.

Bei einem Storage-Ausfall greift das HANA-System Uber den zweiten FCP-Pfad transparent auf die
gespiegelte Kopie am sekundaren Standort zu und bietet somit RTO=0.

Im Falle eines Host- oder vollstandigen Standortausfalls muss ein neuer Server am sekundaren Standort
bereitgestellt werden, um auf die Daten vom ausgefallenen Host zugreifen zu kdnnen. Dabei handelt es sich
normalerweise um ein Test- oder QA-System der gleichen Grolie wie die Produktion, das nun
heruntergefahren und fir die Ausfihrung des Produktionssystems verwendet wird. Nachdem die LUNs am
sekundaren Standort mit dem neuen Host verbunden wurden, muss die HANA-Datenbank gestartet werden.
Das gesamte RTO hangt daher von der fur die Bereitstellung des Hosts bendtigten Zeit und der Startzeit der
HANA-Datenbank ab.
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optimized Manual failover of HANA server

RTO depending on startup time and
server preparation

l HANA database start required

ooo

A
v

SnapMirror
active sync

VSphere Metro Storage-Cluster (vMSC)

Wenn Sie SAP HANA in einer VMware-Umgebung mit FCP-verbundenen Datastores ausfihren, kdnnen Sie
SnapMirror Active Sync verwenden, um einen VMware Metro Storage-Cluster zu erstellen. In einem solchen
Setup werden die vom HANA-System verwendeten Datastores synchron am sekundaren Standort repliziert.

Bei einem Storage-Ausfall greift der ESX-Host automatisch auf die gespiegelte Kopie am sekundaren Standort
zu und liefert eine RTO=0.

Im Fall eines Host- oder vollstandigen Standortausfalls wird vSphere HA verwendet, um die HANA-VM auf

dem sekundaren ESX-Host zu starten. Wenn die HANA VM ausgefuhrt wird, muss die HANA Datenbank
gestartet werden. Die gesamte RTO hangt daher hauptsachlich von der Startzeit der HANA-Datenbank ab.

G I vSphere HA AN Cz
E

Storage failure:

+ RPO=0, RTO=0
Host or site failure:

« RPO=0

l ESX-1 Stretched Cluster vMSC ESX-2 l

| —— Active non- Active non: ——— | Agtomated failover of HANA VM
with vSphere HA

Active optimized optimized Active
optimized optimized HANA database start required
1 1 RTO depending on startup time
o resy o

SnapMirror
active sync

A
v

Losungsvergleich

Die folgende Tabelle bietet eine Zusammenfassung der wichtigsten Merkmale der oben beschriebenen
Ldsungen.
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RPO bei jedem Ausfall

RTO bei Storage-Ausfall

RTO + bei Standort- oder
Host-Ausfall

Failover-Automatisierung

Dedizierter Server am
sekundéaren Standort
erforderlich

HANA System
Replication

RPO=0 + synchrone
Replikation

RTO +< 1 Min

RTO +< 1 Min

Ja,

Automatisches Failover
auf sekundaren HSR-Host

Gesteuert durch
Schrittmachercluster.

Ja,

Daten mussten vorab in
den Speicher geladen und
ein schnelles Failover
ohne Datenbankstart
ermdglicht werden.

Beispiel fur eine Konfigurationsuibersicht

Aktive SnapMirror-
Synchronisierung —
Bare Metal

RTO=0 + transparenter
Storage-Failover

RTO: Abhangig von der
Zeit, die fur die
Servervorbereitung und
den Start der HANA-
Datenbank bendtigt wird.

Ja, bei Storage-Ausfallen

Nein, bei Host- oder
Standortausfall

(Bereitstellung des Hosts,
Verbinden von Storage-
Ressourcen, Start der
HANA-Datenbank)

Nein,

Server ist nur bei Failover
erforderlich. In der Regel
wird der fur die
Qualitatssicherung
verwendete Server dann

fur die Produktion genutzt.

SnapMirror Active Sync
— VMware vMSC

RTO: Abhangig von der

fur den Start der HANA-

Datenbank erforderlichen
Zeit.

Ja, bei Storage-Ausfallen

Ja, bei Host- oder
Standortausfall

(Failover von VM zum
anderen Standort
automatisiert mit vSphere
HA, Start der HANA-
Datenbank)

Nein,

Ressourcen auf ESX Host
sind nur im Failover-Fall
erforderlich. In der Regel
werden QA-Ressourcen
dann fir die Produktion
genutzt.

Im Lab Setup verwenden wir eine einheitliche Zugriffskonfiguration, auf der beide ESX

Hosts Zugriff auf beide Storage Cluster haben. In den nachsten Abschnitten beschreiben
wir die einheitliche Zugriffskonfiguration, heben aber auch die Unterschiede fur ein nicht
einheitliches Setup hervor.
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T
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[ —0oxo]
SnapCenter
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l ESX-1 YMSC

m
»
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N

Mediator

=
I === Active non- Active non- — I
e R
Active optimized optimize PR
optimized optimized
.z > - > [ B E >

A700 Primary ) - - ABOO

I: : & S
SnapMirror active sync
Datastore Datastore Datastore Datastore Datastore Datastore
HANA Data HANA Log HANA Data HANA Log Primary site
HANA OS HANA OS o .
SnapCenter OS SnapCenter OS = current ONTAP replication
Datastore SnapCenter DA SnapCenter source for the HANA CG

HANA Shared

VMware plugin HANA Shared VMware plugin

Softwareversionen

Software Version

ONTAP A700: 9.15.1 P7, A800: 9.16.1 RC1
VSphere Client 8.0.3

ESXi 8.0.3

SnapCenter Plug-in flir vSphere 6.0.1

Linux BS SLES FUR SAP 15 SP5

SAP HANA 2,0 SPS8

SnapCenter 6.0.1

HANA-Systembereitstellung und -Installation

In diesem Kapitel werden die Installation und Konfiguration des fur eine VMware-
Einrichtung mithilfe von VMFS spezifischen SAP HANA-Systems beschrieben. Weitere
allgemeine Best Practices finden Sie unter "Technischer Bericht: SAP HANA on NetApp

AFF Systems with Fibre Channel Protocol".

Storage-Konfiguration

Die Abbildung unten zeigt die Storage- und Datastore-Konfiguration fir das HANA-System. Sie mussen flir
jedes Dateisystem des HANA-Systems ein dediziertes Volume, eine LUN oder einen Datastore konfigurieren.
Datastores durfen nicht tiber mehrere HANA-Systeme oder andere Workloads hinweg freigegeben werden.
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Volume HANA-Data-SMA Volume HANA-Log-SMA Volume HANA-Shared-SMA Volume Infrastructure

VMDK VMDK VMDK VMDK
HANA-Data-SMA HANA-Log-SMA HANA-Shared-SMA SnapCenter

VMDK
SC Plugin

VMDK
HANA-OS-SID

Alle drei LUNs des HANA-Systems (hana_Data_SMA, hana_log+SAM und hana+_shared+++SMA) sowie die
LUN fir die OS-Images und SnapCenter-Komponenten wurden beim A700-Storage-Cluster bereitgestellt.

Alle Volumes des HANA-Systems mussen in derselben SVM bereitgestellt werden. In der spater
beschriebenen Konfiguration fir aktive SnapMirror-Synchronisierung wird eine

@ Konsistenzgruppe Uber alle drei HANA-Volumes erstellt, bei der sich die Volumes in derselben
SVM befinden missen. Das Infrastruktur-Volume wird sich in einer anderen Konsistenzgruppe
befinden und kénnte sich daher in einer anderen SVM befinden.

= I ONTAP System Manager

DASHBOARD LUNS
INSIGHTS Qsearch L Download @ Show/hide V' n
STORAGE - Name Storage VM Volume size 10ps Latency (ms) ‘Throughput (M8/s)
Overview Q Q pluexpdr Q - > > >
Yolunes; V' WolPE-1724163990635 Svm200_bluexpdr_a700s wol_FCoE 2 4MiB 0 0 0
LUNs

v wolPE-1724163990633 svm200_bluexpdr_a700s Wol FCoE_1 ami 0 0 0
NVMe names; paces
Consistency groups v Draas_qa_lunl Svm200_bluexpdr_a700s DraaS_ga_lun1 200GiB [ 0 [
Storage VMs v DRaas qa lun2 SVm200,_bluexpdr_a700s DRaas_ga_lun2 100GiB 0 0 0
.

L v Infrastructure svm200_bluexpdr_a700s Infrastructure 278 50 031 058

NETWORK b

Vv hana_data SMA svm200_bluexpdr_a700s hana_data SMA 300 GiB o 024 o
Overview

v hana_log SMA svm200,bluexpdr_a700s hana_log_SMA 158.GiB 0 024 0
Ethernet ports
p— v hana shared SMA 5vm200, bluexpdr_a700s hana_shared_SMA 210Gi8 1 016 001
EVENTS & JOBS v hana test lun svm200_bluexpdr_a700s hana_test lun 178 0 039 0
PROTECTION L
HOSTS ~
CLUSTER E

Showing 1-9 of 9 LUNs e

Eine Initiatorgruppe muss konfiguriert werden und die oben genannten LUNs muissen dem ESX-1 Host
zugeordnet werden, der sich in unserem Lab-Setup in unmittelbarer Nahe des A700 Storage-Systems
befindet.
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Datastore-Bereitstellung

Wir haben drei Datastores fir das HANA-System mit den drei LUNs erstellt, die wir zuvor bereitgestellt haben.
Darliber hinaus haben wir mit der Infrastruktur-LUN einen Infrastruktur-Datastore erstellt.

= vsphereclient O, C & Administrator@VSPHERELOCAL v @) ®@ v

¢ g hana_data_SMA | i acrons

[ E] <] Summary  Monitor  Configure  Permissions  Files  Hosts  VMs
v @@ tme-rhevO2.rtp.openenglab.netapp.com
~ [ Datacenter_87 Details B Capacity and Usage ® Related Objects ©
B tig-datastorel Last updated at 6:57 AM

B 120-datastorel

Storage 98.33GB free
Hosts 2 i
8 hana_log_sMA 20142 68 used 299.75 GB capacity
S hana_shared_SMA Virtual machines 1
s haha‘(m - VM templates @
N Location ds:///vmfs/volumes/6787d6f
B Infrastructure b-e45ecdac-dd2c-3cecefii7a None

VIEW STATS REFRESH

VM-Bereitstellung und Betriebssysteminstallation

In unserem Lab-Setup haben wir eine neue VM implementiert und die VMDK fiir das Linux Betriebssystem im
Infrastruktur-Datenspeicher platziert.

Konfiguration von VM-Festplatten

Der HANA VM wurden drei neue Festplatten hinzugefligt, jede Festplatte in einem der Datenspeicher, die flr
das HANA-System erstellt wurden.

Edit Settings | hana-1

Virtual Hardware VM Options ~ Advanced Parameters

ADD NEW DEVICE v

> cPU
> Memory

> Hard disk 1

Maximum Size 29833GB
VM storage policy Datastore Default v

Type Thick Provision Lazy Zeroed

Sharing No sharing

Disk File [hana_data_SMA] hana-1/hana-1.vmdk

Disk Mode Dependent

Virtual Device Node SCSl controller O SCSI(0:1) Hard disk

> Harddisk 3 120 GB ~

> Hard disk 4 150 GB v

VM-Parametereinstellung

Der Parameter Disk.EnableUUID muss hinzugefiigt und auf TRUE gesetzt werden. Der Parameter wird von
SnapCenter benotigt. Wenn nicht festgelegt, schldgt der SnapCenter-Vorgang ,Ermittlung der virtuellen
Ressource* fehl.
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Die VM muss angehalten werden, bevor Parameter hinzugefiigt werden konnen.

Edit Settings | hana-1

Virtual Hardware VM Options Advanced Parameters
Advanced Configuration Parameters

Modify or add configuration parameters as needed for experimental features or as instructed by technical support.

Empty values will be removed (supported on ESXi 6.0 and later).

Attribute Value

disk.EnableUUID TRUH

Attribute

i nvram

: svga.present

: hpetO.present

i RemoteDisplay.maxConnections

: sched.cpu.latencySensitivity

: tools.guest.desktop.autolock

: vmxstats.filename

: numa.autosize.cookie

Value
hana-1.nvram
TRUE
TRUE
El
normal
TRUE
hana-1.scoreboard

80012

: numa.autosize.vcpu.maxPerVirtualNode 8
: cpuid.coresPerSocket.cookie 8
i sched.swap.derivedName

/vmfs/volumes/677ec7a€

: pciBridgel.present TRUE

Die Funktionalitdt kann mit dem folgenden Befehl Uberpruft werden.

hana-1:~ # sg_ing /dev/sdd

standard INQUIRY:

PQual=0 PDT=0 RMB=0 LU CONG=0 hot pluggable=0 version=0x06
[AERC=0] [TrmTsk=] NormACA=0 HiSUP=0 Resp data format=2
SCCS=0 ACC=0 TPGS=0 3PC=0 Protect=0 [BQue=0]
EncServ=0 MultiP=0 [MChngr=0] [ACKREQQ=0] Addrl6=0
[RelAdr=0] WBusl6=1 Sync=1 [Linked=0] [TranDis=0]
length=36 (0x24) Peripheral device type: disk
Vendor identification:

[SPC-4]

CmdQue=1

VMware

Virtual disk

Product revision level: 2.0
6000c293fecf25acbbcd57afo7felf54

Product identification:

Unit serial number:

Vorbereitung des Dateisystems auf Linux-Host

Erstellung des xfs-Dateisystems auf neuen Platten

Die Geratenamen der neuen Festplatten kbnnen mit dem folgenden Befehl Gberprift werden.
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hana-1:/install # 1lsblk

NAME MAJ:MIN RM SIZE RO TYPE MOUNTPOINTS
sda 8:0 0 250G 0 disk

F—sdal 8:1 0 256M 0 part /boot/efi
L—sda2 8:2 0 82G 0 part

F—system—root 254:0 0 60G 0 lvm /root

/var

/usr/local

/tmp

/srv

/opt

/home

/boot/grub2/x86++ ++64-efi
/boot/grub2/i386-pc

/ .snapshots

/

L—system—swap 254:1 0 2G 0 lvm SWAP
sdb 8:16 0 200G 0 disk

sdc 8:32 0 120G 0 disk

sdd 8:48 0 150G 0 disk

sr0 11:0 1 1024M 0 rom
hana-1:/install #

Auf jedem der drei neuen Festplatten wurde ein xfs-Dateisystem erstellt.
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hana-1:/install # mkfs.xfs /dev/sdb
meta-data=/dev/sdb isize=512 agcount=4, agsize=7864320 blks
sectsz=512 attr=2, projid32bit=1

crc=1 finobt=1l, sparse=1l, rmapbt=0

reflink=0 bigtime=0 inobtcount=0

data = bsize=4096 blocks=31457280, imaxpct=25
sunit=0 swidth=0 blks

naming =version 2 bsize=4096 ascii-ci=0, ftype=1

log =internal log bsize=4096 blocks=15360, version=2
sectsz=512 sunit=0 blks, lazy-count=1

realtime =none extsz=4096 blocks=0, rtextents=0

hana-1:/install # mkfs.xfs /dev/sdc
meta-data=/dev/sdc isize=512 agcount=4, agsize=7864320 blks
sectsz=512 attr=2, projid32bit=1

crc=1 finobt=1l, sparse=1l, rmapbt=0

reflink=0 bigtime=0 inobtcount=0

data = bsize=4096 blocks=31457280, imaxpct=25
sunit=0 swidth=0 blks

naming =version 2 bsize=4096 ascii-ci=0, ftype=1

log =internal log bsize=4096 blocks=15360, version=2
sectsz=512 sunit=0 blks, lazy-count=1

realtime =none extsz=4096 blocks=0, rtextents=0

hana-1:/install # mkfs.xfs /dev/sdd
meta-data=/dev/sdd isize=512 agcount=4, agsize=9830400 blks
sectsz=512 attr=2, projid32bit=1

crc=1 finobt=1, sparse=1, rmapbt=0

reflink=0 bigtime=0 inobtcount=0

data = bsize=4096 blocks=39321600, imaxpct=25
sunit=0 swidth=0 blks

naming =version 2 bsize=4096 ascii-ci=0, ftype=1

log =internal log bsize=4096 blocks=19200, version=2
sectsz=512 sunit=0 blks, lazy-count=1

realtime =none extsz=4096 blocks=0, rtextents=0
hana-1:/install #

Erstellung von Bereitstellungspunkten
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hana-1:
hana-1:
hana-1:
hana-1:
hana-1:

hana-1:

Konfiguration von /etc/fstab

NN N N N

H o o 4 %

mkdir
mkdir
mkdir
chmod
chmod

chmod

/hana/data/SMA/mnt00001
/hana/log/SMA/mnt00001
/hana/shared

777 /hana/log/SMA

777 /hana/data/SMA

777 /hana/shared
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hana-1:/install # cat /etc/fstab

/dev/system/root / btrfs defaults 0 O

/dev/system/root /var btrfs subvol=/@/var 0 0

/dev/system/root /usr/local btrfs subvol=/@/usr/local 0 0
/dev/system/root /tmp btrfs subvol=/@/tmp 0 O

/dev/system/root /srv btrfs subvol=/Q@/srv 0 0

/dev/system/root /root btrfs subvol=/Q@/root 0 O

/dev/system/root /opt btrfs subvol=/@/opt 0 0

/dev/system/root /home btrfs subvol=/@/home 0 0

/dev/system/root /boot/grub2/x86 64-efi btrfs subvol=/@/boot/grub2/x86 64-
efi 0 O

/dev/system/root /boot/grub2/i386-pc btrfs subvol=/@/boot/grub2/i1386-pc 0
0

/dev/system/swap swap swap defaults 0 O

/dev/system/root /.snapshots btrfs subvol=/Q/.snapshots 0 0
UUID=2E8C-48El /boot/efi vfat utf8 0 2

/dev/sdb /hana/data/SMA/mnt00001 xfs relatime, inode64 0 0

/dev/sdc /hana/log/SMA/mnt00001 xfs relatime,inode64 0 0

/dev/sdd /hana/shared xfs defaults 0 O

hana-1:/install #

hana-1:/install # df -h

Filesystem Size Used Avail Use$% Mounted on

devtmpfs 4.0M 8.0K 4.0M 1% /dev

tmpfs 49G 4.0K 49G 1% /dev/shm

tmpfs 13G 26M 13G 1% /run

tmpfs 4.0M 0 4.0M 0% /sys/fs/cgroup
/dev/mapper/system-root 60G 35G 25G 58% /
/dev/mapper/system-root 60G 35G 25G 58% /.snapshots
/dev/mapper/system-root 60G 35G 25G 58% /boot/grub2/i386-pc
/dev/mapper/system-root 60G 35G 25G 58% /boot/grub2/x86 64-efi
/dev/mapper/system-root 60G 35G 25G 58% /home
/dev/mapper/system-root 60G 35G 25G 58% /opt
/dev/mapper/system-root 60G 35G 25G 58% /srv
/dev/mapper/system-root 60G 35G 25G 58% /tmp
/dev/mapper/system-root 60G 35G 25G 58% /usr/local
/dev/mapper/system-root 60G 35G 25G 58% /var
/dev/mapper/system-root 60G 35G 25G 58% /root
/dev/sdal 253M 5.1M 247M 3% /boot/efi

tmpfs 6.3G 56K 6.3G 1% /run/user/0

/dev/sdb 200G 237M 200G 1% /hana/data/SMA/mnt00001
/dev/sdc 120G 155M 120G 1% /hana/log/SMA/mnt00001
/dev/sdd 150G 186M 150G 1% /hana/shared
hana-1:/install #
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HANA-Installation

Die HANA-Installation kann nun ausgefiihrt werden.

Bei der beschriebenen Konfiguration befindet sich das Verzeichnis /usr/sap/SMA auf der OS

@ VMDK. Wenn /usr/sap/SMA in der gemeinsam genutzten VMDK gespeichert werden soll, kann
der gemeinsam genutzte hana-Datentrager partitioniert werden, um ein weiteres Dateisystem
fur /usr/sap/SMA bereitzustellen.

Userstore-Schliissel fiir SnapCenter

Es muss ein Benutzerspeicher fir einen Systemdatenbankbenutzer erstellt werden, der von SnapCenter
verwendet werden soll. Die HANA-Instanznummer muss fiir den Kommunikations-Port entsprechend
festgelegt werden. In unserem Setup wird die Instanznummer ,00 verwendet.

Eine detailliertere Beschreibung finden Sie unter "Ressourcenspezifische SnapCenter Konfiguration fur SAP

HANA Datenbank-Backups"

smaadm@hana-1:/usr/sap/SMA/HDBO0> hdbuserstore set SMAKEY hana-1:30013
SNAPCENTER <password>
Operation succeed.

Die Konnektivitat kann mit dem folgenden Befehl tberpriift werden.

smaadm@hana-1:/usr/sap/SMA/HDB00> hdbsgl -U SMAKEY
Welcome to the SAP HANA Database interactive terminal.
Type: \h for help with commands

\g to quit

hdbsgl SYSTEMDB=> exit
smaadm@hana-1:/usr/sap/SMA/HDB0O

Konfiguration der aktiven SnapMirror-Synchronisierung

In diesem Artikel werden die fur diese Losung erforderlichen Konfigurationsschritte
beschrieben.

Voraussetzungen

Storage-Cluster und relevante SVMs miissen aktiviert werden.

Der ONTAP Mediator muss auf beiden Storage-Clustern verfligbar und konfiguriert sein.
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= PIONTAP System Manager Search actions, objects, and pages

DASHBOARD OVeI’VIeW
INSIGHTS &
< Intercluster settings Protected data =5
STORAGE ~ &
Network interfaces Volume protection
Overview Snapshot copies (local)
P ADDRESS
Volumes @ 28100102 [ — 210f the 62 volumes aren' protected.
@ 12168100101 o 0% 20% 0 a0% so% eo% 0 a0% T,

LUNs

NVMe namespaces
I 49.0fthe 62 volumes arenit protected.
Consistency groups
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Storage VMs
Back up to cloud

Tiers .
Cluster peers @ | 66 of the 66 volumes aren't backed up to cloud.
NETWORK -~ PEERED CLUSTER NAME 0% 10% 20% 30% 40% 50% 0% 0% 80% 90% 100%
© tme-at00
Overview
Ethernet ports wiadl Protect volumes Back up volumes to cloud Protect for business continuity
FC ports ediator @ &
EVENTS & JOBS v B Lets you select specific volumes for protection if you Lets you select which volumes you want to be backed Lets you protect a consistency group with a zero
don't need to protect entire storage VMs. up to a cloud destination. recovery time objective.
PROTECTION ]
Overview (D NetApp SnapCenter software simplifies backup, restore, and clone management for the applications hosted across ONTAP enabled platforms. Use NetApp SnapCenter for application-consistent
protection.
Relationships Storage VM peers
HOSTS o PEERED STORAGE VMS
1
SAN initiator groups
NVMe subsystem ~ Local policy settings ®
CLUSTER e
Oxenview: ~ Cloud object stores @
Hardware
Settings
Disks ~ Cloud Backup Service @  Status: (D Not configured

= [ ONTAP System Manager Search actions, objects, and pages

Storage VM peers  Protection overview

DASHBOARD

INSIGHTS Q search ® Show/hide V' = Filter
STORAGE ~ Storage VM Peered cluster Peered storage VM Status Applications using this peer

OvernEw svm200_bluexpdr_a700s tme-ag00 svm200_bluexpdr_a800 Peered SnapMirror

Volumes

Konfiguration von Storage-Layout und Konsistenzgruppen

In der ONTAP-Dokumentation "Ubersicht tiber die aktive SnapMirror-Synchronisierung in ONTAP" wird das
Konzept der Konsistenzgruppen mit SnapMirror Active Sync wie folgt beschrieben:

Eine Konsistenzgruppe ist eine Sammlung von FlexVol Volumes, die eine Konsistenzgarantie fur den
Applikations-Workload bietet, der fir Business Continuity geschiitzt werden muss.

Der Zweck einer Konsistenzgruppe besteht darin, gleichzeitige Snapshot Images mehrerer Volumes zu
erstellen. Auf diese Weise wird sichergestellt, dass absturzkonsistente Kopien einer Sammlung von Volumes
zu einem Zeitpunkt erstellt werden. Eine Konsistenzgruppe stellt sicher, dass alle Volumes eines Datensatzes
stillgelegt und dann zu genau dem gleichen Zeitpunkt eingerastet werden. So erhalten Sie einen
datenkonsistenten Restore-Zeitpunkt Uber Volumes hinweg, der den Datensatz unterstutzt. Eine
Konsistenzgruppe behalt dabei die abhangige Konsistenz der Schreibreihenfolge bei. Wenn Sie Applikationen
fur Business Continuity schitzen mdéchten, muss die Volume-Gruppe, die dieser Applikation entspricht, einer
Konsistenzgruppe hinzugefligt werden, damit eine Datensicherungsbeziehung zwischen einer Quell- und einer
Zielkonsistenzgruppe hergestellt wird. Die Quell- und Zielkonsistenz muss die gleiche Anzahl und den gleichen
Typ von Volumes enthalten.

Fir die Replizierung von HANA-Systemen muss die Konsistenzgruppe alle Volumes enthalten, die vom
einzelnen HANA-System verwendet werden (Daten, Protokoll und Shared). Volumes, die Teil einer
Konsistenzgruppe sein sollten, missen auf derselben SVM gespeichert werden. Betriebssystem-Images
kénnen auf einem separaten Volume mit einer eigenen Konsistenzgruppe gespeichert werden. Die Abbildung
unten zeigt ein Konfigurationsbeispiel mit zwei HANA-Systemen.
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Konfiguration der Initiatorgruppe

P
ETHANA

In unserem Lab-Setup haben wir eine Initiatorgruppe erstellt, die beide Storage-SVMs fur die aktive synchrone
Replizierung mit SnapMirror verwendet. In der spater beschriebenen Konfiguration fir aktive SnapMirror-

Synchronisierung wird festgelegt, dass die Initiatorgruppe Teil der Replizierung ist.

Mithilfe der Anndherungseinstellungen wurde festgelegt, welcher ESX Host sich in der Nahe des Storage-
Clusters befindet. In unserem Fall liegt die A700 in der Nahe von ESX-1 und die A800 ist nah an ESX-2.

= I ONTAP System Manager

SAN initiator groups

DASHBOARD
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= I ONTAP System Manager

Search actions, objects, and pages

SAN initiator groups
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PROTECTION

tme-ks-08-rhel-tcp_tme-ks-09-w19-tc
HOSTS ~ e

SAN initiator groups wol-igroup-1

NVMe subsystem

CLUSTER v

cluster_87_1

Overview  Hierarchy

Name

v cluster 87_1
esxi_118

esxi 120

All SAN initiator groups

Qsewh
Q Edit T Delete
Mapped LUNs

INITIATOR GROUP TYPE
Nested initiator group

Replication
REPLICATED TO SYM REPLICATED TO CLUSTER REPLICATION STATUS
svm200_bluexpdr_a800 tme-a800 OK
~ Initiators
Name Description Connection status @ In proximity to
10:00:00:10:95:17: @ox 5vm200_bluexpdr .
10:00:00:10:96:17: @ok svm200_bluexpr..
10:00:00:10:9b:40: @ox svm200_bluexpr..
10:00:00:10:9b:40: @ox svm200_bluexpdr....
Mapped LUNSs
Name [}
hana_data SMA 1
hana log SMA 2
hana_shared SMA 3
hana_test_lun 4

In einem nicht einheitlichen Access Setup darf die Initiatorgruppe im primaren Storage-Cluster

®

(A700) nur die Initiatoren des ESX-1-Hosts einschliel®en, da es keine SAN-Verbindung zu ESX-
2 gibt. Daruiber hinaus missen Sie eine andere Initiatorgruppe auf dem zweiten Storage-Cluster

(A800) konfigurieren, der nur die Initiatoren des ESX-2 Hosts enthalten. Die Proximity-
Konfiguration und die Replizierung von Initiatorgruppen sind nicht erforderlich.

Konfigurieren Sie den Schutz mit ONTAP System Manager

Il ONTAP System Manager

DASHBOARD Overview
INSIGHTS
< Intercluster settings
STORAGE ~
Network interfaces
Overview
Volumes © wasesi0002
LUNs @ 2168100101
NVMe

Consiste

Storage VMs

Cluster peers

NETWORK v PEERED CLUSTER NAME
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Search actions, objects, and pages

Protected data >

Volume protection
Snapshot copies (local)

210f the 62 volumes aren't protected.

SnapMirror (local or remote)

53 of the 62 volumes aren't protected.

Back up to cloud

66 of the 66 volumes aren't backed up to cloud.

Protect volumes

Lets you select specific volumes for protection if you don't need to
protect entire storage VMs.

Back up volumes to cloud

Lets you select which volumes you want to be backed up to a cloud
destination.

Protect for business continuity

Lets you protect a consistency group with a zero recovery time
objective.

(@ NetApp SnapCenter software simplifies backup, restore, and clone management for the applications hosted across ONTAP enabled platforms. Use NetApp SnapCenter for protection.

v Local policy settings @

v Cloud object stores @

~ Cloud Backup Service @  Status: ® Not configured

Replizierung von Konsistenzgruppen und Initiatorgruppen

Eine neue Konsistenzgruppe muss erstellt werden, und alle drei LUNs des HANA-Systems missen der
Konsistenzgruppe hinzugefligt werden.
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LInitiatorgruppe replizieren“ wurde aktiviert. Die Imitatorgruppe bleibt dann unabhangig, wo Anderungen
vorgenommen werden.

@ In einer nicht einheitlichen Zugriffseinrichtung darf die Initiatorgruppe nicht repliziert werden, da
auf dem zweiten Storage-Cluster eine separate Initiatorgruppe konfiguriert werden muss.

= I ONTAP System Manager
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STORAGE ~ AutomatedFailOverDuplex -
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Host information

Replicate initiator groups (%)

Configuration details

Indem Sie auf ,Annaherungseinstellungen® klicken, kdnnen Sie die zuvor im Setup der Initiatorgruppe
vorgenommenen Konfigurationen tberprifen.

= Il ONTAP System Manager

Proximity settings
Initiator

Initiator group: cluster_87_1
Mapped LUNs: 3

10:00:00:10:9b:17:04:69 Source
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Der Ziel-Storage-Cluster muss konfiguriert und die ,Initialisierungsbeziehung* aktiviert sein.
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Synchronisierung

Bei dem A700 Storage-Cluster (Quelle) ist die neue Beziehung jetzt aufgelistet.

INTAP System Manag

DASHBOARD
INSIGHTS
STORAGE
Overview

Volumes

LUNs

NVMe namespaces
Consistency groups
Storage VMs

Tiers

NETWORK
EVENTS & JOBS
PROTECTION
Overview
Relationships
HOSTS

SAN initiator groups
NVMe subsystem

CLUSTER

Relationships

Local destinations  Local sources

Q search 4 Download ~®© Show/hide Vv = Filter
Source Destination Policy type

V' svm200_bluexpdr_a700s:sudlevl svm200_bluexpdr_ a800:sudev1_dest Asynchronous
v svm200_bluexpdr_a700swol_nvme._1 svm200_bluexpdr_a800vol_wol_nvme_1_dest Asynchronous
V' svm200_bluexpdr_a700sDraas qa_lun svm200_bluexpdr_a800:Draas_qa_lun_dest Asynchronous
V' svm200_bluexpdr_a700swol_nvme 2 svm200_bluexpdr_ 28000l wol_nvme 2 dest Asynchronous
v svm200_bluexpdr_a700sNVME_FC_SCV_NEW svm200_bluexpdr_a800:NVME_FC_SCV_NEW_dest_1 Asynchronous
V' svm200_bluexpdr_a700sVOLUME_NVME_FC_PLUGIN_PRI svm200_bluexpdr_a800:vol VOLUME NVME_FC_PLUGIN PRI dest Asynchronous
V' svm200_bluexpdr_a700sinvme wol 1 svm200_bluexpdr_ a800wol_nvme_1_dest Asynchronous
v svm200_bluexpdr_a700s:/cg/cg_hana_sma svm200_bluexpdr_a800/cg/cg_hana sma Synchronous

ing 1-9 of 9 Relationships

e

Am A800 Storage-Cluster (Ziel) werden die neue Beziehung und der Status der Replizierung aufgefiihrt.
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v svm200_bluexpdr a7005NVME_FC_SCV_NEW $Vm200_bluexpdr a800NVME_FC_SCV_NEW, dest 1 Asynelireneus © Healthy © Mirrored 57 minutes, 7 seconds
v svm200_bluexpdr_a700s:VOLUME_NVME_FC_PLUGIN_PRI 5vm200_bluexpdr_a800:vol VOLUME_NVME_FC_PLUGIN_PRI.de  Asynchronous (@ Healthy @© Mirrored 57 minutes, 7 seconds

st

v sm200 bluexpdr a700svme oL B T p—— Mirorandvault © Heslty © Mirored 141 days, 20 hours, 5 minutes and 4 seconds
- st s = s =

5vm200_bluexpdr. a700sy/cg/cg_hana_sma 5Vm200_bluexpdr_a800:/cg/cg_hana sma AutomatedFailOverDuplex (© Healthy C synchronizing
P oS —— vy ———— prrs———— @ Healy @insie

1-100f10 ¢ 1

Der Datastore, in dem die OS-Images des HANA-Systems, SnapCenter und das vSphere Plug-in gespeichert
werden, wird in der gleichen Weise repliziert wie bei den HANA-Datenbankdatenspeichern beschrieben.
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Priméarer Standort

Das aktive Synchronisierungsverhalten von SnapMirror ist symmetrisch, mit einer wichtigen Ausnahme:

Konfiguration des primaren Standorts.

SnapMirror Active Sync betrachtet einen Standort als ,Quelle” und den anderen als ,Ziel“. Dies impliziert eine
One-Way-Replikationsbeziehung, aber dies gilt nicht fur das 10-Verhalten. Die Replizierung ist bidirektional
und symmetrisch, und die I/0O-Reaktionszeiten sind auf beiden Seiten der Spiegelung identisch.

Wenn die Replikationsverbindung verloren geht, stellen die LUN-Pfade auf der Quellkopie weiterhin Daten
bereit, wahrend die LUN-Pfade auf der Zielkopie erst dann nicht mehr verfligbar sind, wenn die Replikation
wiederhergestellt ist und SnapMirror wieder in den synchronen Zustand wechselt. Die Pfade setzen dann das

Bereitstellen von Daten fort.

Der Effekt der Festlegung eines Clusters als Quelle steuert einfach, welches Cluster als Lese-/Schreib-
Speichersystem Uberlebt, wenn die Replikationsverbindung verloren geht.

Der primare Standort wird von SnapCenter erkannt und zur Durchfiihrung von Backup-, Wiederherstellungs-

und Klonvorgangen verwendet.

@ Beachten Sie, dass Quelle und Ziel nicht an SVM oder Storage-Cluster gebunden sind, sondern
fur jede Replizierungsbeziehung unterschiedlich sein kénnen.

DASHBOARD

Local destinations  Local sources

INSIGHTS

STORAGE v

NETWORK v Source
EVENTS & JOBS v svm200_bluexpdr_a700s:NVME_FC_SCV_NEW
PROTECTION = v svm200_bluexpdr a700s:VOLUME_NVME_FC_PLUGIN_PRI
Overview v sym200_bluexpdr_a700s:nvme_wvol_1
Relationships
v svm200_bluexpdr_a700snvme wol 2
HOSTS ~
> svm200_bluexpdr_a700s/cg/cg_hana_sma
SAN initiator groups
NVMe subsystem PROTECTION POLICY
AutomatedFailOverDuplex
CLUSTER & d
St
@ n sync
n tme-a700s-clus.
CONSISTENCY GROUP.
cg_hana_sma
]

10.61.180.97
A

SnapCenter-Konfiguration

Destination

Svm200_bluexpdr_a800:NVME_FC_SCV_NEW._dest_1
5vm200_bluexpdr_a800:vol VOLUME_NVME_FC_PLUGIN_PRI_dest
svm200_bluexpdr_a800:wol_nvme_1_dest
svm200_bluexpdr_a800:wol_nvme_2_dest

svm200_bluexpdr_a800:/cg/cg_hana_sma

TRANSFER STATUS. 1S HEALTHY?
Success

CONTAINED LUNS (SOURCE) FAILOVER MODE
/vol/han: a_SMA/hana_data_SMA, Planned (Completed)

/vol/hana_log_SMA/hana_log_SMA and 1 more
1 tme-a800
CONSISTENCY GROUP
© cg_hana_sma

L Download @ Show/hide ™ = Filter
Policy type
Asynchronous
Asynchronous
Asynchronous
Asynchronous

Synchronous

Wie bereits zu Beginn des Dokuments erwahnt, dient das Dokument dazu, Best Practices
fur eine HANA-Umgebung mit VMware mit VMFS und SnapMirror Active Sync
bereitzustellen. Wir behandeln nur Details und wichtige Schritte, die fur diese spezifische
Ldsung relevant sind, und erlautern die allgemeinen SnapCenter-Konzepte nicht. Diese
Konzepte und weitere Informationen zu SnapCenter finden Sie unter:

"Technischer Bericht: SAP HANA Backup and Recovery with SnapCenter"
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"TR-4719: SAP HANA System Replication — Backup und Recovery mit SnapCenter"

"TR-4667: Automatisierung von SAP HANA Systemkopie und Klonvorgangen mit SnapCenter"

Voraussetzungen

Im Aligemeinen sollte SnapMirror Active Sync eingerichtet werden, bevor die geschiitzten Ressourcen zu
SnapCenter hinzugefiigt werden. Wenn Backups vor der Einrichtung von SnapMirror Active Sync erstellt
wurden, sind sie nur im urspringlichen primaren Speicher vorhanden und werden danach nicht repliziert.

Die SnapCenter HANA-Ressource muss automatisch erkannt werden

Ressourcen, die mit VMware VMFS oder mit SnapMirror Active Sync geschitzten Ressourcen konfiguriert
sind, missen automatisch von SnapCenter erkannt werden, damit bestimmte Vorgange fiir diese
Konfigurationen méglich sind.

Da HANA-nicht-Daten-Volumes immer manuell konfigurierte Ressourcen in SnapCenter sind, werden sie nicht
von SnapCenter out of the box unterstitzt. Im weiteren Verlauf dieses Dokuments besprechen wir Optionen
und Problemumgehungen fir nicht-Datenvolumes.

SAP HANA mehrere Hostsysteme mussen Uber ein zentrales HANA-Plugin konfiguriert werden und sind daher
standardmafig manuell konfigurierte Ressourcen. Solche HANA-Systeme werden von SnapCenter nicht
unterstitzt, wenn VMware VMFS oder SnapMirror Active Sync verwendet wird.

SnapCenter fiir VMware vSphere-Plugin

Das SnapCenter fiir VMware vSphere Plug-in muss in der VMware Umgebung implementiert werden.

Management-IP-Adresse auf der SVM, die die Volumes hostet

Obwohl SnapCenter Cluster hinzugefligt werden, muss fur die SVMs, die die Quell- und Ziel-Volumes hosten,
eine Management-IP-Adresse konfiguriert sein.

REST-APIs zur Storage-Kommunikation

Fir das Management und die Uberwachung der aktiven SnapMirror-Synchronisierung ist REST-API-Zugriff
erforderlich. Daher muss SnapCenter so konfiguriert werden, dass es REST-APIs fiir Storage-Kommunikation
verwendet. Der Parameter "IsRestEnabledForStorageConnection" in der Konfigurationsdatei +
C:\Programme\NetApp++SMCore+\++SMCoreServiceHost.dll.config muss auf true gesetzt werden.

<add key="IsRestEnabledForStorageConnection" value="true">
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o w | SMCore

Share

Visw

L v i # This PC » Local Disk{C:} * Program Files » Metdpp * SMCore » COMNFIG File
Mame Date modified Type « Size
w Quick access
B Desktop + | App.config 11/8/2024 5:34 AM COMNFIG File & KB
| SMCoreServiceHest dil.config TATA2025 159 AN COMFIG File 5 KB
& Downloads * o= .
B smloblauncher.dll.config 11/8/2024 5:35 AM COMFIG File 1 KB
& Docomants:: <& smlobsHelper.dil.config 11/8/2024 5:36 AM CONFIG File 1k8
= Pictures o _ SnapDrive.Nsf.Common Configuration.dil..  11/8/2024 5:35 AM CONFIG File 3KB
B This pr SnapDrive Nsf.Common.infrastructuredll..  17/8/2024 5:45 AM CONFIG File I KB
| ive. Msf, J il 11/8/2024 5:35 Al FI Fil 3
B 3D Objects _ SnapDnive Nsf Commaon.Logging dil.config /B/A024 535 AM CONFIG File KB
— Snaplrive.Nsf. Common PowerShelldilco..  17/8/2024 5:35 AM COMFIG File 3 KB
0
P SnapDnve Msf Core.dll.config 11/8/2024 5:35 AM CONFIG File IKB
% Documents g 5 e A e e les
Snaplrive.Nsi.Core Storage.dll.config 11/6/2024 5:35 AM CONFIG Fie KB
& Downloads " SnapDrive Msf ServiceProvidersdliconfig  11/8/2024 5:35 AM COMFIG File 3IKB
,.h Music WiWareProwy.dil.config 11872024 5:35 &AM COMNFIG File 1 KB
= Pictures | web.config 11/B/2024 5:44 AM CONFIG File 1 KB
B videos
£ Local Bisk (€}
o Metwork
Nach der Parameteranderung muss der SnapCenter-SMCore-Dienst neu gestartet werden.
. Services O x

fle Acion \View Help
o M ECOG= HE »oann

s Sorvcs oo |
SnapCenter SMCore Service MName Description Status Startup Type Log On As il
QSemnty Accounts Manager  Thestartup .. Running  Automatic Local System
b "'":;“""“‘T €2 sensor Data Service Delivers dat.. Disabled Local System
T e {5 Sensor Manitoring Service Manitors va_ Manual (Tngg-  Local Service
G Sensar Service A service for - Manual (Trigg-.  Local System
?ﬁmsmeh G server Supports file. Running  Automatic(Tri. Local System
canmminicating with host \_f&shared PC Account Manager  Manages pr Disabled Local System
QSIMII Hardware Detection Provides mot.  Running  Automatic Local System
35& Smart Card Manages ac_ Manual (Tngg_ Lol Service
£} Smart Card Device Enumerat_  Creates soft. Disabled Loeal System
?QSmm Card Removal Policy Allows the s... Manual Local System
L 2r SMCore VICE e er g ak L ytem
5 SNMP Trap Receives tra.. Manual Local Service
{54 Software Protection Enables the _ Automatic (De. Network Se..
\.QSFH:BF Administration Cons..  Allows admi- Manual Local Systemn
aSpm Verifier Verifies pote. Manual (Trigg..  Local System
{5}, 5SDP Discovery Discovers ne_ Disabled Local Senvice
), State Repository Sarvice Providesreq. Running  Automatic Loocal System
Qsml Image Acgquisition Events  Launches ap.. Manual Local System
\.':‘&Stnrageservwe Providesena- Running  Automatic(De. Local System
ChStorage Tiers Management  Optimizes th_ Marual Local System
£} SysMain Maintsinsa. Running  Automatic Local System
(£} System Event Notification S, Manitorssy.  Running  Automatic Local System
&) System Events Broker Coordinates . Running  Autormatic (Tri.  Local System
£ System Guard Runtime Mon_  Monitors an_ Manual (Tigg—  Local System
QTask Scheduler Emablesaus. Running Automatic Local System
@TCP,.IP MetBIOS Helper Provides sup_. Running  Manual (Tigg- Local Service
fe;Telephnny Pravides Tel Manual Network Se_
£ Themes Providesuse. Running  Automatic Local System
£} Time Broker Coordinates - Running  Manual (Trigg-  Local Service
3 Trusch Kanhoard and Hancw  Enahles Tus  Bunnina  Augomatic (T Lacal Sustem :
Extended /, Standard /

153




Storage-Systeme hinzufiigen

Storage-Systeme konnen hinzugefligt werden, nachdem die REST-API flir SnapCenter aktiviert ist. Es missen
nicht die einzelnen SVMs, sondern beide Storage-Cluster hinzugefligt werden.

~ % scadmin  SnapCenterAdmin [ Sign Out

N NetApp SnapCenter®
ONTAP Storage  Azure NetApp Files

<
T e LT ONTAP Clusters [ search by Name g
New
Resources
u ONTAP Storage Connections
2 Monitor o Name B e User Name Platform Controller License
o Reports | tme-a700s-clus.rtp.openenglab.netapp.com 10.193.39.81 ... admin AFF o
[ ] tme-a800-01-02-cm.rtp. netapp.com 10.193:39.129 admin AFF o
&% Hosts
1B Storage Systems
2= Settings
A Aerts

~ % scadmin  SnapCenterAdmin [ Sign Out

ONTAP Storage ~ Azure NetApp Files

235 Dashboard
Resources .
9 ONTAP Storage Connections
2 Monitor O Name [E Cluster Name User Name Platform Controller License
M Reports domain tunnel tme-a800-01-02-cm.rtp.openenglab.netapp.com AFF v
NVMe-svm1 02-cm.rtp. netapp.com AFF v
&% Hosts
svm0 tme-a800-01-02-cm.rtp.openenglab.netapp.com AFF v
i
Storage Systems svm0 NVMe 01-02-cm.rtp. netapp.com AFF v
Settings svm200 bluexpdr a700s 10.193.39.178 tme-a700s-clus.rtp.openenglab.netapp.com AFF v
svm200 bluexpdr a800 1-02-c.rtp. netapp.com AFF v
A Aers
use test tme-a800-01-02-cm.rtp.openenglab.netapp.com AFF v

Host hinzufiigen — SnapCenter fiir VMware vSphere Plug-in

Wenn eine Ressource in SnapCenter in einer virtualisierten VMware Umgebung ausgefuhrt wird, nutzt
SnapCenter das SnapCenter Plug-in fur VMware vSphere, um die Backup-, Restore- und Klon-Workflows von
SnapCenter mit den erforderlichen Schritten auf der VMware Ebene zu erweitern.

Bevor der Host in SnapCenter hinzugefligt werden kann, muss das SnapCenter Plug-in fir VMware vSphere in
der VMware Umgebung implementiert werden.

@ Die Anmeldeinformationen missen wahrend des Host-Add-Workflows festgelegt werden, wobei
vSphere als Hosttyp ausgewahlt werden kann.

in  SnapCenterAdmin @ Sign Out

M NetApp SnapCenter®

X

Add Host

[ion] sioes o]
HostName = Host Name or IP [i]
tme-3300-ef501-02-d1 Credentials [ None -]+

- [

Prechecks and of pl P using al that is set to "None'. Plug-ins must be manually Installed and plug-in services should be up and running. ®
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N NetApp SnapCenter® ~ % scadmin  SnapCenterAdmin [ Sign Out

Managed Hosts ~ Disks  Shares Initiator Groups  ISCSI Session

S
ot
8 pesnboard Search by Name +
Ada
@  Resources
Host Type Plug-ins. Overall Status
P ’
<& Monitor Al - ‘ VMware vSphere ~ | Nothing Selected
~
il Reports [ Name 1= Type System Plugin Version Overall Status
& Hosts ] tme-a300-efs01-02-d1 vSphere Stand-alone VMware vSphere 6.0.1 ® Running
3-8 Storage Systems
2= Settings
A Nerts

I NetApp SnapCenter® ~  Rscadmin  SnapCenterAdmin [ Sign Out

Managed Hosts X
[y b

Search by Name

Host Details

Host Name tme-a300-efs01-02-d1

[ Name Ik Alerts
- = HostIP 10.193.39.112
[ hanat No Alerts
tme-a300-efs01-02-d1 Overall Status @ Running

. Host Type vSphere

System Stand-alone
Credentials ~ vsphere |+

Push Server

Credentials ||

VCenter Host 10.193.67.87
VCenter Port 443
VCenter User administrator@vsphere.local
Plug-ins SnapCenter Plug-in 6.0.1 for VMware vSphere

VMware vSphere

@ Beim SnapCenter fur vSphere Plugin selbst ist keine zusatzliche Konfiguration erforderlich.

Host — HANA-System hinzufiigen

@ Keine besonderen Anforderungen. Plugin-Bereitstellung und automatische Erkennung erfolgt
wie gewohnt.

Durch den automatischen Erkennungsprozess erkennt SnapCenter, dass die HANA-Ressource virtualisiert mit
VMFS/VMDKSs ausgefihrt wird. SnapCenter erkennt auRerdem die SnapMirror Active Sync Einrichtung und
identifiziert den aktuellen primaren Standort.

Nach der automatischen Ressourcenerkennung wird der aktuelle primare Standort im Abschnitt Storage

Footprint der Ressourcenansicht angezeigt. Die Erkennung, welches Storage-System Master ist, basiert auf
der Ausgabe des Befehls ONTAP, der von SnapCenter verwendet wird.

volume show -vserver <vs> -volume <vol> -fields smbc-consensus, is—-smbc-
master
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M NetApp SnapCenter® @ = @©- 2sadmin  SnapCenterAdmin [ SignOut

saprana | Resource - Details X

Search databases

Details for selected resource

2w System
— Type Multitenant Database Container

HANA System Name SMA
siD SMA
Tenant Databases SMA
Plug-in Host hana-1
HDB Secure User Store Key SMAKEY
HDBSQL OS User smaadm
Log backup location Jusr/sap/SMA/HDBOO/backup/log
Backup catalog location Just/sap/SMA/HDBOO/backup/log
System Replication None
Plug-in name SAP HANA
Last backup 01/29/2025 3:14:18 AM (Completed)
Resource Groups hana-1_hana_MDC_SMA
Policy SM-AS-Policy
Discovery Type Auto

Storage Footprint

SVM Volume Junction Path LUN/Qtree

10.193.39.178 hana_data_SMA hana_data_SMA

Konfiguration von Richtlinien

Die Richtlinie, die fiir die mit SnapMirror Active Sync geschutzte Ressource verwendet wird, muss mithilfe der
SnapMirror-Replizierung konfiguriert werden, auch wenn SnapCenter keine SnapMirror Update-Vorgange
auslost.

Modify SAP HANA Backup Palicy x

0 Name Select secondary replication options @

o Palley type Update SnapMirror after creating a local Snapshat copy.

o‘inapshm [J Update SnapVault after creating a local Snapshot copy.
Secondary policy label . Hourly - @

o summary Error retry count 3 o

N NetApp SnapCenter® 2 ~ % scadmin  SnapCenterAdmin [ Sign Out
Global Settings ~ Policles ~ UsersandAccess  Roles  Credential  Software
sapHanA [

855 Dashboard
"o

@ Resources . - cony

@ Montor Name Iz Scope Schedule Type Snapshot Backup Replication

e £ smas-Policy Data Backup Hourly Coples to keep: 7 copies SnapMirror

il Reports =

Hosts

1 Storage Systems

Konfiguration der HANA-Ressourcensicherung

Keine besonderen Anforderungen. Die Konfiguration des Ressourcenschutzes erfolgt wie gewohnt.

SnapCenter-Backup-Vorgange

Bei jedem Backup-Vorgang fuhrt SnapCenter die Erkennung auf VMware-Seite aus und
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erkennt den primaren Standort. Bei einem Storage-Failover erkennt SnapCenter den
neuen primaren Standort, sobald ein Backup fur die Ressource ausgefuhrt wurde.

Job Details

Backup of Resource Group ‘hana-1_hana_MDC_SMA' with policy 'SM-AS-Policy"

+ v Backup of Resource Group 'hana-1_hana_MDC_SMA' with policy 'SM-AS-Policy"

v v hana-1
v Backup
» Validate Dataset Parameters
v » Validate Plugin Parameters
v » Complete Application Discovery
¥ Initialize Filesystem Plugin
I » Discover Filesystem Resources I
» Populate storage details
» Validate Retention Settings
v » Quiesce Application
v » Quiesce Filesystem
v » Create Snapshot
v » UnQuiesce Filesystem
v » UnQuiesce Application
v » Get Snapshot Details
v » Get Filesystem Metadata

v

Get Virtualization Metadata

v

Finalize Filesystem Plugin

» Callact Autaciinnart data

o’
© Task Name: Backup Start Time: 01/29/2025 3:13:07 AM End Time: 01/29/2025 3:14:51 AM

View Logs Close

Topologieansicht

X Job Details X
Backup of Resource Group 'hana-1_hana_MDC_SMA' with policy 'SM-AS-Policy’ .

v » ropulate storage aetais =

v » Validate Retention Settings

v » Quiesce Application

v » Quiesce Filesystem

v » Create Snapshot

v » UnQuiesce Filesystem

v » UnQuiesce Application

v » Get Snapshot Details

v » Get Filesystem Metadata

v » Get Virtualization Metadata

v » Finalize Filesystem Plugin

v » Collect Autosupport data

v » Secondary Update

v » Register Backup and Apply Retention

v » Register Snapshot attributes

v » Application Clean-Up

o » Data Collection

v » Agent Finalize Workflow

+ P Replicating to Secondary

«  » Backup of Resource Group 'hana-1_hana_MDC_SMA with policy 'SM-AS-Policy'

v ¥ (Job 250 ) Monitor snapshot in secondary for SCC_BACKUP -

~ @ Task Name: Backup Start Time: 01/29/2025 3:13:07 AM End Time: 01/29/2025 3:14:51 AM =

View Logs Close

In der Topologieansicht zeigt SnapCenter die Backups sowohl des Quell- als auch des Ziel-Storage-Clusters.

N NetApp SnapCenter®

SAP HANA . SMA Topology
Search databases

e System

o Manage Copies
SMA 3 Backups
o @ EEE 0 Clones
= | 0Clones -
irror copies

'

Local copies

Primary Backup(s)

search Y

Backup Name
SnapCenter_SM-AS-Policy_Hourly_01-29-2025_03.13.06.0256
SnapCenter_SM-AS-Policy_Hourly_01-20-2025_03.00.44.5500

SnapCenter_SM-AS-Policy_Hourly_01-29-2025_02.10.00.0284

©- Lscadmin  SnapCenterAdmin [ Sign Out

e

Backup to Object Store

Remove Protection

X

Maintenance

(1]

Back up Now. Configure Database

Summary Card

6 Backups
& Snapshot based backups
0 File-Based backups @

0 Clones

0 Snapshots Locked

Snapshot Lock Expiration Count End Date
1 01/29/2025 3:14:18 AM £
1 01/29/2025 3:01:57 AM £
1 01/29/20252:11:26 AM £
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M NetApp SnapCenter® @ &= ©- Lscadmin  SnapCenterAdmin  [§SignOut

SAP HANA . SMA Topology X
Search databases ~ %
(o] System
Manage Copies
SMA I— 3 Backups
@ 3Backups o O 0 Clones Summary Card
Swpe'| OGlones Mirror copies 6 Backups
Local copies 6 Snapshat based backups
0 Fie Based backups @
0 Clones
0 snapshots Locked
Secondary Mirror Backup(s)
search Y
Backup Name Snapshot Lock Expiration Count End Date
SnapCenter_SM-AS-Policy_Hourly_01-29-2025_03.13.06.0256 1 01/29/2025 3:14:18 AM &
SnapCenter_SM-AS-Policy_Hourly_01-29-2025_03.00.44.5500 1 01/29/2025 3:01:57 AM £
SnapCenter_SM-AS-Policy_Hourly_01-29-2025_02.10.00.0284 1 01/29/2025 2:11:26 AM £

Durch Klicken auf die Zahlzahl im sekundaren Speicher wird die aktuelle Beziehung und Replikationsrichtung
angezeigt. Die Quelle ist immer der aktuelle primare Standort. Nach einem Speicher-Failover andert sich der
primare Standort und die Anzeige wird entsprechend angepasst. Alle Backups verfiigen immer Uber die
gleiche Beziehung, je nach Speichersystem derzeit der primare Standort ist.

Details X
Source ES Relation Destination BackupCount
svm200_bluexpdr_a700s:hana_data_SMA Mirror svm200_bluexpdr_aB00:vol_hana_data_SMA_dest 1

Total 1

Close

Snapshots auf Storage-Systemen
Die von SnapCenter erstellten Snapshot Backups sind bei beiden HANA Daten-Volumes auf beiden Storage-

Systemen verfligbar. ONTAP erstellt zusatzliche Snapshots auf Konsistenzgruppenebene, die auch fir alle
anderen HANA-Volumes verfiigbar sind.

Die Abbildung unten zeigt die Snapshots des HANA-Daten-Volumes beim A700-Cluster.
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ONTAP System Manager Search actions, objects, and pages

DASHBOARD V0|umes
INSIGHTS i More Q search
STORAGE ~ Name
hana_data_SMA Al Volumes QEdit i More
Overview Q hand
Vol
olumes hana_data_SMA Overview ~ Snapshot copies  SnapMirror  Back up to cloud
LUNs

hana_shared SMA
NVMe namespaces

v =

Consistency groups hana_log_SMA + Add Q search  © Show/hide Filter
Storage VMs hana_test_lun Name Snapshot copy creation time Snapshot restore size (@)
Tiers

SnapCenter_SM-AS-Policy_Hourly_01-29-2025_03.13.06.0256 1an/29/2025 6:13 AM 3.26GiB
NETWORK ~

G.066356b3-5506-11ef-bcf8-d039ea0503a4_2163612411.2025-01-29.110638  Jan/29/2025 6:06 AM 329GiB

Overview

SnapCenter_SM-AS-Policy_Hourly_01-29-2025_03.00.44.5500 Jan/29/2025 6:01 AM 328GiB
Ethernet ports
FC ports SnapmirrorCG.1ab89ec7-5506-11ef-a3fb-00a09822473_2154262914.2025-01-29 055923 Jan/29/2025 5:59 AM 328GiB
EVENTS & JOBS v SnapCenter_SM-AS-Policy_Hourly_01-29-2025_02.10.00.0284 1an/29/2025 5:10 AM 3.28GiB
PROTECTION ~ SnapmirrorCG.1ab89ec7-5506-11ef-a3fb-00a09822473 2154262914.2025-01-29 041600 Jan/29/2025 4:16 AM 326 GiB
Overview SnapmirrorCG.1ab89ec7-5506-11ef-a3fb-00a09822473_2154262914.2025-01-29 011600 Jan/29/2025 1:16 AM 325GiB
Relationships

snapmirror.1ab89ec7-5506-11ef-a3fb-00a098e22473_2154262914.2025-01-24_152850 Jan/24/2025 10:28 AM 3.16 GiB
HOSTS ~
SAN initiator groups
NVMe subsystem
CLUSTER v

Showing 1 - 8 of 8 Snapshot Copies 1

Die Abbildung unten zeigt die Snapshots des HANA-Daten-Volumes auf dem A800 Cluster.

= I NetApp ONTAP System Manager | tme-a800 (- Q search actions, objects, and pages ) 0 <> e
Dashboard « Back to Volumes
Insights
vol_hana_data_...
Storage ~
Overview Overview Snapshots SnapMirror Back up to cloud Security File system Quota Reports & Edit i More
Volumes
LUNs
+ Add a m =
NVMe namespaces
Consistency groups ] Neme Snapshot creation time Snapshot restore size ()
Shares
SnapCenter_SM-AS-Policy_Hourly_01-29-2025_03.13.06.0256 Jan/29/2025 6:13 AM 3.07GiB
Qtrees
c b Tef-bef 2163612411.2025-01-29_110638 Jan/29/2025 6:06 AM 3,06 GiB
Quotas
Storage VMs SnapCenter_SM-AS-Policy_Hourly_01-29-2025_03.00.44.5500 Jan/29/2025 6:01 AM 3.05GiB
Tiers SnapmirTorCG.1ab89ec-5506-11ef-a3fb-00a098622473_2154262914.2025-01-29_055923 Jan/29/2025 5:59 AM 305 Gig
Network ~ SnapCenter_SM-AS-Policy_Hourly_01-29-2025_02.10.00.0284 Jan/29/2025 5:10 AM 3,06 GiB
Overview snapmirrorCG.1ab89ec7-5506-11ef-a3fb-00a098e22473_2154262914.2025-01-29_041600 Jan/29/2025 416 AM 3.05GiB
Ethernet ports
SnapmirTorCG.1abB9ec-5506-11ef-a3fb-00a098e22473_2154262914.2025-01-29_011600 1an/29/2025 1:16 AM 3.04Gig
FC ports
snapmirror.1ab89ec7-5506-11ef-a3fb-00a098¢22473_2154262914.2025-01-24_152850 Jan/24/2025 10:28 AM 3.01GiB
Events &jobs
snapmirror.1ab89ec7-5506-11ef-a3fb-00a098e22473_2154262914.2025-01-24_152849 Jan/24/2025 10:28 AM 3.01GiB
Protection ~
Overview

Relationships

Hosts v
1-90f9 < < 1

Cluster v

SnapCenter Restore und Recovery

Wenn virtuelle Ressourcen auf VMFS/VMDK gespeichert sind, erfolgt eine SnapCenter-
Wiederherstellung immer durch einen Klon-, Mount- und Kopiervorgang.

1. SnapCenter erstellt auf Basis des ausgewahlten Snapshots einen Volume-Klon

2. SnapCenter bindet die LUN im geklonten Volume als neuen Datastore in den ESX Host ein
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. SnapCenter fligt die VMDK innerhalb des Datenspeichers der HANA-VM als neue Festplatte hinzu

. SnapCenter bindet die neue Festplatte an das Linux Betriebssystem an

. Wenn der Kopiervorgang abgeschlossen ist, werden alle oben genannten Ressourcen wieder entfernt

3
4
5. SnapCenter kopiert die Daten von der neuen Festplatte zurtick in den urspriinglichen Speicherort
6
7

. Die HANA-Wiederherstellung erfolgt wie gewohnt

Die Gesamtlaufzeit des Wiederherstellungsvorgangs ist daher abhangig von der Datenbankgréf3e und dem
Durchsatz der FC-Verbindung zwischen den Storage-Clustern und den ESX-Hosts.

Wenn eine Ressource mit SnapMirror Active Sync konfiguriert ist, kann die SnapCenter-Wiederherstellung
auch nur am aktuellen primaren Standort ausgewahlt werden.

Job Details X

Restore 'hana-1\hana\MDC\SMA'

« v Restore 'hana-1\hana\MDC\SMA'

v v hana-1

v v Restore

v » Validate Plugin Parameters

v ¥ Pre Restore Application

v » Stopping HANA instance

v » Filesystem Pre Restore

v v PreRestore for Virtual Resources
v v Detach Virtual Disks

v » Restore Filesystem

v v Restore for Virtual Resources

v Attach Virtual Disks

v v Filesystem Post Restore

v v Recover Application

v Recovering system database

v » Checking HDB services status

v » Recovering tenant database 'SMA'
v » Starting HANA instance

v » PostRestore for Virtual Resources

» Cleaning Storage Resources

. » Pnct Ractara Cleaniin FilaQuctam

@ Task Name: Recovering system database Start Time: 01/29/2025 4:55:12 AM End Time: 01/29/2025 4:55:31 AM

View Logs Close

Job Details X
Restore 'hana-1\hana\MDC\SMA' .

v ¥ I RESWUIE ApPILAULT .

v » Stopping HANA instance

v » Filesystem Pre Restore

v v PreRestore for Virtual Resources

v v Detach Virtual Disks

v » Restore Filesystem

v v Restore for Virtual Resources

v v Attach Virtual Disks

v v Filesystem Post Restore

v v Recover Application

Recovering system database

v » Checking HDB services status

v » Recovering tenant database 'SMA'
v » Starting HANA instance

v » PostRestore for Virtual Resources

v » Cleaning Storage Resources

v » Post Restore Cleanup FileSystem

v » Application Clean-Up

v » Data Collection

v » Agent Finalize Workflow

v » (Job 254)(Job 254) read UnmountBackup

@ Task Name: Recovering system database Start Time: 01/29/2025 4:55:12 AM End Time: 01/29/2025 4:55:31 AM

View Logs Close

Wahrend der Restore- und Recovery-Vorgang ausgefihrt wird, sehen Sie ein neues geklontes Volume, das

am aktuellen Primarstandort erstellt wurde.

= NI ONTAP System Manager Search actions, objects, and pages Q @ © ©6
DASHBOARD Volumes
INSIGHTS i More Qsearch L Download @ show/hide Vv [IIES
| STORAGE ~ Name Storage VM % Status Capacity IOPS  Latency (ms)  Throughput (MB/s)  Protection
Overview
NeLvIew: Q | hana Q [hie ( v > > > > @y v
Volumes
Vv hana_data_SMA svm200_bluexpdr_a700s ©online ! 320GiB 10 013 051
584 GiB used 298 GiB available =
LUNs
NVMe namespaces Vv hana_data_SMA Clone_0129250507433563 svm200_bluexpdr_a700s © online ! 320GiB 75 on 367
3.26 GiB used 301 GiB available
Consistency groups
V' hana_shared SMA 5vm200_bluexpdr_a700s @ online == 215GiB 10 012 041
Storage VMs 16 GiB used 188 Gi available
Tiers Vv hana_log_SMA svm200_bluexpdr_a700s ©online ® 163 GiB 10 0.10 035
41GiB used 150 GiB available
NETWORK v

v hana_test_lun svm200_bluexpdr_a700s

EVENTS & JOBS v

PROTECTION w
HOSTS v
CLUSTER ™
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Auf dem HANA Linux Host sehen Sie eine neue Festplatte, die auf den Host gemountet wurde. Wenn die
Wiederherstellung abgeschlossen ist, werden die Festplatte, Datenspeicher und Volumes von SnapCenter
wieder entfernt.

hana-1:~ # df -h

Filesystem Size Used Avail Use% Mounted on

devtmpfs 4.0M 8.0K 4.0M 1% /dev

tmpfs 49G 4.0K 49G 1% /dev/shm

tmpfs 13G 58M 13G 1% /run

tmpfs 4.0M 0 4.0M 0% /sys/fs/cgroup

/dev/mapper/system-root 60G 36G 24G 60% /
/dev/mapper/system-root 60G 36G 24G 60% /.snapshots
/dev/mapper/system-root 60G 36G 24G 60% /boot/grub2/i386-pc
/dev/mapper/system-root 60G 36G 24G 60% /home
/dev/mapper/system-root 60G 36G 24G 60% /boot/grub2/x86 64-efi
/dev/mapper/system-root 60G 36G 24G 60% /opt
/dev/mapper/system-root 60G 36G 24G 60% /srv
/dev/mapper/system-root 60G 36G 24G 60% /usr/local
/dev/mapper/system-root 60G 36G 24G 60% /tmp
/dev/mapper/system-root 60G 36G 24G 60% /root
/dev/mapper/system-root 60G 36G 24G 60% /var

/dev/sdb 200G 8.0G 192G 4% /hana/data/SMA/mnt00001

/dev/sdc 120G 7.0G 113G 6% /hana/log/SMA/mnt00001

/dev/sdal 253M 5.1M 247M 3% /boot/efi

/dev/sdd 150G 28G 123G 19% /hana/shared

tmpfs 6.3G 48K 6.3G 1% /run/user/467

tmpfs 6.3G 28K 6.3G 1% /run/user/0

/dev/sde 200G 8.0G 192G 4%
/var/opt/snapcenter/scu/clones/hana data SMAmnt00001 255 scu clone 1
hana-1:~ #

Aktualisierung des SAP-Systems

Klonvorgange kbnnen am primaren Standort oder im sekundaren Storage ausgefuhrt
werden.

Das geklonte Volume ist nicht Teil der HANA-Konsistenzgruppe und wird nicht mit der aktiven SnapMirror-
Synchronisierung repliziert.

Detaillierte Informationen zu den Workflows fir die Systemaktualisierung sind verfligbar unter: "TR-4667:
Automatisierung von SAP HANA Systemkopie und Klonvorgangen mit SnapCenter"

Nicht datenbasierte SnapCenter-Volumes

Wenn Ressourcen in SnapCenter manuell konfiguriert und nicht automatisch erkannt
werden, erkennt SnapCenter die aktive Synchronisierung von VMware und SnapMirror
nicht. Daher werden sie von SnapCenter nicht nativ unterstutzt.
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Bei nicht-Daten-Volumes wie HANA Shared kdnnten Backup- und Restore-Vorgange unter Bertcksichtigung
zusatzlicher manueller Schritte weiterhin mit SnapCenter ausgefiihrt werden.

Ausfall des in SnapCenter konfigurierten Storage-Systems

Bei einem Ausfall des in SnapCenter konfigurierten Storage-Systems wechselt SnapCenter nicht automatisch
zu dem anderen Storage-System. Die nicht datenbezogene Volume-Ressource muss manuell angepasst
werden, damit die gespiegelte Kopie des Volumes fiir Backup- und Restore-Vorgange verwendet wird.

M NetApp SnapCenter® @ = @- fscadmin SnapCenterAdmin  [¥Sign Out

sapHanA i Resource - Detalls X

Search databases

L e Name Details for selected resource
[ o, GupdiEE Type Non-Data Volume
p Resource Name SMA-shared
il
Associated SID SMA
Plug-in Host hana-1
:—l Plug-in name SAP HANA
— Last backup 01/30/2025 1:45:51 AM (Completed)
Resource Groups hana-1_hana_NonDataVolume_SMA _SMA-shared
A Policy LocalSnap
Discovery Type Manual

Storage Footprint

SVM Volume Junction Path LUN/Qtree

5vm200_bluexpdr_a700s hana_shared_SMA hana_shared_SMA

Backup-Vorgange

Obwohl SnapCenter die SnapMirror Active Sync Konfiguration fir das HANA Shared Volume nicht kennt,
werden Snapshots an beiden Standorten repliziert.

= " ONTAP System Manager Search actions, objects, and pages
DASHBOARD Volumes
INSIGHTS W Delete O Protect i More Q search
STORAGE ~ . Hame
hana_shared_SMA Al Volumes Q Edit 1 More
Overview & | o - -
Vol
olumes hana_data_SMA Overview  Snapshot copies ~ SnapMirror  Back up to cloud
LUNs
hana_shared_SMA

NVMe namespaces
Consistencyigroups hana_log_ SMA + Add Q search ~ ®© Show/hide v = Filter
Storage VMs hana_test_lun Name Snapshot copy creation time Snapshot restore size @
Tiers

SnapCenter_LocalSnap_Hourly_01-30-2025_01.45.31.3354 Jan/30/2025 4:45 AM 156 GiB
NETWORK v

SnapCenter_LocalSnap_Hourly_01-30-2025_01.45.22.2981 Jan/30/2025 4:45 AM 156 GiB
EVENTS & JOBS v

snapmirrorCG.1ab89ec7-5506-11ef-a3fb-00a098e22473_2154262914.2025-01-30_041615  Jan/30/2025 4:16 AM 156 GiB
PROTECTION ~

snapmirrorCG. 1ab89ec7-5506-11ef-a3fb-00a098e22473_2154262914.2025-01-30 011600 Jan/30/2025 1:16 AM 154 GiB
Overview

p G.066356b3-5506-11ef-bcf8-d039ea0503a4 2163612411.2025-01-29_163439  Jan/29/2025 11:34 AM 16 GiB

Relationships
— o p: G.06635603-5506-11ef-bef3-d039ea0503a4 2163612411.2025-01-29_110638  Jan/29/2025 6:06 AM 159 GiB
S snapmirror.1ab89ec7-5506-11ef-a3fh-00a098e22473_2154262915.2025-01-24_152850 Jan/24/2025 10:28 AM 142 GiB
Overview
Hardware
Settings
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=] FINetApp ONTAP System Manager | tme-a800 (" Q search actions, objects, and pages ) @ <©

Dashboard « Back to Volumes

Insights
vol_hana_share... ~

Storage ~

Overview Overview Snapshots SnapMirror Back up to cloud Security File system Quota Reports o &t
Volumes

LUNs

+ Add Qa m =

NVMe namespaces
Consistency groups [] Name Snapshot creation time Snapshot restore size

-
ohares ShapCenter_LocalSnap_Hourly_01-30-2025_01.45.31.3354 1an/30/2025 4:45 AM 162 GiB

Qtrees
SnapCenter_LocalSnap_Hourly_01-30-2025_01.45.22.2981 Jan/30/2025 4:45 AM 162 GiB
Quotas

Storage VMs snapmirrorCG. 1ab89ec7-5506-11ef-a3fb-00a098e22473_2154262914.2025-01-30_041615 Jan/30/2025 4:16 AM 16.1GiB

Tiers SNapmirTorCG.1ab89ec?-5506-11ef-a3fb-00a098e22473_2154262914.2025-01-30_011600 Jan/30/2025 1:16 AM 16 GiB
Network d SNapmirTorCG.066356b3-5506-11ef-bcf8-d039ea0503a4_2163612411.2025-01-29_163439 Jan/29/2025 11:34 AM 15.7 Gig
Events & jobs v SnapmirrorCG.066356b3-5506-11ef-bcf8-d039ea0503a4_2163612411.2025-01-29_110638 Jan/29/2025 6:06 AM 158 GiB

ProtEaGE o snapmirror.1ab89ec7-5506-11ef-a3fb-00a098e22473_2154262915.2025-01-24_152850 Jan/24/2025 10:28 AM 141 GiB

snapmirror.1ab89ec7-5506-11ef-a3fb-00a098e22473_2154262915.2025-01-24_152849 Jan/24/2025 10:28 AM 141 GiB

Hosts v

Cluster v

Wiederherstellungsvorgang

Im Falle einer Wiederherstellung wirde SnapCenter einfach eine Volume-Wiederherstellung ohne
irgendwelche VMware spezifischen Schritte durchflihren. Normalerweise missten Sie das HANA Shared
Volume auf dem Linux Host abmounten, den Datastore trennen und dann die Volume-Wiederherstellung
durchflhren, den Datastore erneut verbinden und dann das Filesystem auf dem Linux Host mounten. Als
manuelle Operation kdnnten Sie die HANA VM stoppen, das HANA Shared Volume mit SnapCenter
wiederherstellen und dann die VM erneut starten.

Failover-Szenarien

In diesem Artikel werden die Failover-Szenarien fur diese Losung hervorgehoben.

Einheitliche Zugriffseinrichtung

In einer einheitlichen Zugriffskonfiguration ist das Fibre-Channel-SAN auf beide Standorte verteilt. Die ESX
Hosts an beiden Standorten kdnnten auf beide Kopien der Datensatze zugreifen. Wahrend des normalen
Betriebs greift der ESX Host, auf dem das HANA-System ausgefiihrt wird, basierend auf den
Annaherungseinstellungen in der Konfiguration der Initiatorgruppe auf die lokale Kopie der Daten zu. Jeder

(=]

: More

ESX Host verflgt Gber einen aktiv optimierten Pfad zur lokalen Kopie und einen aktiven, nicht optimierten Pfad

zur gespiegelten Kopie.

Normaler Betrieb

Im normalen Betrieb liest und schreibt das HANA-System basierend auf dem aktiv optimierten Pfad von ESX-
Host ESX-1 von/auf die lokale Kopie. Bei jedem Backup-Vorgang erkennt SnapCenter den aktuellen primaren

Standort der Replizierungsbeziehung und flhrt die Backup-Vorgange am primaren Standort aus. Die

Snapshots werden auf die gespiegelte Kopie repliziert und sind an beiden Standorten verfligbar. Am primaren

Standort wiirde eine SnapCenter-Wiederherstellung ausgefiihrt werden.
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]
SIS SnapCenter E‘ g

Plugin VMware * s » Stretched FC SAN across both fault
|& ﬂ = ! domains

* Proximity settings in initiator group
| configuration define primary path for IO
| Stretched Cluster
| .l ESXt vMSC Fex2 . +  SnapCenter
L ] » detects primary site

I === Active non- Active Non- " | *  backups create Snapshots on

' optimized optimized ; both storage clusters
Proximity Settings Active Active .
optimized optimized » restore operations are always
1 1 done at the primary site

v
- =7 < ) > : =z =%
- K = :

SnapMirror active sync

Datastore Datastore Datastore Datastore Datastore Datastore Primary site
HANA Data HANA Log HANA Data HANA Log o
HANA OS HANA 0OS = current ONTAP replication
SnapCenter OS SnapCenter OS source for the HANA CG
SnapCenter SnapCenter
Datastore Vmware plugin Datastore Vmware plugin
HANA Shared HANA Shared

Storage-Ausfall

Fallt das Storage-System an Standort 1 aus, greifen die HANA-Systeme auf die gespiegelte Kopie an Standort
2 zu und setzen den Betrieb fort. Der primare Standort schaltet auf den sekundaren Standort um und
SnapCenter fihrt nun Backup- und Restore-Vorgange am neuen primaren Standort aus.

Piagn Vivare S"if’ﬁce"te' ool « Active IO is redirected to other storage
o) L cluster
» Other storage cluster becomes new
primary site

Stretched Cluster ESX-2
» SnapCenter detects new primary site
________________________________________ ’ and uses this storage cluster for restore

T Acllveme Active non- —— | operations
optimized A
Proximity Settings Af:tlye
optimized

SnapMirror active sync

» Failover is transparent to applications

Datastore Datastore Datastore Datastore Datastore Primary site

HANA Data HANA Data HANA Log —
HANA 0S HANA OS = current ONTAP replication

SnapCenter 0S SnapCenter OS source for the HANA CG
SnapCenter SnapCenter
Datastore Vmware plugin Datastore Vmware plugin
HANA Shared HANA Shared
Standortausfall

Im Falle eines Standortausfalls werden sowohl die HANA VM als auch SnapCenter und das SnapCenter flr
VMware Plugin VM Uber vSphere HA auf den ESX-Host am sekundaren Standort umschlagen. Die HANA-
Datenbank muss gestartet werden und greift dann auf die gespiegelte Kopie am zweiten Standort zu. Der
primare Standort schaltet auf den sekundaren Standort um und SnapCenter fihrt nun Backup- und Restore-
Vorgange am neuen primaren Standort aus.
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—
SnapCenter
Plugin VMware

vSphere HA SnapCenter

Stretched Cluster
vMSC

I === Active non- Active non- " |

Active optimized optimized Adtive
optimized optimized

« -
mﬂaw e

SnapMirror active sync
Datastore

HANA Data

Proximity Settings

»
>

Datastore
HANA Data

Datastore
HANA Log

Datastore

HANA OS
SnapCenter OS
SnapCenter
Datastore Vmware plugin
HANA Shared

Datastore
HANA Shared

Uneinheitliche Zugriffseinrichtung

if

N o

VMs need to get restarted at secondary
site with vSphere HA

HANA database start either with auto
start or manually

Applications and SnapCenter use
secondary storage cluster

SnapCenter detects new primary site
and uses this storage cluster for restore
operation

Datastore Primary site

= current ONTAP replication
source for the HANA CG

HANA OS
SnapCenter OS
SnapCenter
Vmware plugin

In einer nicht einheitlichen Zugriffskonfiguration wird das Fibre-Channel-SAN nicht auf beide Standorte
ausgedehnt. Jeder ESX Host an jedem Standort kann nur auf die lokale Kopie der Datensatze zugreifen.

Normaler Betrieb

Im normalen Betrieb liest und schreibt das HANA-System von/auf die lokale Kopie. Bei jedem Backup-Vorgang
erkennt SnapCenter den aktuellen primaren Standort der Replizierungsbeziehung und fihrt die Backup-
Vorgange am primaren Standort aus. Die Snapshots werden auf die gespiegelte Kopie repliziert und sind an
beiden Standorten verfigbar. Am primaren Standort wiirde eine SnapCenter-Wiederherstellung ausgefihrt

werden.
— P— 1
SnapGenten SnapCenter =
Plugin VMware P =51
= [os I e
S 1
1 1
1
i ESX-1 Stretc\fl\’\elldS(C}Iuster ESX-2 :
1 1
L J
A°“ie 2 Active 10
v

- 5 < = > B2 : [ =
Primary site - i > A
. : . = : =
SnapMirror active sync
Datastore Datastore Datastore Datastore Datastore
HANA Data HANA Log HANA Data HANA Log

HANA OS
SnapCenter OS
SnapCenter
Vmware plugin Datastore

HANA Shared

Datastore
HANA Shared

Storage-Ausfall

No FC SAN between sites

Each ESX host can only access its
local copy

SnapCenter

detects primary site

backups create Snapshots on
both storage clusters

restore operations are always
done at the primary site

3

Datastore Primary site
= current ONTAP replication
source for the HANA CG

HANA OS
SnapCenter OS
SnapCenter
Vmware plugin

Im Falle eines Storage-Ausfalls werden sowohl die HANA VM als auch SnapCenter und das SnapCenter fiir
VMware Plugin VM mithilfe von vSphere HA auf den ESX-Host am sekundaren Standort umschlagen. Die
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HANA-Datenbank muss gestartet werden und greift dann auf die gespiegelte Kopie am zweiten Standort zu.
Der primare Standort schaltet auf den sekundaren Standort um und SnapCenter fuhrt nun Backup- und
Restore-Vorgange am neuen primaren Standort aus.

SnapC 1
vSphere HA Plu';?:vm:'re SnapCenter ETH 0 Ot.her storage cluster becomes new
P A == A primary site
* VMs need to get restarted at secondary
site with Vsphere HA
T . *« HANA database start either with auto
: 1 start or manually
Stretched Cluster 1 . .
\ ESX-1 NISG ESX-2 i * Applications and SnapCenter use
{ J secondary storage cluster
I » SnapCenter detects new primary site
and uses this storage cluster for restore
Active IO a
l operations
v
. h o - -
- v Primary site 2
SnapMirror active sync
Datastore SEEEEE Datastore Datastore Datastore Primary site
HANA Data HANA Data HANA Log L
HANA OS HANA OS = current ONTAP replication
SnapCenter OS SnapCenter OS source for the HANA CG
SnapCenter SnapCenter
Datastore Vmware plugin Datastore Vmware plugin
HANA Shared HANA Shared
Standortausfall
Das gleiche qilt flr Storage-Ausfalle.
SnapCents
vSphere HA Plu;?:\,m:'re SnapCenter SARg . Ot'her sto_rage cluster becomes new
» A == A primary site
* VMs need to get restarted at secondary
site with Vsphere HA
____________________________________ , * HANA database start either with auto
1 start or manually
Stretched Cluster 1 . .
NSO ESX-2 . » Applications and SnapCenter use
;I secondary storage cluster
| * SnapCenter detects new primary site
Active 10 P and uses this storage cluster for restore
clive .
l l operations
v
- e > s ]
bl v Primary site
SnapMirror active sync
Datastore Datastore Datastore Datastore Datastore Primary site
HANA Data HANA Data HANA Log .
HANA OS HANA OS = current ONTAP replication
SnapCenter OS SnapCenter OS source for the HANA CG
SnapCenter SnapCenter
Datastore Vmware plugin Datastore Vmware plugin

HANA Shared HANA Shared

Verlagerung der HANA-VM oder des primaren Standorts

Wenn die HANA VM auf den anderen ESX Host umgezogen wird und der primare Standort des Storage
unverandert bleibt, schlagt ein Wiederherstellungsvorgang mit SnapCenter fehl. Da SnapCenter zur
Durchfuhrung der Wiederherstellung den primaren Standort nutzt, wird der Klon auf der linken Seite erstellt,
wahrend die HANA VM auf der rechten Seite ausgefiihrt wird. Da es keinen Datenpfad zwischen den
Standorten gibt, wird SnapCenter die Daten nicht kopieren.
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Als Behelfslésung missen Sie sicherstellen, dass die Verschiebung der VM und der primaren Seite
gemeinsam durchgeflhrt wird oder Sie vor der Wiederherstellung mit SnapCenter einen Failover des primaren
Standorts durchfihren missen.

vophere HA PloaVtnars | SnapCenter EFiana . Other storage cluster becomes new
> 12 primary site
= Ll

VMs need to get restarted at secondary
site with Vsphere HA
* HANA database start either with auto
start or manually
Applications and SnapCenter use
secondary storage cluster

Stretched Cluster
vMSC

A
m
»
x
N
.

| | » SnapCenter detects new primary site
Active 10 and uses this storage cluster for restore

Active |O .
1 l operations

- > - -
-~ v Primary site

SnapMirror active sync

Datastore Datastore Datastore Datastore Datastore Primary site

HANA Data HANA Data HANA Log o
HANA OS HANA 0S = current ONTAP replication
SnapCenter OS SnapCenter OS source for the HANA CG
SnapCenter SnapCenter
Datastore Vmware plugin Datastore Vmware plugin
HANA Shared HANA Shared

Zusatzliche Informationen und Versionsverlauf

Dieser Artikel enthalt Links zu weiteren Ressourcen fur diese Losung.
SnapCenter

"Technischer Bericht: SAP HANA Backup and Recovery with SnapCenter"

"TR-4719: SAP HANA System Replication — Backup und Recovery mit SnapCenter"
"TR-4667: Automatisierung von SAP HANA Systemkopie und Klonvorgangen mit SnapCenter"
"SnapCenter-Softwaredokumentation”

Aktive SnapMirror-Synchronisierung:

"Ubersicht Uber die aktive SnapMirror-Synchronisierung in ONTAP"

"NetApp ONTAP mit NetApp SnapMirror Active Sync mit VMware vSphere Metro Storage Cluster (vMSC)."
"VMware vSphere Metro Storage-Cluster mit SnapMirror Active Sync"

"VMware vSphere Metro Storage-Cluster (vMSC)"

Versionsverlauf:

Version Datum Kommentar

Version 1.0 Marz 2025 Ausgangsversion
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SAP HANA-Datenschutz mit SnapCenter mit VMware VMFS
und NetApp ASA -Systemen

SAP HANA-Datenschutz mit SnapCenter mit VMware VMFS und NetApp ASA
-Systemen

In diesem Dokument werden die Best Practices fur den Datenschutz mit SnapCenter fur
HANA-Systeme beschrieben, die auf VMware mit Datenspeichern ausgeflhrt werden, die
VMFS und LUNs verwenden, die auf NetApp ASA -Systemen gespeichert sind.

Autor: Nils Bauer, NetApp

Inhalt des vorliegenden Dokuments

Es dient nicht als Schritt-fir-Schritt-Anleitung zur Konfiguration der gesamten Umgebung, sondern konzentriert
sich auf Details, die spezifisch fir SnapCenter und HANA auf VMFS sind, darunter:

* Einrichten von SAP HANA-Systemen mit VMware VMFS

» Spezifische SnapCenter -Konfigurationen fir HANA auf VMware mit VMFS

« SnapCenter -Sicherungs-, Wiederherstellungs- und Recovery-Vorgange fir HANA auf VMware mit VMFS
* SnapCenter SAP System Refresh-Vorgange fir HANA auf VMware mit VMFS

Weitere Informationen und detaillierte Konfigurationsanweisungen finden Sie in den Dokumenten im ""Weitere
Informationen™ Kapitel.

Fur dieses Dokument verwendeter Laboraufbau

Die folgende Abbildung bietet einen Uberblick tiber das verwendete Labor-Setup. Zwei Single-Host-HANA-
MDC-Systeme dienen zur Demonstration der verschiedenen Vorgange. Das HANA-System VFS ist fur die
Ausfihrung von Sicherungs-, Wiederherstellungs- und Recovery-Vorgangen vorgesehen, wahrend das HANA-
System QFS als Zielsystem fir SAP-Systemaktualisierungen dient. Das SnapCenter Plug-in fir VMware ist
unerldsslich, damit SnapCenter die mit VMware VMFS konfigurierten HANA-Ressourcen verwalten kann.
Obwohl ONTAP Tools fir VMware zur Bereitstellung der Speichereinheiten fir die HANA-Systeme verwendet
wurden, sind diese keine zwingende Komponente.
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LUN LUN LUN
hana_data vfs QW hana shared vis hana_log_vfs

Softwareversionen

Software

ONTAP

VSphere Client

ESXi

SnapCenter Plug-in fiir vSphere
ONTAP Tools fiir VMware vSphere
Linux BS

SAP HANA

SnapCenter

LUN LUN LUN
hana_data_qfs W@ hana_shared gfs ] hana _log gfs

Version

ASAA70 ONTAP 9.16.1
8.0.3

8.0.3

6.1.0

10,4

SLES FUR SAP 15 SP6
2,0 SPS8

6.1P1

HANA-Systembereitstellung und -Installation

In diesem Kapitel werden die Installation und Konfiguration des fir eine VMware-Einrichtung mithilfe von
VMFS spezifischen SAP HANA-Systems beschrieben. Weitere allgemeine Best Practices finden Sie unter
"Technischer Bericht: SAP HANA on NetApp ASA Systems with Fibre Channel Protocol".

Storage-Konfiguration

Um die von SAP definierten Speicherleistungs-KPIs fir HANA-Produktionssysteme zu erfillen, missen
dedizierte LUNs und Datenspeicher fur die Daten- und Protokolldateisysteme des HANA-Systems konfiguriert
werden. Datenspeicher durfen nicht von mehreren HANA-Systemen oder anderen Workloads gemeinsam

genutzt werden.
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ONTAP Tools fur VMware (OTV) wurden verwendet, um die drei Datenspeicher fir das HANA-System VFS
bereitzustellen.

* hana_data_VFS

* hana_log VFS

* hana_shared VFS

@ Der Datenspeicher fiir das gemeinsam genutzte HANA-Dateisystem kann auch von mehreren
HANA-Systemen gemeinsam genutzt werden.

= vspherecClient O

< B SAPCC | i acrions

3] E @ Summary  Monitor  Configure  Permissions  Hosts&Clusters ~ VMs  Datastores  Networks  Updates

Datacenter Details : Capacity and Usage Tags
Last updated at 919 AM

cPy 15274 Gz free

Hosts: 3 -
e Virtual Machines: 38
b 926 Gz used 162 Gz capacity
Clusters: 1
T8 ree
Networks: 8 Me'“i 28378 s
Datastores: o >
37509 GB used 378 capacity No tags assigned
Storage 50178 ree
B8 Os_image 186 T8 used 7.87 T8 capacity
ViEw sTATS Assion
Custom Attributes
No custom attributes assigned
v RecentTasks  Alarms
uevea
Task Name v Taget v st v | oetans v ttor v | puewdy  stnTme L Y | CompletonTme v | Sewver v
Process VMFS datastor [ 10.63167.6 © Completed 05/19/2025,9:20:23  05/19/2025,9:2023  ycenterB.sapccstinetapp.com
e updates AM AM
Process VMFS datastor  [J 10.63167.4 © Completed 05/19/2025,9:20:23  05/19/2025,9:2023  ycenterS.sapcc.stinetapp.com
ates AM AM

[1 106316714 © Completed 05/19/2025,9:20:22  05/19/2025,9:20:23  vcenter8sapcc.stinetapp.com
More Tasks 5 of 48 item 12>

Auf dem Speichersystem wurden von OTV drei LUNs erstellt.

= FINetApp ONTAP System Manager | A70-SAPCC Q search actions, objects, and pages " Q@ o 0
Dashboard Storage
Insights The basic unit of storage is a LUN (for SCS hosts) o NVMe namespace (for NVMe). You can add LUN or NVMe namespace storage units based on your data center configuration. More (2
storage
Hosts Q
g 19 g 686w @ 19 A0
R & Storage units Available Online Offline
Eilariaan + Add Q i+ m =
FC ports Name Consistency group. Capacity Data reduction Host mapping Iops Latency (ms) Throughput (M&/s)
BeEagn v hana data VFs 100GiB 875101 otv_host-44 e3d7e9d4-463-4dk O o 0
Protaction ¥ v hana log VFS 100GiB 869101 otv_host-44_e3d7ex o 0
Cluster v v hana shared VFs 100Gi6 301 otv_host-44 _e3d7e9dd-463-4fdk O 0 0

Konfiguration von VM-Festplatten

Der HANA-VM mussen drei neue Datentrager (VMDK) hinzugefigt werden. Jeder Datentrager befindet sich in
einem der zuvor erstellten Datenspeicher, wie in der Abbildung unten dargestellt.
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LUN LUN
hana_data_VFS hana_log_VFS

Datastore
hana_data_VFS

VMDK for VMDK for
HANA data HANA log

Edit Settings | hana-8

SCSI(0:) New Hard disk

LUN
hana_shared_VFS

Datastore
hana_shared_VFS

VMDK for
HAMA shared
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= vSphere Client O\ & Administrator@SAPCC.VCENTER v © @ v

< x
B hana_data_VFS @ : acrions
(M B8 @ Summary  Monitor  Configure  Permissions  Files  Hosts  VMs
v [@ vcenter8sapcc.stl.netapp.com a &
v @ sAPcC
Filter by a folder name i3
B datastoret : NEW FOLDER  UPLOAD FILES  UPLOAD FOLDER
B datastore (1) M S hana_data_VFS —
[ Name Y Size : i Modified A d Type i Path b 4
B datastorel (2) > B3 .sdd.sf
( £7 sddsf 05/19/2025, 7:36:45 AM Folder [hana_data_VFS] .sdd.sf
B Datastore_C250 > B1 hana-8
) ( B hana-8 05/20/2025, 9:36:34 AM Folder [hana_data_VFS] hana-8
2 Datastore_One
B DatastoreA400
5 hana_data_VFS
B hana_log_VFS
B hana_shared_VFS
B 0s_image
Fold age 10
<rPege 1000 Manage Columi D :
v RecentTasks  Alarms
Task Name Y | Target Y | staws v | Dpetaiis Y | nitiator v pueed v statTime 4 v | CompletionTime v | server ¥
Manage Columns | Al More Tasks oitems

Wenn die drei Festplatten zur VM hinzugeflgt wurden, kénnen sie auf Betriebssystemebene aufgelistet
werden.

hana-8:~ # 1lsblk

NAME MAJ:MIN RM SIZE RO TYPE MOUNTPOINTS
sda 8:0 0 100G 0 disk

—sdal 8:1 0 256M 0 part /boot/efi
lL-sda2 8:2 0 82G 0 part

F—system—root 254:0 0 60G 0 lvm /root

| /var
| /usr/local
| / tmp
| /srv
| /opt
| /home

| /boot/grub2/x86++ ++64-efi

| /boot/grub2/i386-pc

| / .snapshots

| 7/

L—system—swap 254:1 0 2G 0 lvm [SWAP]
sdb 8:16 0 95G 0 disk

sdc 8:32 0 95G 0 disk

sdd 8:48 0 95G 0 disk

srO0O 11:0 1 17.1G 0 rom
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VM-Parameter disk.EnableUUID

Dieser Parameter muss entsprechend eingestellt werden, sonst schlagt die automatische Erkennung der
SnapCenter Datenbank fehl.

1. VM herunterfahren
2. Neuen Parameter ,disk.EnableUUID* hinzufiigen und auf ,TRUE" setzen
3. VM starten

Edit Settings | hana-s

LIS UG UL R
piBridges.peiSlotNumber

piBridges. peiSlotNumber

piBridge7 piSlothumber

scsi0:0.redo

vmware.tools.internalversion 12448
vmware.toolsrequiredversion 12448

migrate hostLogState none

migrate migrationid 1687185440178702834
migrate hostLog asa_hanaO1-52af231b.hio:
scsiOilredo

scsi0:2 redo

scsi0:3.redo

disk.EnableUUID TRUE
guestinfo.ymtools.buildNumber 24276846
guestinfo.vmtools.description open-vm-tools 12.5.0 bu
guestinfo.vmtools.versionNumber 12448
guestinfovmtools.versionString 1250

guestinfovmware components.available none

guestinfo.appinfo (*version""1", “updateCot

Vorbereitung des Dateisystems auf Linux-Host

Erstellung des xfs-Dateisystems auf neuen Platten

Auf jedem der drei neuen Festplatten wurde ein xfs-Dateisystem erstellt.
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hana-8:~ # mkfs.xfs /dev/sdb

meta-data=/dev/sdb isize=512 agcount=4, agsize=6225920 blks
= sectsz=512 attr=2, projid32bit=1

= crc=1 finobt=1l, sparse=1l, rmapbt=1

= reflink=1 bigtime=1 inobtcount=0 nrext64=0

data = bsize=4096 blocks=24903680, imaxpct=25

= sunit=0 swidth=0 blks

naming =version 2 bsize=4096 ascii-ci=0, ftype=1

log =internal log bsize=4096 blocks=16384, version=2
= sectsz=512 sunit=0 blks, lazy-count=1l

realtime =none extsz=4096 blocks=0, rtextents=0
Discarding blocks...Done.

hana-8:~ # mkfs.xfs /dev/sdc

meta-data=/dev/sdc isize=512 agcount=4, agsize=6225920 blks
= sectsz=512 attr=2, projid32bit=1

= crc=1 finobt=1, sparse=1, rmapbt=1

= reflink=1 bigtime=1 inobtcount=0 nrext64=0

data = bsize=4096 blocks=24903680, imaxpct=25

= sunit=0 swidth=0 blks

naming =version 2 bsize=4096 ascii-ci=0, ftype=1

log =internal log bsize=4096 blocks=16384, version=2
= sectsz=512 sunit=0 blks, lazy-count=1

realtime =none extsz=4096 blocks=0, rtextents=0
Discarding blocks...Done.

hana-8:~ # mkfs.xfs /dev/sdd

meta-data=/dev/sdd isize=512 agcount=4, agsize=6225920 blks
sectsz=512 attr=2, projid32bit=1

crc=1 finobt=1l, sparse=1l, rmapbt=1

reflink=1 bigtime=1 inobtcount=0 nrext64=0

data = bsize=4096 blocks=24903680, imaxpct=25

= sunit=0 swidth=0 blks

naming =version 2 bsize=4096 ascii-ci=0, ftype=1

log =internal log bsize=4096 blocks=16384, version=2
= sectsz=512 sunit=0 blks, lazy-count=1l

realtime =none extsz=4096 blocks=0, rtextents=0
Discarding blocks...Done.

hana-8:~ #

Erstellung von Bereitstellungspunkten
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hana-8:/ # mkdir -p /hana/data/VFS/mnt00001
hana-8:/ # mkdir -p /hana/log/VFS/mnt00001
hana-8:/ # mkdir -p /hana/shared

hana-8:/ # chmod -R 777 /hana/log/SMA
hana-8:/ # chmod -R 777 /hana/data/SMA
hana-8:/ # chmod -R 777 /hana/shared

Konfiguration von /etc/fstab

hana-8:/ # cat /etc/fstab

/dev/system/root / btrfs defaults 0 O

/dev/system/root /var btrfs subvol=/Q@/var 0 O
/dev/system/root /usr/local btrfs subvol=/@/usr/local 0 0
/dev/system/root /tmp btrfs subvol=/@/tmp 0 O
/dev/system/root /srv btrfs subvol=/Q@/srv 0 O
/dev/system/root /root btrfs subvol=/Q@/root 0 O
/dev/system/root /opt btrfs subvol=/@/opt 0 O
/dev/system/root /home btrfs subvol=/@/home 0 O
/dev/system/root /boot/grub2/x86++ ++64-efi btrfs
subvol=/@/boot/grub2/x86++ ++64-efi 0 0

/dev/system/root /boot/grub2/i386-pc btrfs subvol=/Q@/boot/grub2/i386-pc 0
0

/dev/system/swap swap swap defaults 0 0

/dev/system/root /.snapshots btrfs subvol=/Q/.snapshots 0 0
UUID=FB79-24DC /boot/efi vfat utf8 0 2

### SAPCC_share

192.168.175.86:/sapcc_share /mnt/sapcc-share nfs
rw,vers=3,hard, timeo=600, rsize=1048576,wsize=1048576, intr,noatime, nolock 0
0

/dev/sdb /hana/data/VES/mnt00001 xfs relatime, inode64 0 O
/dev/sdc /hana/log/VES/mnt00001 xfs relatime,inode64 0 O
/dev/sdd /hana/shared xfs defaults 0 0

hana-8:/ #

hana-8:/ # df -h

Filesystem Size Used Avail Use% Mounted on
/dev/mapper/system-root 60G 4.4G 54G 8% /

devtmpfs 4.0M 0 4.0M 0% /dev

tmpfs 49G 0 49G 0% /dev/shm

efivarfs 256K 57K 195K 23% /sys/firmware/efi/efivars

tmpfs 13G 18M 13G 1% /run

tmpfs 1.0M 0 1.0M 0% /run/credentials/systemd-tmpfiles-setup-dev-
early.service

tmpfs 1.0M 0 1.0M 0% /run/credentials/systemd-sysctl.service
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tmpfs 1.0M 0 1.0M 0% /run/credentials/systemd-tmpfiles-setup-dev.service

tmpfs 1.0M 0 1.0M 0% /run/credentials/systemd-vconsole-setup.service

/dev/mapper/system-root
/dev/mapper/system-root
/dev/mapper/system-root
/dev/mapper/system-root
/dev/mapper/system-root
/dev/mapper/system-root
/dev/mapper/system-root
/dev/mapper/system-root
/dev/mapper/system-root

60G
60G
60G
60G
60G
60G
60G
60G
60G

/dev/sdal 253M 5.9M 247M 3%

/dev/mapper/system-root

tmpfs 6.3G 72K 6.3G 1%

60G

4.
.4G
.4G
.4G
.4G
.4G
.4G
.4G
.4G
/boot/efi

[T Y S N R T Y SN N

4G

54G
54G
54G
54G
54G
54G
54G
54G
54G

8%
8%
8%
8%
8%
8%
8%
8%
8%

4.4G 54G 8%
tmpfs 1.0M 0 1.0M 0% /run/credentials/systemd-tmpfiles-setup.service

/run/user/464

/ .snapshots
/boot/grub2/i386-pc
/boot/grub2/x86++ ++64-efi
/home

/opt

/srv

/ tmp

/usr/local

/var

/root

tmpfs 1.0M 0 1.0M 0% /run/credentials/getty@ttyl.service

tmpfs 6.3G 52K 6.3G 1%

/run/user/0

192.168.175.86:/sapcc_share 1.4T 840G 586G 59% /mnt/sapcc-share
/hana/data/VFS/mnt00001
/dev/sdc 95G 1.9G 94G 2% /hana/log/VES/mnt00001

/dev/sdb 95G 1.9G 94G 2%

/dev/sdd 95G 1.9G 94G 2%

hana-8:/ #

HANA-Installation

/hana/shared

Die HANA-Installation kann nun ausgefiihrt werden.

Bei der beschriebenen Konfiguration befindet sich das Verzeichnis /usr/sap/VFS auf der OS
@ VMDK. Wenn /usr/sap/VFS in der gemeinsam genutzten VMDK gespeichert werden soll, kann
der gemeinsam genutzte hana-Datentrager partitioniert werden, um ein weiteres Dateisystem

fur /usr/sap/VFS bereitzustellen.

HANA-Konfiguration

Konfigurieren des SnapCenter -Datenbankbenutzers

Es muss ein Benutzerspeicher fir einen Systemdatenbankbenutzer erstellt werden, der von SnapCenter

verwendet werden soll.
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I& hdbstudio - ENTER System:

Hle Ldit Navigate Search Run Window Lelp
o-EHRid-F-ee-o -

Host: hana-8 Instance: 45 Connected User: SYSTEM System Usage: lest System - SAP HANA Studio

L) s A B- @ -2E@E% 8§ 0 [fsorvoses>  §§svstevosess>  sySTEMDR@SS. Bl svsempass> ¥ sma@sMA B tsysTiMDBEY.. X § SYSTEMDB@VES

~ [ SMA - Vinware FC and Sh-as
5 SMA@SMA (SYSTFM) Shin
i SYSTEMDB@SMA (SYSTEM) S
~ 551 - MDC single tanant 2057
> [Eyss1@ss (sysTem) ss1
[ SYSTEMDB@SST (SYSTEM) 551
~ (2551 Repair System
[Ess1@sst svstem ss1
~ Ess2HsR hana 3 > hana 4
[ ssa@ss2 (svsTEM) 552 - ks
[ s2@ss2 (svsTAM) 557
[EsvsTempp@ss2 (sYsTem)
55 SYSTEMDB@SS2 (SYSTEM) 5
~ EVFs - Vimware VMDK
[ SYSTEMDB@VFS (SYSTEM) Vs
yBackup
talog
= provisining
v Eseauriy
B seaurity
~ {i Users
SAPDBCIRL
SNAPCENTER
{ svs
SYSTEM

_SYS_ADVISOR
SYS ATL
_SYS_ DATA ANONYMIZATION
_svs_Eem
) _svs_pLAN STABILITY
_SYS RFPO
Y5 SQU ANALYZER
_SYS STATISTICS
_SYS_TABLE_REPLICAS
) svsTask
Y5 WORKLOAD REPLAY
> B roles
> [ ves@vFs (sysTem) vrs
[F5 SYSTEMDB@CPI (SYSTEM) CPI HANA Cockpi

XSSQLAC AUTO_USER 3094F258A89 /81 7A7558E080D94CE500.
XSSQLCC_AUTO_USER_SE2492DBCDEDAEBBFB5ADEA2741D23(
{f XSSQLCC_AUTO_USER_DSD3BOCAFOGATI77BEODAT9TEIECS

" SYSTEMDB@VES (SYSTEM) VFS  hana-8 45

i User 'SNAPCENTFR' changes

a
Trer] User Parameters

i snapcenTeR

bisable GDBC/IOBC aceesd

Authentication

Flpassword samL TI5AP Logon licket
pasoworcs Confimn ]
rce passord change on ext logan:  Yes  No
LKerberos L xs09 L_IsAP Assertion Ticket
Valid Fram: May 19, 2025, 10:40:01 AM GMT 0400 (3 Valid Until Jan 1, 2026, 10:39:40 AM GMT 05:00 il
L

Session Client:

Granted Roles | System Privileges ~Object Privileges Analytic Privileges Application Privileges  Privileges on Users

+ X -
system privilege Grantor
= BACKUP ADMIN SYSTEM
CATALOG READ SYSTEM
= DATABASE BACKUP ADMIN SYSTEM
&= DATABASE RECOVERY OPFRATOR SYSTEM

Konfigurieren des HDB-Benutzerspeicherschliissels

E SYSTEMDB@V.

SYSTEMDB@VES hana-8 45 (SYSTEMJSYSTEM

5 Backup SYST.

. SYSTEMDB@SS.

Q E®
=8
Eul tn| © 16

Fir den Benutzer vfsadm muss ein User Store Key angelegt werden. Fur die Kommunikation mit dem Port
muss die HANA-Instanznummer entsprechend gesetzt werden. In unserem Setup wird die Instanznummer ,45*

verwendet.

vfsadm@hana-8:/usr/sap/VFS/HDB45> hdbuserstore SET VFSKEY hana-8:34513

SNAPCENTER <password>

Retroactive report: Operation succeed.

Zugriff prifen mit:

vfsadm@hana-8:/usr/sap/VFS/HDB45> hdbsgl -U VFSKEY

Welcome to the SAP HANA Database interactive terminal.
Type: \h for help with commands

\g to quit

hdbsqgl SYSTEMDB=> exit

vfsadm@hana-8:/usr/sap/VFS/HDB45>

SnapCenter-Konfiguration

Voraussetzungen
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Die SnapCenter HANA-Ressource muss automatisch erkannt werden

Mit VMware VMFS konfigurierte Ressourcen mussen von SnapCenter automatisch erkannt werden, um
bestimmte fir diese Konfigurationen erforderliche Vorgange zu ermdglichen.

Da es sich bei HANA-Nicht-Datenvolumes in SnapCenter immer um manuell konfigurierte Ressourcen handelt,
werden sie von SnapCenter mit VMFS nicht unterstitzt.

SAP HANA-Mehrfachhostsysteme muissen tber ein zentrales HANA-Plugin konfiguriert werden und werden
daher standardmaRig manuell konfiguriert. Solche Systeme werden von SnapCenter bei Verwendung von
VMware VMFS auch nicht unterstiitzt.

SnapCenter fiir VMware vSphere Plug-in

Das SnapCenter fur VMware vSphere Plug-in muss in der VMware Umgebung implementiert werden.

Storage-SVM-Management-IP

Fir Speicher-SVMs, die die LUNs hosten, muss eine Verwaltungsschnittstelle konfiguriert sein. Andernfalls
werden die SVMs beim Hinzufligen von Speicher mit der Option ,Cluster hinzufligen® nicht in SnapCenter
aufgefiihrt und der automatische Erkennungsvorgang schlagt fehl.
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Job Details X

¥

Discover resources for host 'hana-8.sapcc.stl.netapp.com

x v Discover resources for host ‘hana-8.sapcc.stl.netapp.com’

x v hana-8.sapcc.stl.netapp.com

x Discover

v » Complete Application Discovery
v » Discover Filesystem Resources
x * Discover Virtual Resources

v * Discover_OnFallure

€ Failure in virtual resources discovery: [Falled to resolve the storage associated with the YMware virtual disks
6000c2964ec4375910dc9953d9fR70ca]

View Logs el jol Close
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T NetApp SnapCenter® ~ 2 sapcciscadmin

SnapCenterAdmin [ Sign Out

ONTAP Storage  Azure NetApp Files
< =

R ... - +

New

ONTAP Storage Connections

Name L 1P Cluster Name. User Name Platform Controller License

svm1 10.63.167.55 10.63.167.54 ASA v ]

T0.63.150.245 AT v
10.63.150.246 10.63.150.245 AFF v

101.2175 FSx Not applicable
10.63.150.247 10.63.150.245 AFF v

10.63.150.248 ... 10.63.150.245 AFF v

VM-Festplattenparameter

Der Parameter muss wie im Kapitel beschrieben eingestellt werden ",\VM-Parameter disk.EnableUUID*"
andernfalls schlagt die automatische Erkennung der SnapCenter -Datenbank fehl.

Configure Database X
Plug-in host hana-8.sapcc.stl.netapp.com
HDBSQL OS User vfsadm

HDE Secure User Store

Key VFSKEY L]

A Failure in getting storage details: [Failed to retrieve the unit serial number for the device
'/dev/sdb’, Reason: 'SCS! inquiry falled. Check if the disk.EnableUUID parameter |s set to %
TRUE In the VM configuration file.".] I

Cancel oK

Konfigurieren Sie SnapCenter fiir die Verwendung von REST-APIs fiir die Speicherkommunikation

SnapCenter muss fur die Speicherkommunikation REST-APIs verwenden. Andernfalls schlagt die Snapshot-
Erstellung mit der unten gezeigten Fehlermeldung fehl.
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Job Details X

3

Backup of Resource Group 'hana-8_sapcc_stl_netapp_com_hana_MDC_VFS' with policy
'LocalSnap’

% v Backup of Resource Group 'hana-8_sapcc_stl_netapp_com_hana_MDC_VFS' with policy 'LocalSnap’

¥ v hana-B.sapcc.stl.netapp.com

x v Backup
v * Validate Dataset Parameters
o » Validate Plugin Parameters

v » Complete Application Discovery

¥

Initialize Filesystem Plugin

o * Discover Filesystern Resources
W * Discover Virtual Resources
v * Populate storage detalls

* Validate Retention Settings
W * Quiesce Application
v » Quiesce Filesystem
x Create Snapshot

A » Backup_OnFailure

©) SCC-STORAGE-02002: Creating Snapshot copy [SnapCenter_hana-8_LocalSnap_Hourly 05-20-2025_10.33.58.2195]
on storage resource [svm1:hana_data_VFS] falled with error [Snapshot operation falled. [400]: POST, DELETE, and
PATCH requests on the snapshot sesslon endpoint are not suppaorted an this platform.]

4

View Logs el Jo Close
Der Parameter ,IsRestEnabledForStorageConnection® in der Konfigurationsdatei + C:\Program
Files\NetApp\SMCore\SMCoreServiceHost.dll.config muss auf ,true“ gesetzt werden.

<add key="IsRestEnabledForStorageConnection" value="true" />
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7 sMCoreServiceHost.dll.config - Notepad
File Edit Format View Help

<add
<add
<add
<add
<add
<add
<add
<add
<add
<add
<add
<add
<add
<add
<add
<add
<add
<add
<add
<add
<add
<add
<add
<add

key="EnableCancellob" value=
key="PSErrorString" value='

“true" />

internal network error,API invoke failed,No such file or directory" />

key="CommandErrorDuringMccFailure” value="timed out,Unknown internal error,API invoke failed,metrocluster” />

key="VolumeEnumerationOptimized" value=

onfigCheckerJobStatusTimeout" vali

key="AzureClientType" value="sdk" />

key="AzureRestVersion" value="2019-11-01" />
key="GetStorageIDBeforeCacheInitialize" value="true" />

key="SccCloneSuffix" value="Clone" />
key="SourceComponent” value="smcore" />

key-"wmlTimeoutIntervalMinutes" value-"36" />

"ConfigCheckerJobStatusRetry” value="30" />
key="AzureEnvironment" value="AzureGlobalCloud" />
key="AzureLongRunningOperationRetryTimeoutInSec" value="20" />

racleAlmAct1v1tyParallelExecutlon value="true" />
y="0OracleAlmActivityParallelMountInterval” value="20" />
key="OracleAlmActivityParallelUnmountInterval” vali
key="SkipOracleALMBackupsCatalogAndUncatalog" value="false" />
key="UseVolumeFilterInGetSnapshot" value="true" />
key="EnablePredefinedWindowsScriptsDirectory" value="true"

key="PredefinedWindowsScriptsDirectory" value="C:\Program Files\NetApp\SMCore\Scripts" />

| I

key="IsRestEnabledForStorageConnection"” value:“truel" />

<add
<add
<add
<add
<add
<add
<add
<add
<add
<add
<add
<add
<add
<add

2
key="MinOntapVersionToUseREST" value="9.13.1" />
="IS_COLO_SNAPCENTER_AGENT" value="true" />
"IS_SCW_PLUGIN_SERVICE_PRESENT" value="false" />

"C:\Program Files\NetApp\SMCore\" />
\ProgramData\NetApp\SnapCenter" />
:\Program Files\NetApp\SnapGathers" />

"SMCORE_IMAGE_PATH" val
y="REPOSITORY_PATH" value
key="SNAPGATHERS_PATH" valui

LunMap" />

key="SNAPGATHERS_PATH_WINDOWS" value="C:\Program Files\NetApp\SnapCenter\SnapGathers" />

key="smcoreprotocol" value_“https" />

key="WINRM_PROTOCOL" value="http" />
key="WINRM_PORT" value="5985" />
key="WINRM_AUTH_TYPE" value="ntlm" />

" ERVICE CERTIFICATE_| _PASSWORD" value-"“ />
y="ForceSHA256EncryptionKey" value="false" />

<add key="DoNotSaveOracleBlob" value="false" />
<add key="IsRestEnabledForLowerONTAP" value="false" />

</appSettings>
</configuration>
<

Nachdem die Anderung vorgenommen wurde, muss der SnapCenter SMCore-Dienst gestoppt und gestartet

werden.

o Services

File Action Yiew Help

& o | T

di= Hm » o8 nn

[} x

SnapLenter SMCore Service

Stogp the pervice
Featan the service

Description:
SnapCenter service for
communicating with host.

Mame

5 Remiate Procedure Calll (RBC)
£ Remnote Procedure Call (RP...
{0 Remete Registry

T Resultant Set of Policy Provi...
&1;& Roapting and Femote Access
{2, RPC Endpoint Mapper

£}, Secondary Logen

1) Secure Socket Tunneling Pr...
{:!, Secunty Accounts Manager
() Senzor Data Service

15}, Sensor Monitoring Service
.‘:‘}_; Sensor Service

5L Server

(Z), Shell Hardware Detection

15 Senart Card

I;} Snart Card Device Enumera...
i Senart Card Removal Policy

Dhezcription

The RPCSS ...
In Windows,..
Emables rerm...
Prowvedes & n.
Offers routi..
Resobies RP...
Erables star...
Provides su..,
The startup ...
Delivers dat...
Monito va...
Asenace fo..
Supperts fil..
Prowides no...
IManages ac...
Creates soft...
Allows the 5.

Status

Running

Running

Running

Runming
Running

Running

Stantup Type
Automatic
Manual
Automatic (T,
tanual
Dasabled
Autormatic
Manual
Manual
Automatic
hanual (Trig...
Manual {Trig...
Manual (Trig...
Automatic
Automatic
Dizabled
Manul [Trig...
Manual

Log On s L
Metwork 5.

Metwork 5.,

Lecal Sernce

Loesi Syste..

Local Syste...

Metwork 5.,

Loxcad Syste.,.

Locad Service

Local Syste...

| Local éustem—|

Local Service
Liocad Syste...
Losced Syste...
Local Syste....
Lecal Service
Local Syste...
Local Syste..,

15, SHMP Trap

{24, Seftware Protection

)y Special Adrunistration Con...
£ Spot Verifier

{;l, S50P Discovery

15}, Seste Repository Service

£, sull image Acquisition Events

-

Recerves tra...
Emables the ...
Allows adm...
Venfies pote....
Discovers n..,
Provides re...
Launches &..

Running

Manual
Automatic (D
Manual
Marual (Tng...

Local Service
Mebwork 5.

Locad Syste...
Local Syste....
Locai Service
Local Syste...
Local Syste....

'\ Extended / Standard [
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VMware-Plugin zu SnapCenter hinzufiigen

Bevor der Host in SnapCenter hinzugefligt werden kann, muss das SnapCenter Plug-in fir VMware vSphere in
der VMware Umgebung implementiert werden. Siehe auch "Implementieren Sie das SnapCenter Plug-in fir
VMware vSphere".

@ Die Anmeldeinformationen missen wahrend des Host-Add-Workflows festgelegt werden, wobei
vSphere als Hosttyp ausgewahlt werden kann.

M NetApp SnapCenter® ~ A sapcc\scadmin - SnapCenterAdmin [ Sign Out

Managed Hosts ‘ X

Search by Name

>

Host Details

Host Name scv-vmw.sapcc.stl.netapp.com
Alerts

[T Name =k

- Host IP 10.63.167.24

O hana-1.sapcc.stl.netapp.com No Alerts
hana-2.sapcc.stl.netapp.com Overall Status @ Running

1
[]  hana3sapccstinetapp.com Host Type vSphere

] hana-.sapccstinetapp.com

System Stand-alone

[J  hana7sapccstinetapp.com

] hana8.sapccstl.netapp.com Credentials | SCV-sapcc | *
scv-vmw.sapcc.stl.netapp.com

o—— e Push Server
| SnapCenter.sapcc.stlnetapp.com Credentials —

VCenter Host 10.63.167.20
VCenter Port 443
VCenter User administrator@sapcc.vcenter

Plug-ins SnapCenter Plug-in 6.1.0 for VMware vSphere

VMware vSphere

HANA-Host hinzufiigen

@ Keine besonderen Anforderungen. Plugin-Bereitstellung und automatische Erkennung erfolgt
wie gewohnt.

M NetApp SnapCenter® - SnapCenterAdmin  [§ Sign Out

ManagedHosts  Disks  Shares Initiator Groups  ISCSI Session

B oo

Resources
Name I Type System Plugein Version Overall Status

Monitor
hana-1.sapccstinetapp.com Linux @ Stand-alone SAP HANA, UNIX 61 ® Running

Unux @ Stand-alone SAP HANA, UNIX 61 ® Running
Linux @ Stand-alone SAP HANA, UNIX 61 ® Running
8 Storage Systems
Linux @ Stand-alone SAP HANA, UNIX 61 ® Running
Settings
Linux @ Stand-alone SAP HANA, UNIX 6.1 ® Running
Aerts
Linux @ Stand-alone ® Installing plug-in ]
Vsphere Stand-alone VMware vsphere 61 ® Running

Mit dem automatischen Erkennungsprozess erkennt SnapCenter , dass die HANA-Ressource virtualisiert mit
VMFS ausgefihrt wird.
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[ ]
sapHanA | Resource - Detalls

t M NetApp SnapCenter® @®~ % sapciiscadmin SnapCenterAdmin [ Sign Out

Details for selected resource

M
a8 o Tipe
HANA System Name VEs
SM1
SIb VFS
Sy

Tenant Databases

552

Plugrin Host
352 HDB Secure User Store Key
Vs

HDBSQL OS User

Log backup location

Backup catalog location

System Replication None

Plug-in name SAP HANA
Last backup None

Resource Groups None

Policy Norié

Discovery Type Auto

Storage Footprint

SVM Volume Junction Path LUN/Qree

svm1 hana_data_VFS

Activity The 5 most recent jobs are displayed o 5 Completed o 0Warnings 0 0 Failed @u Canceled O 0Running @ 0 Queued

Konfiguration von Richtlinien und Ressourcenschutz

Nichts Spezifisches fur VMware mit VMFS.

Backup-Vorgange

Nichts Spezifisches fir VMware mit VMFS.
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Job Details

Backup of Resource Group 'hana-8_sapcc_sti_ne

na_MDC_VFS' with policy 'LocalSnap'

+" ¥ Backup of Resource Group ‘hana-8_sapcc_stl_netapp_com_hana_MDC_VF5' with policy 'LocalSnap'

*

C € 4 B 4
"

€ 4 4 4 4 4 S 4 R £ 4 £ 4%
v v

¢ 4 ¢4 < 1
v

¥ hana-8.sapcc.stl.netapp.com

Backup

Validate Dataset Parameters
Validate Plugin Parameters
Complete Application Discovery
Initialize Filesysterm Plugin
Discaver Filesystem Resources
Discover Virtual Resources
Populate storage detalls
Validate Retention Settings
Qulesce Application

Quilesce Fllesystem

Create Snapshot

UnQuiesce Filesystem
uUnQuilesce Application

Get Snapshot Details

Get Fllesystermn Metadata

Get Virtualization Metadata
Finalize Filesystem Plugin
Collect Autosupport data
Register Backup and Apply Retention
Register Snapshat attributes
Applicatlon Clean-Up

Data Collection

Agent Finalize Workflow

@ Task Name: Backup Start Time: 05/21/2025 10:29:05 PM End Time; 05/21/2025 10:30;38 PM

| View Logs ncel Jot

Close

]
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M NetApp SnapCentert 2 sapcc\scadmin - SnapCenterAdmin @ Sign Out

SAP HANA . VFS Topology

Search databases ElY e
(]

B toObjecStore RomoveProtction Moary [r— oetals - Rerran

Manage Copies

sin = summary Card

==  oCiones

551 12 Backups
Local coples 12 Srapshot based backups

=2 0 Fle Based backups @

e 0 Clones

VEs 0 Snapshots Locked
Primary Backup(s)
{ search v
Backup Name Snapshot Lock Expiration Count End Date
SnapCenter_hana-§ LocalSnap_Hourly_05-22-2025_06.29.00.3706 1 05/22/2025 6:30:14 AM B9
SnapCenter_hana-8_Localsnap_Hourly_05-22-2025_02.29.00.3541 1 05/22/2025 2:30:12 AM 8
SnapCenter_hana-§_Localsnap_Hourly_05-21-2025 22.29.03.2699 1 05/21/2025 10:30:19 PM £
SnapCenter_hana-8_LocalSnap_Hourly_05-21-2025_18.29.003956 1 05/21/2025 6:30:12 PM 8
SnapCenter_hana-8 Localsnap_Hourly_05-21-2025_14.29.00.3696 1 05/21/2025 230:12PM B9
SnapCenter_hana-8_Localsnap_Hourly_05-21-2025_10.29.00.3581 1 05/21/2025 10:30:12 AM £
SnapCenter_hana-§ LocalSnap_Hourly_05-21-2025_06.29.00.3960 1 05/21/2025 6:30:12 AM B9
SnapCenter_hana-8_Localsnap_Hourly_05-21-2025_02.29.003515 1 05/21/2025 230:12 AM &9
SnapCenter_hana-§_Localsnap_Hourly_05-20-2025 22.29.00.3896 1 05/2012025 10:30:12PM &9
SnapCenter_hana-8_Localsnap_Hourly_05-20-2025_18.29.00.3611 1 05/20/2025 6:30:12PM 8
SnapCenter_hana-8_Localsnap_Hourly_05-20-2025_14.29.00.3840 1 05/20/2025 230:12PM 89
SnapCenter_hana-8_LocalSnap_Hourly_05-20-2025_11.03.44.3420 1 05/20/2025 11:05:03 A £

Total 6 Total 12

Activity  Thes mostrecentjobsare dslayed @scomees @owarivgs Qoroies @oconceed @ orumming @0

SnapCenter erstellt eine Konsistenzgruppe (CG) und fiigt der CG die Speichereinheit hana_data_VFS hinzu.
Snapshots werden auf CG-Ebene erstellt.

= FINetApp ONTAP System Manager | A70-SAPCC Q search actions, objects, and pages " @ < 06
Dashboard Storage
Insights The basic unit of storage is a LUN (for SCSI hosts) or NVMe namespace (for NVMe). You can add LUN or NVMe namespace storage units based on your data center configuration. More [
Storage
Hosts
o g 19 5| 68.5 1s @ 19 @ 0
Nikwiork P Storage units Available Online Offline
Overview
Ethenet ports
FC ports [ ] Name Consistency group Capacity Data reduction Host mapping 10pPs. Latency (ms) | Throughput (Ms/s)
Events &jobs v g
v hana data VFS 5c20250520_110422 689 100GiB o1 otv_host-44_e3d7e9d4-46f3-4fd: 1 007 0
Protection -~ v hana_log VFS 100 Gig 119101 otv_host-44_e3d7e9d4-463-4fd: 4 023 041
Overview
v hana_shared VFS . 100GiB 28101 otv_host-44_e3d7e9d4-46f3-4fd: 6 023 043
Consistency groups
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= I NetApp ONTAP System Manager | A70-SAPCC

Dashboard

Insights

Storage

Hosts

Network

Overview

Ethernet ports

FC ports

Events & jobs

Protection
Overview
Consistency groups
Policies
Replication

Cluster

 Back to consistency groups

5¢20250520_11... v~

Overview Snapshots Replication

=3 Storage VM
=
=’ wmi

Protection

Snapshots

> None

Storage units

] Neme

hana_data_VFS

= I NetApp ONTAP System Manager | A70-SAPCC

Dashboard

Insights

storage

Hosts

Network ~

Events&jobs v

Protection ~

Overview
Consistency groups
policies

Replication

Cluster ~

Restore- und Recovery-Vorgange

« Back to consistency groups
$c20250520_110422... ~

Overview Snapshots Replication

Name

SnapCenter_hana-8_LocalSnap_Hourly 05-20-2025_11.03.44.3420

SnapCenter_hana-8_LocalSnap_Hourly_05-20-2025_14.29.00.3840

SnapCenter hana-8 LocalSnap. Hourly.05-20-202518.29.00.3611

SnapCenter_hana-8_LocalSnap_Hourly_05-20-2025 22.29.00.3896

SnapCenter_hana-8_LocalSnap_Hourly_05-21-2025_02.29.00.3515

SnapCenter_hana-8_LocalSnap_Hourly_05-21-2025_06.29.00.3960

SnapCenter_hana-8_LocalSnap_Hourly_05-21-2025_10.29.00.3581

SnapCenter_hana-8_LocalSnap_Hourly_05-21-202514.29.00.3696

SnapCenter_hana-8_LocalSnap_Hourly_05-21-2025_1829.00.3956

SnapCenter_hana-8_LocalSnap_Hourly_05-21-2025 22.29.03.2699

SnapCenter_hana-8_LocalSnap_Hourly_05-22-2025_02.29.00.3541

SnapCenter_hana-8_LocalSnap_Hourly_05-22-2025_06.29.00.3706

g

Storage units
1

Capacity

100GiB

=7 None

Host mapping

otv_host-44_e3d7e9d4-46f3-4fda-aba3-00c1bedcofct +2

Created

May/20/2025 11:10 AM

May/20/2025 2:36 PM

May/20/2025 6:36 PM

May/20/2025 1036 PM

May/21/2025 2:36 AM

May/21/2025 6:36 AM

May/21/2025 1036 AM

May/21/2025 2:36 PM

May/21/2025 6:36 PM

May/21/2025 1036 PM

May/22/2025 2:36 AM

May/22/2025 6:36 AM

Q search actions, objects, and pages ) @ < O

l

Edit } More
& H

Application type

VMware

(O show uninitialized

(Qsearchactons,objecs andpages ) #1 @ <> O

O et i oMo

SnapMirror label

Bei virtuellen Ressourcen, die auf dem SnapCenter von VMFS/VMDK gespeichert sind, werden
Wiederherstellungsvorgange immer durch einen Klon-, Mount- und Kopiervorgang durchgefihrt.

1. SnapCenter erstellt einen Speicherklon basierend auf dem ausgewahlten Snapshot

. SnapCenter mountet die LUN als neuen Datenspeicher auf dem ESX-Host

. SnapCenter fligt die VMDK innerhalb des Datenspeichers der HANA-VM als neue Festplatte hinzu

2
3
4. SnapCenter bindet die neue Festplatte an das Linux Betriebssystem an
5

. SnapCenter kopiert die Daten von der neuen Festplatte zuriick in den urspringlichen Speicherort
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6. Wenn der Kopiervorgang abgeschlossen ist, werden alle oben genannten Ressourcen wieder entfernt
7. SnapCenter fuhrt die Wiederherstellung der HANA-Systemdatenbank durch
8. SnapCenter fuhrt die Wiederherstellung der HANA-Tenant-Datenbank durch
Die Gesamtlaufzeit des Wiederherstellungsvorgangs hangt von der Datenbankgrofie und dem Durchsatz der

FC-Verbindung zwischen den Storage-Clustern und den ESX-Hosts ab. In unserem Laboraufbau mit einer
initialen HANA-Installation betrug die Laufzeit etwa 12 Minuten.

Restore from SnapCenter_hana-8_LocalSnap_Hourly_05-22-2025_06.29.00.3706 X

2 Recovery scope ® Complete Resource €
) Tenant Database
3 PreQps

4 PostOps

Motification

un

6 Summary

Restore from SnapCenter_hana-8_LocalSnap_Hourly_05-22-2025_06.29.00.3706 X

o Restare stope Recover database files using

2 Recovery scope ® Recover to most recent state €

() Recover to paint in time @

3 PreQps () Recover to specified data backup @
) No recovery @

4 PostOps

5 Notification Specify log backup locations €

Add
B Summary
Jusrisap/VFS/HDBAS/backup/flog

Specify backup catalog location @

Jusr/sap/VFS/HDBAS/backup/log

Wahrend der Wiederherstellungsvorgang ausgefiihrt wird, kdnnen Sie eine neue geklonte Speichereinheit
sehen.

188



= P NetApp ONTAP System Manager | A70-SAPCC Q Search actions, objects, and pages &1 0 >

Dashboard Storage
Insights The basic unit of storage is a LUN (for SCS! hosts) or NVMe namespace (for NVMe). You can add LUN or NVMe namespace storage uits based on your data center configuration. More [
Storage
Hosts

g 20 68.6 e 20 0
R . Storage units Available Online Offine
Events&jobs v
Protection v

Name Consistency group. Capacity Data reduction Host mapping 1ops Latency (ms) | Throughput (s/s)

Cluster v

v hana_data VFS 5c20250520_110422_689 100GiB 101101 otv_host-44_e3d7e9d4-4613-4fd: 0 0 0

v hanalog VFs 100Gi8 119101 otv_host-44_e3d7e9dd-4613-4fck 0 0 o

10068 233101 otv_host-44_e3d7e9dd-4613-4fck 0 0 0

v hana_shared VFS -

Die neue LUN (Datenspeicher) basierend auf der geklonten Speichereinheit wird an den ESX-Cluster
angeschlossen.

vsphere Client O,

C

& Administrator@SAP

<
B hana_data_VFS(sc-20250522094807386) AcTIONS
m 8 @ Summary  Motor  Configue  Permissions  Fies  Hosts  VMs
v [® veenter8 sapcc stinetapp.com
~ [ sAPcC
iter by a folder nar
B datastorel NEW FOLDER  UPLOAD FILES  UPLOAD FOLDER
B datastore1 (1) —
O | name v s Y | Modtied
B datastore1 (2) > [ sddsf
( B sddsf 05/19/2025, 7:36:45 AM

B Datastore_C250 > B hana-8

£ Datastore. One ( B3 hana-8 05/22/2025, 9:48:25 AM

B DatastoreA400

S hana_data_VFS

hana_log_VFS
hana_shared_VFS
S os_image
Fousperpase 1000 Manage Cotumns | | Deselect A
v | RecentTasks  Alarms
Gueed
Task Name v | Target v | sutus v | oetans v initstor v peedy | sumime U Y | CompietionTime vy | server
Reconfigure virtual mac @ hana-8 @ Completed SAPCCVCENTER\Administrat 7 ms 05/22/2025,9:4825  05/22/2025, 9:48:26
fin AM AM
Rename datastore B snap-5781cdf2han @ Completed SAPCCVCENTER\Administrat 5 ms 05/22/2025,9:4815  05/22/2025, 9:48:21
a data VFS or AM AM

R ——— nA21A7A © Comnleted QAPCCVCENTER\Addministrat 4 me OS/22/2M08 QARDS  N5/22/2005 G4R0S
[ Managa cotumns | More Tasks

veenter8.sapce.stlnet:

v | Tyee v | pam
Folder [hana_data_VFS(sc-20250522094807386)] .sdd.sf
Folder [hana_data_VFS(sc-20250522094807386)] hana-8

veenter8.sapce.st.netapp.com

veantarR sance st natann com

Die VMDK im Datenspeicher wird der Ziel-HANA-VM zugeordnet und im HANA-System bereitgestellt.
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hana-8:~ # df -h

Filesystem Size Used Avail Use$% Mounted on

/dev/mapper/system-root 60G 5.3G 54G 9% /

devtmpfs 4.0M 8.0K 4.0M 1% /dev

tmpfs 49G 0 49G 0% /dev/shm

efivarfs 256K 57K 195K 23% /sys/firmware/efi/efivars

tmpfs 13G 26M 13G 1% /run

tmpfs 1.0M 0 1.0M 0% /run/credentials/systemd-tmpfiles-setup-dev-
early.service

tmpfs 1.0M 0 1.0M 0% /run/credentials/systemd-sysctl.service

tmpfs 1.0M 0 1.0M 0% /run/credentials/systemd-sysusers.service

tmpfs 1.0M 0 1.0M 0% /run/credentials/systemd-tmpfiles-setup-dev.service
/dev/mapper/system-root 60G 5.3G 54G 9% /.snapshots

.3G 54G 9% /boot/grub2/i1386-pc

.3G 54G 9% /boot/grub2/x86++ ++64-efi
.3G 54G 9% /home

.3G 54G 9% /opt

.3G 54G 9% /root

.3G 54G 9% /srv

.3G 54G 9% /usr/local
/dev/mapper/system-root 60G 5.3G 54G 9% /tmp

/dev/mapper/system-root 60G 5.3G 54G 9% /var

tmpfs 1.0M 0 1.0M 0% /run/credentials/systemd-vconsole-setup.service
/dev/sdc 95G 8.9G 87G 10% /hana/log/VFS/mnt00001

/dev/sdb 95G 7.6G 88G 8% /hana/data/VEFS/mnt00001

/dev/sdd 95G 15G 81G 16% /hana/shared

/dev/sdal 253M 5.9M 247M 3% /boot/efi

tmpfs 1.0M 0 1.0M 0% /run/credentials/systemd-tmpfiles-setup.service
192.168.175.86:/sapcc_share 1.4T 858G 568G 61% /mnt/sapcc-share
tmpfs 6.3G 72K 6.3G 1% /run/user/464

tmpfs 1.0M 0 1.0M 0% /run/credentials/getty@ttyl.service

tmpfs 6.3G 52K 6.3G 1% /run/user/0

/dev/sde 95G 9.2G 86G 10%
/var/opt/snapcenter/scu/clones/hana data VFS mnt00001 142592 scu clone 1

/dev/mapper/system-root 60G
/dev/mapper/system-root 60G
/dev/mapper/system-root 60G
/dev/mapper/system-root 60G
/dev/mapper/system-root 60G
/dev/mapper/system-root 60G
/dev/mapper/system-root 60G

(G2 NG BN G, NG G2 B G2 B G )]

hana-8:~ #
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Job Details

Restore 'hana-8.sapcc.stl.netapp.com\hana\MDC\VFS'

v ¥ Restore 'hana-8.sapcc.stl.netapp.comihana\MDCWVFS'

W'

W

O Task Name: Recover Application Start Time: 05/22/2025 9:56:13 AM End Time: 05/22/2025 9:58:15 AM

v hana-8.sapcc.stl.netapp.com

¥ Restore

*

¥

Validate Plugin Parameters

Pre Restore Application

¥ Stopping HANA instance
Filesystem Pre Restare
PreRestare for Virtual Resources
Detach Virtual Disks

Restore Fllesystem

Restore for Virtual Resources
Attach Virtual Disks

Fillesystemn Post Restore

Recover Application

PostRestore for Virtual Resources
Cleaning Storage Resources
Post Restore Cleanup FileSystem
Application Clean-Up

Diata Collection

Agent Finalize Workflow

B (Job 142596 ) ( Job 142556 ) read UnmountBackup

SAP-Systemaktualisierung

Detaillierte Informationen zu SAP System Refresh-Operationen mit SnapCenter finden Sie unter "TR-4667:
Automatisierung von SAP HANA Systemkopie und Klonvorgangen mit SnapCenter" .

View Logs

Close

[ ]
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Das zweite HANA-System QFS wurde auf die gleiche Weise provisioniert wie im Kapitel ", Bereitstellung und
Installation des HANA-Systems™ .

Voraussetzungen

Die aktuelle Version von SnapCenter (6.1P1) weist einige Einschrankungen auf, die mit den nachsten
Versionen behoben werden sollen.

1. Es ist erforderlich, den SPL-Prozess nach jedem ,Clone Create®- und ,Clone Delete“-Workflow mit dem
Befehl ,systemctl restart spl“ auf dem Ziel-HANA-Host neu zu starten.

2. Die als Quelle und Ziel des SAP-Systemaktualisierungsvorgangs verwendeten HANA-VMs missen auf
demselben ESX-Host ausgefiihrt werden.

Workflow-Zusammenfassung

Bevor der erste SAP-Systemaktualisierungsvorgang ausgefihrt werden kann, muss das HANA-Zielsystem
installiert und der Host zu SnapCenter hinzugefiigt werden. AnschlieRend muss das HANA-System
heruntergefahren und der HANA-Datentrager vom Host getrennt werden.

SnapCenter Klon-Erstellungsworkflow

1. Speicherklon erstellen

Konfigurieren der Hostzuordnung fiir den Speicherklon

Speicherklon (Datenspeicher) an ESX-Host anhangen

Flgen Sie der HANA-Ziel-VM eine neue Festplatte aus dem Datenspeicher hinzu

Datentrager in HANA VM-Betriebssystem einbinden

© o > w0 Db

Wiederherstellen des HANA-Systems mithilfe von Postscript

Laufzeit: 12 Minuten

Im Vergleich zum Wiederherstellungsvorgang ist die Laufzeit des Klonvorgangs unabhangig von

@ der GroRe der HANA-Datenbank. Die Laufzeit der Schritte 1 bis 5 ist auch bei sehr grof3en
Datenbanken ahnlich. Die Wiederherstellung dauert bei groReren HANA-Systemen naturlich
langer.

SnapCenter -Klon-Léschworkflow

1. Herunterfahren des HANA-Systems mithilfe eines vordefinierten Skripts
2. Datentrager vom HANA VM-Betriebssystem trennen

3. Datentrager aus HANA-VM entfernen

4. Entfernen des Datenspeichers vom ESX-Host

5

. Storge-Klon I6schen

Laufzeit: 11 Minuten

SnapCenter Klon-Erstellungsworkflow

Der Workflow zum Erstellen eines Klons wird durch Auswahl des gewlinschten Snapshots und Klicken auf die
Schaltflache ,Klonen® gestartet.
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M NetApp SnapCenter®
saphana [ VFS Topology

Search databases

Manage Copies

[ riew )
® i e

@ = @- Asapciscadmin  SnapCenterAdmin [ Sign Out

X

/’ X (i)

Backupto OtjectStore Remove Protecion Bk up Now Moty Mainenance Confgure Database

e - 12 Backups Summary Card
— sl | OClohes 13 Backups
Local coples 12 Snepshot besed backups

51 1 il Dased hackus

ss52 0 Clones

552 0 Snapshots Locked

VFS
Primary Backup(s)

- ——
[
Backup Name Snapshot Lock Expiration Count End Date
SnapCenter_hana-8_Localsnap_Hourly_06-16-2025_06.29.00.4157 1 06/16/2025 6:30:29 AW B
SnapCenter_hana-§ LocalSnap_Hourly_06-16-2025_02.29.00.4072 1 06/16/2025 2:30:28 AM B4
SnapCenter_hana-8_Localsnap_Hourly_06-15-2025_22.29.00.4010 1 06/15/2025 10:30:30 P 1
SnapCenter_hana-§_LocalSnap_Hourly_06-15-2025_18.29.00.3828 1 06/15/2025 6:30:28 PM £
SnapCenter_hana-8_Localsnap_Hourly_06-15-2025_14.29.003772 1 06/15/2025 23028 PM 3
SnapCenter_hana-§_Localsnap_Hourly_06-15-2025_10.29.00.4143 1 06/15/2025 10:3028 AM 8
SnapCenter_hana-8_LocalSnap_Hourly_06-15-2025_06.29.00.3640 1 06/15/2025 6:30:28 A 11
SnapCenter_hana-8 LocalSnap_Hourly_06-15-2025_02.29.03.3879 1 06/15/2025 2:30:34 A 4
SnapCenter_hana-8 Localsnap_Hourly_06-14-2025_22.29.00.3826 1 06/14/2025 10:30:28 P £
SnapCenter_hana-§_LocalSnap_Hourly_06-14-2025_18.29.00.3832 1 06/1412025 6:30:28 PM 13
SnapCenter_hana-§_Localsnap_Hourly 06-14-2025_14.29.00.3741 1 06/14/2025 23028 PM 11
SnapCenter_hana-8_Localsnap_Hourly_06-14-2025_10.29.00.3930 1 06/1412025 10:30:29 AM &3
Total 7 Total 12

@scompeted @owamings  Qoraied  @)ocanceled (@) 2Running @) 0 queed

Der Zielhost und die SID missen angegeben werden.

Clone From Backup X

1 Location Select the host to create the clone

2 Settings Plug-in host hana-9.sapcc.stl.netapp.com - @

308 s
2l Target Clone SID QFs Li]

4 Notification

5 Summary

Clone From Backup X

o Lecation

2 Settings

LUN Map Settings

lgroup protocol FCP

Select
Mixed

3 Scripts

4 Notification FCP
i5Csl

5 ‘Summary

In unserem Beispiel verwenden wir ein Postskript, um die Wiederherstellung auf dem Zielhost auszufihren.

193



Clone From Backup

o Location
e Settings
Pre clone command
° Notification
o Summary

Enter optional commands to run before performing a clone operation @

Enter optional commands to run after performing a clone operation €

The following commands will run on the Plug-In Host: hana-9.sapcc.stl.netapp.com

L

/mnt/sapce-share/SAP-System-Refreshisc-system-refresh.sh
Post clone command recover

Wenn der Workflow gestartet wird, erstellt SnapCenter eine geklonte Speichereinheit basierend auf dem

ausgewahlten Snapshot.

= I NetApp ONTAP System Manager | A70-SAPCC

Dashboard Storage
Insights The basic unit of storage is a LUN (for SCSI hosts) or NVMe namespace (for NVMe). You can add LUN or NVMe namespace storage units based on your data center configuration. More [%
storage

Hosts. g 2 2

Network v Storage units

Events & jobs ~

+ Add
Protection e,

0 s
Cluster v

v hana data QFS

v hana data VFS

v hana data VFS Clone 06172507005037511

v hanalog QS

v hana log VFS

v hana shared_QFS

v hanashared VFS

Capacity.

100 Gig

100 Gig

100 Gig

100 GiB

100 Gig

100Gi8

100GiB

<

Data reduction
546101

1101

Tto1

4101
122101
281101

169101

22

Online.

Host mapping

otv_host-44_e3d7e9d4-46(3-4fd:

otv_host-44_e3d7e9d4-463-4fd:

otv_host-57_e3d7egd4-46f3-dfd:

otv_host-44_e3d7e9d4-463-4fd:

otv_host-44_e3d7e9d4-46f3 4fd:

otv_host-44_e3d7e9d4-46f3-dfd:

otv_host-44_e3d7e9d4-463-4fd:

10Ps.

IS

(7 Q search actons objecs ancpages |

0

Offline

Latency (ms)

QO o O

Q ¢+ m =

| Throughput (ves)

SnapCenter verbindet dann die LUN (Datenspeicher) mit dem ESX-Host, auf dem die Ziel-HANA-VM

ausgefihrt wird.
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<

o

v [@ vcenter8.sapcc.stlnetapp.com
v [l SAPCC
~ [ Cluster
B 106316714
B 1063167.4

© AsAr2
© Deitmar
@ InrastructurePool
© SnapCenter HANA
& hana-1
& hana-t

¢ v vy

& hana-2
& hana-3
& hana-4
@ hana5

& hana-7

& hana-8

& hana-9

@& Nils-Jumpbox
& SnapCenter

@ SnapCenter-Beta

& 5cv-61.0.6246937-250221 0406

v RecentTasks  Alarms
Task Name v | Targer v | staws
Manage Columns | Al More Tasks

[ 10.63.167.6

Summary

Quick Filter

Manage Cotumns | | Export | | Desetect A

: actions
Monitor  Configure  Permissions
Enter value

Name T | staws

B gatastorel(2) ~/ Norm
al

5 Datastore €250 /' Norm
al

© Datastore One + Norm
al

B DatastoreA400 ~ Norm
al

5 hana data GFs ' Norm
al

B hana data VES + Nom
al

5 hana data VFS(sc-2025061 ~ Norm

7070115334) al

B hana log_GFS +/ Norm
al

B hana log_VES +/ Norm
al

5 hana shared QFS +/ Norm
al

B hana shared VFS ~ Norm
al

B 0s Image ' Norm

al

v | Detais v

VMs

Initiator

Datastores  Networks  Updates
Type Datastore Cluster capacity Free
VMFS 6 766 GB 764.58GB.
NFS 3 19578 19578
NFS 3 28578 12278
NFS 3 500 GB 2712468
VMFS 6 9975GB  87.26GB
VMFS 6 9975GB 9094 GB
VMFS 6 9975GB  90.94GB
VMFS 6 9975GB  9131GB
VMFS 6 9975GB  913GB
VMFS 6 9975GB  87GB
VMFS 6 9975GB  8055GB
NFS 3 142.5GB 5539 GB
temsperpage 35 v 12items
v Xy stmime L Y | CompletonTime ¥ | Server v

For

Oitems.

Das VMDK im neuen Datenspeicher wird dann zur HANA-VM hinzugeflgt.

Edit Settings | hana-9

Virtual Hardware

> cPU
> Memory

v Hard

> Hard disk 1
> Hard disk 2
> Hard disk 3

> Hard disk 4

Maximum Size
VM storage policy
Type

Sharing

Disk File

VM Options

Advanced Parameters

ADD NEW DEVICE v

99.75 GB

Datastore Default v

Thin Provision

No sharing

[hana_data_VFS(sc-20250617070115334)] hana-8/hana-8 vmdk

Shles J n

Anschlief3end konfiguriert und mountet SnapCenter die neue Festplatte im HANA-Linux-System.

hana-9:/mnt/sapcc-share/SAP-System-Refresh # df -h

Filesystem Size Used Avail Use$% Mounted on
/dev/mapper/system-root 60G 5.2G 52G 10% /
devtmpfs 4.0M 4.0K 4.0M 1% /dev

tmpfs 49G 0 49G 0% /dev/shm
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efivarfs 256K 57K 195K 23% /sys/firmware/efi/efivars

tmpfs 13G 26M 13G 1% /run

tmpfs 1.0M 0 1.0M 0% /run/credentials/systemd-tmpfiles-setup-dev-
early.service

tmpfs 1.0M 0 1.0M 0% /run/credentials/systemd-sysctl.service

tmpfs 1.0M 0 1.0M 0% /run/credentials/systemd-sysusers.service

tmpfs 1.0M 0 1.0M 0% /run/credentials/systemd-tmpfiles-setup-dev.service
/dev/mapper/system-root 60G 5.2G 52G 10% /.snapshots

.2G 52G 10% /boot/grub2/i386-pc

.2G 52G 10% /boot/grub2/x86++ ++64-efi
.2G 52G 10% /home

.2G 52G 10% /opt

.2G 52G 10% /srv

.2G 52G 10% /root

.2G 52G 10% /tmp
/dev/mapper/system-root 60G 5.2G 52G 10% /usr/local
/dev/mapper/system-root 60G 5.2G 52G 10% /var

tmpfs 1.0M 0 1.0M 0% /run/credentials/systemd-vconsole-setup.service
/dev/sdc 95G 8.9G 87G 10% /hana/log/QFS/mnt00001

/dev/sdd 95G 14G 82G 14% /hana/shared

/dev/sdal 253M 5.9M 247M 3% /boot/efi

tmpfs 1.0M 0 1.0M 0% /run/credentials/systemd-tmpfiles-setup.service
192.168.175.86:/sapcc++ ++share 1.4T 858G 568G 61% /mnt/sapcc-share
tmpfs 6.3G 72K 6.3G 1% /run/user/464

tmpfs 1.0M 0 1.0M 0% /run/credentials/getty@ttyl.service

tmpfs 6.3G 52K 6.3G 1% /run/user/0

/dev/sde 95G 9.2G 86G 10% /hana/data/QFS/mnt00001

tmpfs 6.3G 56K 6.3G 1% /run/user/1001
hana-9:/mnt/sapcc-share/SAP-System-Refresh #

/dev/mapper/system-root 60G
/dev/mapper/system-root 60G
/dev/mapper/system-root 60G
/dev/mapper/system-root 60G
/dev/mapper/system-root 60G
/dev/mapper/system-root 60G
/dev/mapper/system-root 60G

(G2 INC ) BN G, BN C BC ) G N N C)

hana-9:/mnt/sapcc-share/SAP-System-Refresh # cat /etc/fstab
/dev/system/root / btrfs defaults 0 O

/dev/system/root /var btrfs subvol=/Q@/var 0 O
/dev/system/root /usr/local btrfs subvol=/Q@/usr/local 0 0
/dev/system/root /tmp btrfs subvol=/Q@/tmp O
/dev/system/root /srv btrfs subvol=/@/srv 0 O

/dev/system/root /root btrfs subvol=/@/root 0 0

/dev/system/root /opt btrfs subvol=/@/opt 0 0

/dev/system/root /home btrfs subvol=/@/home 0 O

/dev/system/root /boot/grub2/x86++ ++64-efi btrfs
subvol=/@/boot/grub2/x86++ ++64-efi 0 O

/dev/system/root /boot/grub2/i386-pc btrfs subvol=/Q/boot/grub2/i386-pc 0
0

/dev/system/swap swap swap defaults 0 O

(@)

/dev/system/root /.snapshots btrfs subvol=/Q/.snapshots 0 O
UUID=FB79-24DC /boot/efi vfat utf8 0 2

196



192.168.175.86:/sapcct+ t++share /mnt/sapcc-share nfs

rw,vers=3,hard, timeo=600,rsize=1048576,wsize=1048576, intr,noatime,nolock 0
0

#/dev/sdb /hana/data/QFS/mnt00001 xfs relatime, inode64 0 O

/dev/sdc /hana/log/QFS/mnt00001 xfs relatime, inode64 0 O

/dev/sdd /hana/shared xfs defaults 0 O

# The following entry has been added by NetApp (SnapCenter Plug-in for
UNIX)

/dev/sde /hana/data/QFS/mnt00001 xfs
rw,relatime,attr2, inode64, logbufs=8, logbsize=32k,noquota 0 0
hana-9:/mnt/sapcc-share/SAP-System-Refresh #

Der folgende Screenshot zeigt die von SnapCenter ausgeflhrten Jobschritte.
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Job Details 2

Clone from backup 'SnapCenter_hana-8_LocalSnap_Hourly 06-17-2025_10.29,00.4260'

+" ¥ Clone from backup 'SnapCenter_hana-B_LocalSnap_Hourly_06-17-2025_10.29.00.4260!

v v hana-9.sapce.stlnetapp.com

o v Clane

v » Application Pre Clone

o » Storage Clone

v # Can Execute Clone Virtual or RDM disks
o » Clone Virtual or RDM disks

v » Unmount Filesystem

W Mount Filesystem

o » Performing rescan of devices

W * Building clone for data file systems and associated entities
v ¥ Application Post Clone

W v Register Clone Metadata

\.-' v Clean-up Snapshot entries on Server

v v Application Clean-Up

vy * Data Collection

W » Agent Finalize Workflow

€ Task Name: Mount Filesystem Start Time: 06/17/2025 11:02:42 AM End Time: 06/17/2025 11:10:17 AM

L]

View Logs el | Close

Wie im Abschnitt ,Voraussetzungen“ erwahnt, muss der SnapCenter -SPL-Dienst auf dem HANA-Host mit dem
Befehl ,systemctl restart spl“ neu gestartet werden, um die ordnungsgemalfie Bereinigung einzuleiten. Dies
muss nach Abschluss des Auftrags erfolgen.

Sobald der Klon-Workflow abgeschlossen ist, kann die automatische Erkennung durch Klicken auf das

Ressourcen-QFS gestartet werden. Sobald der automatische Erkennungsprozess abgeschlossen ist, wird der
neue Speicherbedarf in der Detailansicht der Ressource angezeigt.

198




M NetApp SnapCenter® 2 sapcc\scadmin  SnapCenterAdmin [ Sign Out

saprana B Resource - Details X
© e System Details for selected resource
o st Type Multitenant Database Container
7 = = HANA System Name QFs
siD QFs
M1
Tenant Databases QFs
ss1
Plug-in Host hana-9.sapcc.stl.netapp.com
2 HDB Secure User Store Key QFSKEY
=2 HDBSQL OS User gfsadm
VFS Log backup location Jusr/sap/QFS/HDBA5/backup/log
Backup catalog location Sap/QFS/HDBAS/backup/log
System Replication None
Plug-in name SAP HANA
Last backup None
Resource Groups None
Policy None
Discovery Type Auto
Backup Name SnapCenter_hana-8_LocalSnap_Hourly_06-17-2025_10.29.00.4260
Backup Name of Clone SnapCenter_hana-8_LocalSnap_Hourly_06-17-2025_10.29.00.4260
Storage Footprint
SvM Volume Junction Path LUN/Qtree
svm1 hana_data_VFS_Clone_06172511013515617
Total 7

Activity The 5 most recent jobs are displayed @szcompeed @ 1waming €Q1raied  @ocanceled @) orunning  @)0Queued

SnapCenter -Klon-Léschworkflow

Der Klonlésch-Workflow wird gestartet, indem Sie den Klon bei der HANA-Quellressource auswahlen und auf
die Schaltflache ,Loschen” klicken.

M NetApp SnapCenter® @ = @O Lsapccscadmin SnapCenterAdmin @ Sign Out

SAP HANA . VFS Topology

" .
i © / X[ (i

BackuptoObjectStore  Remove Protection Back up Now. Maintenance Configure Database

Manage Copies

= aFs @  '2Backups Summary Card
=
sM1 13 Backups.
Local coples 12 Snapsho based backups
ss1

1 File-Based backup.

ss2 1 Clone
ss2 0 Snapshots Locked
VFS

Primary Clone(s)

search Y - =

Clone SID Clone Host Clone Name Start Date End date

QFs hana-9.sapcc.stl.netapp.com hana-8_sapcc_stl_netapp_com_hana_MDC_VFS_clone_146515_MDC_VFS_06- 06/17/2025 11:01:58 AM 4 06/17/2025 11:10:22 AM £
17-2025_10.27.55

Total 7 Total 1

Qiraied  @ocanceled @) orunning @) 0Queued

In unserem Beispiel verwenden wir ein Vorskript, um die Ziel-HANA-Datenbank herunterzufahren.
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Delete Clone X

i Cloned volume will be deleted. SnapCenter backups and HANA backup catalog must be deleted manually.

Enter commands to execute before clone deletion

/mnt/sapcc-share/SAP-System-Refresh/sc-system-refresh.sh
Pre clone delete : shutdown

The selected clone(s) will be permanently deleted. If the selected clone contains other resource(s) it will also be deleted.
If the cloned databases are protected then the protection needs to be removed to delete the clone.
Do you want to proceed?

[] Force Delete

Der folgende Screenshot zeigt die von SnapCenter ausgefiihrten Jobschritte.
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Job Details X

b

Deleting clone 'hana-8_sapcc_stl_netapp_com_h......5__clone__146534_MDC_VF5_06-17-
2025_10.27.55'

v Deleting clone "hana-8_sapcc_stl_netapp_com_hana_MDC_VF5S__clone_ 146534 MDC_VFS_06-17-
2025_10.27.55'

« ¥ hana-9.sapcc.stlnetapp.com

v ¥ Delete Clone
v » Valldate Plugin Parameters
v Application Clone Delete
v v Delete Pre Clone Commands
o ¥ Unmount Filesystem
v * Deporting cloned file systems and associated entities
v » Performing rescan of devices
v * Deleting Virtual Resources
v ¥ Delete Storage Clone
v v Unregister Clone Metadata
o ¥ Filesystem Clone Metadata Cleanup
v » Performing rescan of devices
v » Agent Finallze Workflow
© Task Name: Application Clone Delete Start Time: 06/17/2025 1:36:24 PM End Time: 06/17/2025 1:37:02 PM v

View Logs incel | Close

Wie im Abschnitt ,Voraussetzungen“ erwahnt, muss der SnapCenter -SPL-Dienst auf dem HANA-Host mit dem
Befehl ,systemctl restart spl“ neu gestartet werden, um eine ordnungsgemale Bereinigung einzuleiten.

Zusatzliche Informationen und Versionsverlauf

Bewahrte Methoden fir HANA:

» "Technischer Bericht: SAP HANA on NetApp ASA Systems with Fibre Channel Protocol".
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https://docs.netapp.com/us-en/netapp-solutions-sap/bp/hana-asa-fc-introduction.html

SnapCenter

» "Technischer Bericht: SAP HANA Backup and Recovery with SnapCenter"
* "TR-4719: SAP HANA System Replication — Backup und Recovery mit SnapCenter"
* "TR-4667: Automatisierung von SAP HANA Systemkopie und Klonvorgangen mit SnapCenter"

+ "SAP HANA-Datenschutz und hohe Verfligbarkeit mit SnapCenter SnapMirror Active Sync und VMware
Metro Storage Cluster"

» "SnapCenter-Softwaredokumentation"

Versionsverlauf:

Version Datum Kommentar

Version 1.0 07/2025 Ausgangsversion

SAP HANA System Replication Backup und Recovery mit
SnapCenter

TR-4719: SAP HANA System Replication — Backup und Recovery mit SnapCenter

SAP HANA System Replication wird haufig als Hochverfugbarkeits- oder Disaster-
Recovery-Losung fur SAP HANA Datenbanken verwendet. SAP HANA System
Replication bietet verschiedene Betriebsmodi, die Sie je nach Anwendungsfall oder
Verfugbarkeitsanforderungen verwenden konnen.

Autor: Nils Bauer, NetApp
Es gibt zwei primare Anwendungsfalle, die miteinander kombiniert werden konnen:

* Hochverfligbarkeit mit einem Recovery Point Objective (RPO) von null und einem minimalen Recovery
Time Objective (RTO) unter Verwendung eines dedizierten sekundaren SAP HANA-Hosts

 Disaster Recovery Uber grofe Entfernungen: Der sekundare SAP HANA-Host kann auch im normalen
Betrieb fur Entwicklung oder Tests verwendet werden.

Hochverfiigbarkeit ohne RPO und mit minimalem RTO-Aufwand

System Replication ist mit synchroner Replizierung konfiguriert und verwendet Tabellen, die auf dem
sekundaren SAP HANA-Host vorab in den Speicher geladen sind. Diese Hochverfiigbarkeitslosung lasst sich
bei Hardware- oder Softwareausfallen einsetzen und reduziert zudem geplante Ausfallzeiten wahrend SAP
HANA Software-Upgrades (Betrieb fast ohne Ausfallzeit).

Failover-Vorgange werden oft mithilfe von Cluster-Software eines Drittanbieters oder mit einem Workflow mit
SAP Landscape Management Software mit nur einem Klick automatisiert.

Aus der Perspektive der Backup-Anforderungen missen Backups erstellt werden kénnen, unabhangig davon,
welcher SAP HANA Host primarer oder sekundarer ist. Eine gemeinsam genutzte Backup-Infrastruktur wird
verwendet, um alle Backups wiederherzustellen, unabhangig davon, auf welchem Host das Backup erstellt
wurde.

Der Rest dieses Dokuments konzentriert sich auf Backup-Vorgange mit SAP System Replication, konfiguriert
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als Hochverfligbarkeitsldésung.

High Availability

Primary Secondary

Iililitt:: HANA System Replication HANA
>
LLLLLL Host 1 Host 2
1 LLLLLL Synchronous
LUDEIC

with table preload

Host 1 Host2

Data Data

Disaster Recovery liber grofRe Entfernungen

Die Systemreplizierung kann mit asynchroner Replizierung konfiguriert werden, ohne dass Tabelle auf dem
sekundaren Host vorab in den Speicher geladen wird. Diese Lésung dient der Behebung von Datacenter-
Ausfallen. Failover-Vorgange werden normalerweise manuell durchgefihrt.

Hinsichtlich der Backup-Anforderungen mussen Sie in der Lage sein, Backups wahrend des normalen Betriebs
in Datacenter 1 und bei Disaster Recovery in Datacenter 2 zu erstellen. In Datacentern 1 und 2 ist eine
separate Backup-Infrastruktur verfliigbar, Backup-Vorgange werden als Teil des Disaster Failover aktiviert. Die
Backup-Infrastruktur ist in der Regel nicht gemeinsam genutzt und ein Restore eines Backups, das auf dem
anderen Datacenter erstellt wurde, ist nicht moglich.

Disaster Recovery

Primary Secondary

HANA System Replication N Hana
Host 1 j Host2
Asynchronous

i
ISP P

LLLLL
LLLL
BLLE
GLLEUE
P
[nnoal

Host 1
Data

Host 2
Data

Storage Snapshot Backups und SAP System Replication

Backup-Vorgange werden immer auf dem primaren SAP HANA-Host durchgefuhrt. Die
erforderlichen SQL-Befehle flr den Backup-Vorgang kénnen nicht auf dem sekundaren
SAP HANA-Host ausgefuhrt werden.

Fir SAP HANA-Backup-Vorgange sind die primaren und sekundaren SAP HANA-Hosts eine Einheit. Sie
verwenden denselben SAP HANA Backup-Katalog und nutzen die Backups flr die Wiederherstellung und das
Recovery, unabhangig davon, ob das Backup auf dem primaren oder sekundaren SAP HANA-Host erstellt
wurde.

Da jedes Backup fir die Wiederherstellung verwendet und mithilfe von Log-Backups von beiden Hosts
durchgefiihrt werden kann, ist ein gemeinsamer Backup-Ort fiir Protokolle erforderlich, auf den von beiden
Hosts zugegriffen werden kann. NetApp empfiehlt die Verwendung eines Shared Storage Volume. Sie sollten
jedoch auch das Ziel der Protokollsicherung in Unterverzeichnisse innerhalb des gemeinsam genutzten
Volumes trennen.
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Jeder SAP HANA-Host verfugt Uber ein eigenes Storage-Volume. Wenn Sie einen Storage-basierten Snapshot
flr ein Backup verwenden, wird ein Datenbank-konsistenter Snapshot auf dem Speicher-Volume des primaren
SAP HANA-Hosts erstellt.

Primary Secondary

Log and
catalog
backup

File-based
backup

Snapshot backup T1

Snapshot backup T2 Log and data backup volume need to be accesible by both
hosts in order to enable forward recovery and retention
management, independent which host is primary.

Wenn ein Failover zu Host 2 durchgefiihrt wird, wird Host 2 zum primaren Host, die Backups werden auf Host
2 ausgefihrt und Snapshot Backups werden auf dem Storage Volume von Host 2 erstellt.

Das auf Host 2 erstellte Backup kann direkt auf der Speicherebene wiederhergestellt werden. Wenn Sie ein
Backup verwenden mussen, das auf Host 1 erstellt wurde, muss das Backup vom Host-1-Speicher-Volume auf
das Host-2-Speicher-Volume kopiert werden. Die vorwarts-Wiederherstellung verwendet die Protokoll-Backups
von beiden Hosts.

Primary

Data backup T3 can
be restored on
storage layer.

Log and
catalog
backup

File-based
backup

Snapshot backup T1 Snapshot backup T3

Data backup T1 or T2 need to be

Sl AL U restored by a FlexClone operation,

copying of data, and forward recovery
using log backups from both hosts.
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SnapCenter Konfigurationsoptionen fir SAP System Replication

Es gibt zwei Optionen zur Konfiguration der Datensicherung mit der NetApp SnapCenter
Software in einer SAP HANA System Replication Umgebung:

* Eine SnapCenter-Ressourcengruppe, die sowohl SAP HANA-Hosts als auch automatische Erkennung mit
SnapCenter Version 4.6 oder hoher enthalt

* Eine einzige SnapCenter-Ressource fir beide SAP HANA-Hosts, die eine virtuelle IP-Adresse verwendet

Option 1: SnapCenter 4.6 auto discovery Option 2: SnapCenter manual resource
of HANA System Replication configuration with central HANA plug-in

SnapCenter
Resource

Virtual hosthame
Primary Secondary Primary "% secondary !
i
. - 1
1 System Replication System Replication ]
| |
I HANA plug-in HANA plug-in
1

____________________________________________________________________________________________

Physical
hostname

_____________________________________________

Ab SnapCenter 4.6 unterstitzt SnapCenter die automatische Erkennung von HANA-Systemen, die in einer
HANA-System-Replizierungsbeziehung konfiguriert sind. Jeder Host wird mit seiner physischen IP-Adresse
(Host-Name) und seinem individuellen Daten-Volume auf der Storage-Ebene konfiguriert. Die beiden
SnapCenter Ressourcen werden zu einer Ressourcengruppe kombiniert. SnapCenter erkennt automatisch,
welcher Host sich auf einem primaren oder sekundaren Volume befindet, und fihrt die erforderlichen Backup-
Vorgange entsprechend aus. Das Aufbewahrungsmanagement fiir Snapshot und dateibasierte Backups, die
durch SnapCenter erstellt wurden, erfolgt tiber beide Hosts hinweg. So wird sichergestellt, dass alte Backups
auch am aktuellen sekundaren Host geldscht werden.

Mit einer Einzelressourcenkonfiguration fir beide SAP HANA-Hosts ist die einzelne SnapCenter-Ressource
unter Verwendung der virtuellen IP-Adresse der SAP HANA System Replication-Hosts konfiguriert. Beide
Datenvolumen der SAP HANA-Hosts sind in der SnapCenter-Ressource enthalten. Da es sich um eine
einzelne SnapCenter Ressource handelt, funktioniert das Aufbewahrungsmanagement fir Snapshot und
dateibasierte Backups, die von SnapCenter erstellt wurden, unabhangig davon, welcher Host derzeit als
primarer oder sekundarer Host gilt. Diese Option ist bei allen SnapCenter Versionen madglich.

In der folgenden Tabelle sind die wichtigsten Unterschiede der beiden Konfigurationsoptionen
zusammengefasst.

Ressourcengruppe mit Einzelne SnapCenter-Ressource

SnapCenter 4.6 und virtuelle IP-Adresse
Backup-Vorgang (Snapshot und Automatische Identifizierung des Virtuelle IP-Adresse automatisch
dateibasiert) primaren Hosts in der verwenden

Ressourcengruppe
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Aufbewahrungsmanagement
(Snapshot und dateibasiert)

Kapazitatsanforderungen des
Backups

Wiederherstellungsvorgang

Recovery-Vorgang

Ressourcengruppe mit
SnapCenter 4.6

Automatisch auf beiden Hosts
ausgefuhrt

Backups werden nur auf dem
primaren Host Volume erstellt

Backups von aktuell aktivem Host
stehen fur die Wiederherstellung
zur Verfliigung

Alle verfiigbaren Recovery-

Einzelne SnapCenter-Ressource
und virtuelle IP-Adresse

Automatische Verwendung
einzelner Ressourcen

Backups werden immer auf beiden
Hosts Volumes erstellt. Das Backup
des zweiten Hosts ist nur
absturzkonsistent und kann nicht
verwendet werden, um eine
Rollback durchzufiihren.

Skript zur Vorsicherung erforderlich,
um zu ermitteln, welche Backups
gultig sind und fir die
Wiederherstellung verwendet
werden kdonnen

Manuelle Wiederherstellung

Optionen, wie bei jeder automatisch erforderlich

erkannten Ressource

Im Allgemeinen empfiehlt NetApp, die Konfigurationsoption fir Ressourcengruppen mit
SnapCenter 4.6 zu verwenden, um HANA Systeme mit aktivierter HANA System Replication zu
@ schitzen. Eine einzelne SnapCenter-Ressourcenkonfiguration ist nur erforderlich, wenn der
SnapCenter-Operationsansatz auf einem zentralen Plug-in-Host basiert und das HANA-Plug-in
nicht auf den HANA-Datenbank-Hosts implementiert ist.

Die beiden Optionen werden in den folgenden Abschnitten naher erlautert.

Konfiguration von SnapCenter 4.6 unter Verwendung einer Ressourcengruppe

SnapCenter 4.6 unterstutzt die automatische Erkennung von HANA-Systemen, die mit
HANA System Replication konfiguriert sind. SnapCenter 4.6 umfasst die Logik zur
Identifizierung primarer und sekundarer HANA-Hosts wahrend des Backup-Betriebs
sowie fur das Management der Datenaufbewahrung tUber beide HANA-Hosts hinweg.
Daruber hinaus sind jetzt auch automatisierte Wiederherstellungen und Recovery fur
HANA System Replication-Umgebungen verflgbar.

SnapCenter 4.6-Konfiguration von HANA System Replication-Umgebungen

Die folgende Abbildung zeigt die fur dieses Kapitel verwendete Laboreinrichtung. Zwei HANA-Hosts, hana-3
und hana-4, wurden mit HANA System Replication konfiguriert.

Far die HANA-Systemdatenbank wurde ein Datenbankbenutzer namens ,SnapCenter” mit den erforderlichen
Berechtigungen zum Ausflihren von Sicherungs- und Wiederherstellungsvorgangen erstellt (siehe
"Technischer Bericht: SAP HANA Backup and Recovery with SnapCenter"). Auf beiden Hosts muss ein HANA-
Benutzerspeicherschlissel unter Verwendung des oben genannten Datenbankbenutzers konfiguriert werden.

206



ss2adm@hana- 3: / > hdbuserstore set SS2KEY hana- 3:33313 SNAPCENTER

<password>

ss2adm@hana- 4:/ > hdbuserstore set SS2KEY hana-4:33313 SNAPCENTER

<password>

Aus einer tUibergeordneten Sicht missen Sie die folgenden Schritte durchfiihren, um HANA System Replication
in SnapCenter einzurichten.

1. Das HANA-PIlug-in wird auf dem primaren und sekundaren Host installiert. Die automatische Ermittlung
wird ausgefuhrt und der Status der HANA-Systemreplizierung wird fir jeden primaren oder sekundaren
Host erkannt.

2. Ausfiihren von SnapCenter configure database Und stellen die bereit hdbuserstore Taste. Weitere
automatische Erkennungsvorgange werden ausgefihrt.

3. Erstellen Sie eine Ressourcengruppen, einschlieBlich beider Hosts, und konfigurieren Sie den Schutz.

SnapCenter Resource Group

Host 1: hana-3 Host 2: hana-4
Primary Secondary
HANA System Replication
HANA plug-in HANA plug-in

Log Backup
File-based Backup

- 4

Host 1 Logand File-based
Data catalog backup
backup

Nachdem Sie das SnapCenter HANA Plug-in auf beiden HANA-Hosts installiert haben, werden die HANA-
Systeme in der Ansicht der SnapCenter-Ressourcen wie andere automatisch erkannte Ressourcen angezeigt.
Ab SnapCenter 4.6 wird eine zusatzliche Spalte angezeigt, in der der Status der HANA-Systemreplizierung
(aktiviert/deaktiviert, primar/sekundar) angezeigt wird.

Shared volume(s) for HA PAIR

host 1 and host 2 1
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M NetApp SnapCenter® = % sapec\scadmin  SnapCenterAdmin W Sign Out

sapHana B

VOl tiuititenant Database Container = W Sesrch databases -

Rl Resurcrs Add SAP HANA Dasbnsn | New Besouren Grous

o™ System System 1D (510} Tenant Databases Replication Plugrin Host Resource Groups Policies Lastbackup  Overall Status
ss2 552 552 Enabled hana-3.sapcestlnetapp.c Mot protacted
(Primary) am
8 ss2 ss2 ss2 Enabled hana-4 sapccstlnetapp.c Not protected
(Secondary) am

Durch Klicken auf die Ressource fordert SnapCenter den HANA-Benutzerspeicherschlissel fir das HANA-
System an.

Configure Database "
Plug-in host hana-3.5apocstlnetapp.com

HOBSQL 05 User ss52adm

HDB Secure User Store SEZKEY o
Hay

Weitere Schritte zur automatischen Ermittlung werden ausgefiihrt, und SnapCenter zeigen die
Ressourcendetails an. In SnapCenter 4.6 werden der Replikationsstatus des Systems und der sekundare
Server in dieser Ansicht aufgelistet.
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M NetApp SnapCenter®

Resource - Delalls

Details for selected resource

R @

B
B

552 HANA System Name 552

5D

-

Tenant Databases

=
-

Plug-in Host

HDB Securs User Store Key

i

HDBSQL OS User

A Log backup location

Backup catzlog Iocation
System Replication
Secondary Servers

Typs Multitenant Datzbass Container

sapeestinatapp.com

Plugiin name
Last ackup none
Resource Groups None
Palicy None

Discovery Type A0

Storage Footprint

SWM Volume

hana-primarysapecstinatapp.com

Total 2

Activity The 5 most recent jobs are displayed

2 capcscadmin SnapCenteradmin [l Sign out

x

Junction Path LuNsQuree

/552_dat3 mntoooot

9 0 Complatad eu Wamings Q 0 Failed @u(sn:eled OD RUnNing @n Queued

Nach Durchflhrung der gleichen Schritte fir die zweite HANA-Ressource ist die automatische Ermittlung
abgeschlossen, und beide HANA-Ressourcen werden in SnapCenter konfiguriert.

I NetApp SnapCenter®

SAP HANA -

(] @~ % sapcoscadmin SnapCenteradmin Sign Out

U Multitenant Database Container ~ Search databases | v

o System System 1D (5I0) Tenant Databases Replication
552 552 552 Enzblad
(Primary)
552 552 552 Enabled
(Sscondaryh

=
e
et i A SAP RANA Doz Moo Grom

Plugrin Host Resource Groups Policies Lostbackup  Owerall Status
hans-3:sapcc.stlnetappic Mot protected
om
NaNa-4.5apec.stlnetapp.c Not protected
am

Fir HANA System Replication-fahige Systeme missen Sie eine SnapCenter-Ressourcengruppe,

einschlief3lich beider HANA-Ressourcen, konfigurieren.

N NetApp SnapCenter®

sienans

Tags

Name Resource Count

There Iz no match for your s2arch or dats 1= not vailable.

Policies

2 sapcciscadmin  SnapCenterAdmin 1 Sign Out

PSP HANA Dumsbsn  Now Rsouree Group

Last backup Overall Status

NetApp empfiehlt die Verwendung eines benutzerdefinierten Namensformats fir den Snapshot-Namen. Dieser
sollte den Hostnamen, die Richtlinie und den Zeitplan enthalten.
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M NetApp SnapCenter®

SAP HANA ‘

Search databases

MNew Resource Group

To configure an SMTF Server to send email notifications for scheduted or on-demand jobs, go to Settings=Global Sattings=latification Saryer Settings.

(ER L] System - : s
° 2 3 4 5 6 )
552 = Z
7 e Resources Application setings Paolicias Motification summary

Provide a name and tags for the resource group

Hame | 552 - HANA System Replication

Tags |
Uise custom name format for Snapshot copy

SnapCenier

Sie mussen der Ressourcengruppe beide HANA-Hosts hinzufligen.

M NetApp SnapCenter®
SAF HANA ‘

. —o—  — — —.
(5] System -

Mame Aesources Application Sattings Policies Motification Summary

Mew Resource Group

552

552
Add resources [o resource group

Host Resource Type

&1l = || an = |
Available Resources Selected Resources
| search avaslable resources a

[ 552 (hana-3: mMOC)
552 (hana-d4: MDC)

]

[

Die Richtlinien und Zeitplane fir die Ressourcengruppe werden konfiguriert.

Die in der Richtlinie definierte Aufbewahrung wird fir beide HANA-Hosts verwendet. Wenn z. B.
eine Aufbewahrung von 10 in der Richtlinie definiert ist, wird die Summe der Backups beider

@ Hosts als Kriterien flr das Loschen von Backups verwendet. SnapCenter [6scht das alteste
Backup unabhangig davon, wenn es auf dem aktuellen primaren oder sekundaren Host erstellt
wurde.
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K NetApp SnapCenter®

SAP HANA ’ New Resource Group

Search databases

o—© © o—- )
Name | 3

MHame Rasourcas Application Settings Paollcies Motification Summary

There is no match for your search or data ts not |
availabla,

Select one or more polices and configure schedules

Localsnap = + | @

" Localsnap

BlockimagrityChack 5

Policy = Applied Schedules Configure Schedules

LotcalSnap Hourly: Repeat every 1 hours. d | x

Total 1

Die Konfiguration der Ressourcengruppe ist jetzt abgeschlossen und Backups kénnen ausgefihrt werden.

M NetApp SnapCenter® = @ - £ sopociscadmin SnapCenterAdmin Il Sign Out

SAP HANA - 552 - HANA System Replication Details x

— > @ aQ e
Saarch databases = L4 [
[

ModtyRewonyGrop EackipNow  Mimenunce

>

Name Resource Name Type Host
552 - HANA Systam Replicanan ss2 MultipleContainers hana-3.sapce.stl.nstapp.com

s52 MultipleContainers hana<.sapecstl.netapp.com

2 sapcc\scadmin  SnapCenterAdmin [ Sign Out

saenann B

U [ Mauiticenant Database Container = |l Search datsbases 1

RefrwhRecrrn A% SADHANA Dsbans Now Fsourcs Goup.

E M System System ID (51D} Tenant Databases Replication Plug-in Host Resource Groups Policies Last backup Overall Status
552 552 52 Enabled hana-3sapecstlnetapp.c 552- HANA System Repli | Localsnap Backup nat run
(Primary) om cation
ss52 552 552 Enabled hana«sapecstl.netapp.c 552 HANA System Repli | Localsnap Backup not run
(Secondzry] om cation

Snapshot-Backup-Vorgédnge

Wenn ein Backup-Vorgang der Ressourcengruppe ausgefihrt wird, identifiziert SnapCenter den primaren Host
und I8st nur ein Backup auf dem primaren Host aus. Das bedeutet, dass nur das Daten-Volume des primaren
Hosts mit Snapshots erstellt werden wird. in unserem Beispiel ist hana-3 der aktuelle primére Host und ein
Backup wird auf diesem Host ausgefiihrt.
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Secondary SnapCenter identifies
primary host in resource
group and only creates a

______________________________________________________________________ Snapshot backup for the

primary HANA system

(hana-3).
File-based Backup

HANA System Replication

Shared volume(s) for

e
- ]
1t 1 Logand File-based Host 2
A catalog backup Data
backup

THiBackiphostt —

Das SnapCenter-Jobprotokoll zeigt den Identifizierungsvorgang und die Ausfiihrung des Backups auf dem
aktuellen primaren Host hana-3.

HA PAIR
1
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Job Details ®

Backup of Resource Group 'S52 - HAMA System Replication” with policy 'Localsnap'

o ¥ Backup of Resource Group ‘552 - HANA System Replication” with policy "Localsnap’

¥ Refrosh HANA replication rasources on hosts) hana-3.capocstlnetapp.com, hana-
4sapccsthnetapp.com

¥ hana-3sapccstlhetapp.com

[ Backup
w b Validate Dataset Paramezsrs

k Valldate Plugin Paramsters

k Complate Application Discovery
P Imitialize Filezysiem Plugin
W F Discover Fil2system Resources
W F validate Retention Ssttings

F Quiesce Applicanion
P Quiesce Filesystem

F Creale Snapshot

o F UnQuiesce Filesystem
w k Unuiezce Application
F Get Snapshot Detalls
F Get FI|E’5-}'5EE'M Meta Data
P Finalize Filesystem Plugin
W F Collect Autosupport data
W F Register Backup and Apply Retention

¥ Register Snapshotattnbures

+ Application Clean-Up

€ Task Mame: Backup Start Time: 1271 3/2021 5:35:33 AM End Tima: =
View Logs : =l | Clase

Ein Snapshot-Backup wurde jetzt auf der primaren HANA-Ressource erstellt. Der im Backup-Namen
enthaltene Hostname zeigt hana-3.

M NetApp SnapCenter® e - i SnapCenterAdmin  1Sign Out

EEEL - | | s X

Name Resource Name
Manage Copies
552 HANA System Replication 582
1 Backup
552 -
=

0 Clones

Local copies

Primary Backupls)

me Count F End Date
SnapCenter_hana-3_LocalSnap_Hourly_12-13-2021_08.35.30.7075 I { 2/13/2021 8:36:32 AM B

213



Das Snapshot-Backup ist auch im HANA-Backup-Katalog sichtbar.

J hdbstudio - System: SYSTEMDBA@S52 Host: hana-3 Instance; 33 Conn

File Edit [avigate Search Bun Window Help
DR e-ro-|m
o Systems 3 B @j-m@5% i=0
» A2+ FCS - SAN with Linu LV
» (= Q51 - System Refresh Target
» (= SM1 - MDC multiple tenants - 2.03PS3
w =+ 551« MDC single tenant - 2.05PS5
5 [ 5510551 (SYSTEM) 557 - MDC siny
> [ SYSTEMDB@SST (SYSTEM) 5
v (= 551 Repair System
> [T SS10S51 (SVSTEM) 551 epair Tenant
~ (2§52 HSR hona-3 -> hana-4
> % S52@552 (SYSTEM) 552 - HER Sou
> (G $529552 (SVSTEM) 557 - HSR Target 5
> & SYSTEMOB@SS2 (SYSTEM) 552 - HSR 5 wtem
> [ SVSTEMDB@SS2 (SVSTEM) 552 - H3R Target System

ected User: SYSTEM System Usage: Test System - SAP HANA Studio

B sysTEMDB@SS2 B4 SYSTEMDE@SS2 (%, Backup SYSTEMDBESS2 {SYSTEM) 552 - HSR Source System £8

) Backup SYSTEMDB@S52 (SYSTEM) 552 - HSR Source System

o o

Q

Last Updote:B:3916 AM o |

Pt

=gl
B ]

B | Ge

Ovenview | Configuration | Backup Catalog |
Backup Catalog Backup Details
Database: |SYSTEMDB - 3 1630402557528
st - Status: Successful
[ Shew Log Backups [ Show Delta Backups Backup Type: Datz Backup
- - - Destination Type: Snapshot

Status  Started Duration Size Backup Type  Destinatio... Stanted: Dec 13, 2021 &:35:57 AM (America/lndianapolic)

a Dec 13,2021 83557, | 00h00m 155:  1.76GB. DetaBackup  Snapshet Finished: Dec 13, 2021 &:36:13 AM (America/Indianapolis)

a8 Dec 13,2021 70458.. 00h0OmOds  143GE DataBackup  File Duratihé 00h D0m 152
Size: 17668
Threughput: na
Systemn ID:
Camment: I | SnapCenter_hana-3_LocalSnap_Hourly_12-13-2021 08.35.30.7075 I

!

Location:

Additional Information:

<okx

Jhanaldata/S52/matO0001/

He
hanss3

Service

namesener

Size  Name
17668  hdb000OT

Source Type  EBID

volume  SnapC..

Falls ein Ubernahmevorgang ausgefiihrt wird, identifizieren weitere SnapCenter Backups jetzt den friiheren
sekundaren Host (hana-4) als primar und der Backup-Vorgang wird auf hana-4 ausgefihrt. Erneut wird nur das
Daten-Volume des neuen primaren Hosts (hana-4) mit Snapshots erstellt.

[ =

HA PAIR

c E|
Host1
Data

Ti:Backuphost1

Host2: hana-4

Same shared volume(s) for
host 1 and host 2

Log and
catalog
backup

File-based
backup

Die SnapCenter-ldentifizierungslogik deckt nur Szenarien ab, in denen sich die HANA-Hosts in
einer primaren/sekundaren Beziehung befinden oder wenn einer der HANA-Hosts offline ist.

SnapCenter identifies
primary host in resource
group and only creates a
Snapshot backup for the

primary HANA system

(hana-4).

New backup.

Das SnapCenter-Jobprotokoll zeigt den Identifizierungsvorgang und die Ausfliihrung des Backups auf dem
aktuellen primaren Host hana-4.
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|ob Details X

Backup of Resource Group '552 - HANA System Replication” with policy "LecalSnap'

+ ¥ Backup of Resource Group "552 - HANA System Replication” with policy "Localsnap’

¥ Refresh HANA replication resources on host{s]: hana-3sapcestlnetapp.com, hanas
4 sapcc sthnetapp.com

¥ hana-4.sapeestl.netappeom

o Backtp

W Ik Validats Diatasst Parametsrs

v F Validate Plugin Parameters

W F Camplate Application Discovery
v F |nitialize Flesrstem Plugin

v F [Driscover Filesystermn Resources
v F Validate Retention Settings

Quiesce Application

F Qulesce Filesysiem

" F Create Snapshot
W F UnCuiesce Filesystem
W F Unduiezce Application

%
L

et Snapshot Detalls

%
¥

Get Filesysiem Meta Data

L F Finalize Filesystem Flugin

v F Coflect Autosupport data

W F Regisier Backup and Apply Retention
E

Reglster Snapshot atiributes

F Application Clean-Up

& Task Mame: Backup Start Time: 12/13/2021 5:56:44 AM End Time: =
Wiew Logs Canes Clozs |

Ein Snapshot-Backup wurde jetzt auf der primaren HANA-Ressource erstellt. Der im Backup-Namen
enthaltene Hostname zeigt hana-4.

K NetApp SnapCenter® - % sapeiscadmin  SnapCenterAdmin B Sign Out
sapnana [ 552 - HANA System Replication ... X | ss2opology X
=

: Confun forat
System Resource Name 3
¥ IManage Copies
552 - HANA System Replication 552
1 Back mm. T
552 - et Summary Card
= | oclones 1 Backug
Lacal coples 1 Snapsnorbssea naciup
0 FieSases backips (0
o clones
Primary Backup(s)
( search | v) ] .
Backup Name: Count I End Date
I ShapCenter_hana-d_LocalSnap_Hourly_12.13-2021_08.56:42.1331 I ' 121132021 8:57:41 M B
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Das Snapshot-Backup ist auch im HANA-Backup-Katalog sichtbar.

1B hdbstudio - System: SYSTEMDBE@SS2 Host: hana-4 Instance: 33 Connested User: SYSTEM System Usage: Test System - S4P HANA Studic =
Fle Edit MNavigate Search Fun Vindow Help
b v R o ey Q. e[
G Systeme 52 BB -m@E% § = 0 [PSvSTMOBES2  §) SYSTEMDB@SS2 (%) Backup SYSTEMDB@SS2 (SYSTEM) $52- HSR Source System  [RVSYSTEMDB®SS2 () Backup SYSTEMDB@®SS2 (SYSTEM) 552 - HSR Targer System 13 =8
> & FC5- SAN with Linu VM (%, Backup SYSTEMDB{DSS2 (SYSTEM) 552 - HSA Target System Lost Updatesaas aM o | 1| e
3 (& 051 - System Refrech Target x :
3 =+ 5M1 - MDC multiple tenants - 2.05P55 Querview | Configuration |Backup Cataleg |
v+ (=5 551 - MDC singfe tenant  2.05P55 Backup Catalog Backup Details
5 IR SSI@SST (SYSTEM) 557 - MDC single tenant - 205PS3 S = 5 s
(G SYSTEMOBESS | (SYSTEM) 551 - MOC 2ingie tonant - 205955 | Datsbase: |SVSTENIDR = d 63403427300
v &5 551 Repait System ; Status: Successful
> [ SS10551 (SYSTEM) 557 Repair T [ Show Log Backups []Show Delta Backups Backup Type: Dats Backup
5 852 HSR han~3 -> hana-4 = - Destination Type: Snapshot
> [ 5528352 (SYSTEM) & | Status  Started Duration Size BackupType  Destinatio... Started: Dec 13, 2021 B:57:07 AM (Amedica/lndianapelic)
» [EG 5520552 (SVSTEM) S =] Dec 3, 2021 £:57.07... | 00h 00m 152 16968 DateBackup  Snapshot | Finished: Dec 13, 2021 8:57:22 AM (America/Indianapolis}
» [ SYSTEMDBESS? (SV: m a Dec 13,2021 8:50:40...  00h 00 14 176G8 DastaBackup  Snapshet Duration: 00h 00m 155
B (SYSTEM) 552 HSR Dec13, 2021 8:43:43..  0ONOOm®4s 14868 DataBackup  File S 1698
a Dec3, 201 20458, OONOOmOds  148G8 DataBackup  File Thisugheit i
e
| Comnient: [ SnapCenter_hano-2 LocalSnap_Hourly_12-13-2021_06.58.42.1331 | ‘
[
Additional nformation: [ - gk ‘
Location: fhanaldata/ SS2/mnt00001/ ‘
Host Service Size | Mame Source Type  EBID
hanad  nemeserver 16968 hdb000dT vehume SnopC..

Block-Integritatspriifung mit dateibasierten Backups

SnapCenter 4.6 verwendet dieselbe Logik wie flir Snapshot Backup-Vorgange bei dateibasierten Backups
beschrieben zur Uberpriifung der Blockintegritat. SnapCenter identifiziert den aktuellen primaren HANA-Host
und fuhrt das dateibasierte Backup fur diesen Host aus. Das Aufbewahrungsmanagement wird auch auf
beiden Hosts durchgefihrt, sodass das alteste Backup unabhangig davon, welcher Host sich derzeit im
primaren System befindet, geldscht wird.

SnapVault Replizierung

Damit transparente Backup-Vorgange ohne manuelle Interaktion méglich sind, muss im Falle einer Ubernahme
und unabhangig davon, dass der HANA-Host derzeit der primare Host ist, eine SnapVault-Beziehung fur die
Daten-Volumes beider Hosts konfiguriert werden. SnapCenter flhrt bei jedem Backup-Durchlauf einen
SnapVault Update-Vorgang fur den aktuellen primaren Host durch.

@ Wenn ein Takeover an den sekundaren Host nicht fir lange Zeit ausgefiihrt wird, ist die Anzahl
der geanderten Blocke fur das erste SnapVault Update am sekundaren Host hoch.

Da die Retention Management am SnapVault-Ziel auRerhalb von SnapCenter durch ONTAP verwaltet wird,
kann die Aufbewahrung nicht tGber beide HANA-Hosts abgewickelt werden. Daher werden Backups, die vor
einem Takeover erstellt wurden, nicht mit Backup-Vorgangen auf dem ehemaligen Sekundarstandort geldscht.
Diese Backups bleiben so lange erhalten, bis der friihere primare wieder auf den primaren Speicher
zurlickgeht. Damit diese Backups das Aufbewahrungsmanagement von Log-Backups nicht blockieren, missen
sie entweder am SnapVault-Ziel oder im HANA-Backup-Katalog manuell geléscht werden.

Eine Bereinigung aller SnapVault Snapshot-Kopien ist nicht moglich, da eine Snapshot-Kopie
als Synchronisierungspunkt gesperrt wird. Wenn auch die neueste Snapshot Kopie geldscht

@ werden muss, muss die SnapVault Replizierungsbeziehung geldscht werden. In diesem Fall
empfiehlt NetApp, die Backups im HANA-Backup-Katalog zu I6schen, um das Backup-
Aufbewahrungsmanagement fir das Protokoll abzuldsen.
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Host 1: hana-3 Host 2: hana-4

Primary Secondary
HANA System Replication

Retention across both hosts
managed by SnapCenter

SnapVault SnapVault

HA PAIR HA PAIR
Individual S
retention,

Individual

retention,
managed by
ONTAP

managed by
ONTAP

Retentionmanagement

SnapCenter 4.6 verwaltet Aufbewahrung flr Snapshot-Backups, Block-Integritat-Check Operationen, HANA
Backup-Katalog Eintrage, und Log-Backups (wenn nicht deaktiviert) Gber beide HANA-Hosts, so ist es egal,
welcher Host derzeit primar oder sekundar ist. Backups (Daten und Protokoll) und Eintrage im HANA-Katalog
werden basierend auf der definierten Aufbewahrung geldscht, unabhangig davon, ob ein Léschvorgang auf
dem aktuellen primaren oder sekundaren Host erforderlich ist. Das bedeutet, dass keine manuelle Interaktion
erforderlich ist, wenn ein Ubernahmemodus durchgefiihrt wird und/oder die Replizierung in andere Richtung
konfiguriert wird.

Wenn die SnapVault-Replizierung Teil der Datensicherungsstrategie ist, ist fir bestimmte Szenarien eine
manuelle Interaktion erforderlich, wie in Abschnitt beschrieben "SnapVault-Replizierung"

Restore und Recovery

Die folgende Abbildung zeigt ein Szenario, in dem mehrere Ubernahmen ausgefiihrt und Snapshot Backups
an beiden Standorten erstellt wurden. Mit dem aktuellen Status ist der Host hana-3 der primare Host und das
neueste Backup T4, das auf Host hana-3 erstellt wurde. Wenn Sie einen Restore- und Recovery-Vorgang
durchfiihren missen, sind die Backups T1 und T4 fur die Wiederherstellung im SnapCenter verfugbar. Die
Backups, die auf dem Host hana-4 (T2, T3) erstellt wurden, kdnnen mit SnapCenter nicht wiederhergestellt
werden. Diese Backups mussen zur Wiederherstellung manuell auf das Datenvolumen von hana-3 kopiert
werden.
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SnapCenter Resource Group

Host 1: hana-3 Host 2: hana-4
Primary Secondary
HANA System Replication
HANA plug-in HANA plug-in

Log Backup

File-based Backup

Shared volume(s) for
host 1 and host 2

= HA PAIR
1

= HA PAIR
c |

> Backups created at current

secondary host can only be

Host 1 o Log and File-based TS __ restored and recovered
Data . catalog backup Data II } manually (clone, mount,
B backup - = py).

Backups created at current
T1: Backup host 1 primary host can be restored T2: Backup host 1

T4: Backup host 1 and recovered with T3: Backup host 1
SnapCenter.

Die Wiederherstellungs- und Instandsetzungsvorgange fir eine SnapCenter 4.6-
Ressourcengruppenkonfiguration sind identisch mit denen einer automatisch erkannten Konfiguration ohne
Systemreplikation. Alle Optionen zur Wiederherstellung und automatisierten Datenrettung stehen zur
Verfigung. Weitere Einzelheiten finden Sie im technischen Bericht. "Technischer Bericht: SAP HANA Backup
and Recovery with SnapCenter"Die

Ein Wiederherstellungsvorgang aus einem Backup, das auf dem anderen Host erstellt wurde, wird im Abschnitt
beschrieben"Wiederherstellung aus einem Backup, das auf dem anderen Host erstellt wurde".

SnapCenter Konfiguration mit einer einzigen Ressource

Eine SnapCenter-Ressource wird mit der virtuellen IP-Adresse (Hostname) der HANA
System Replication-Umgebung konfiguriert. Bei diesem Ansatz kommuniziert
SnapCenter immer mit dem primaren Host, unabhangig davon, ob Host 1 oder Host 2 der
primare Host ist. Die Datenvolumen beider SAP HANA-Hosts sind in der SnapCenter
Ressource enthalten.

Wir gehen davon aus, dass die virtuelle IP-Adresse immer an den primaren SAP HANA-Host
@ gebunden ist. Das Failover der virtuellen IP-Adresse erfolgt auRerhalb von SnapCenter im
Rahmen des Failover-Workflows zur HANA-Systemreplizierung.

Wird ein Backup mit Host 1 als primarer Host ausgefihrt, wird ein datenbankkonsistentes Snapshot-Backup
auf dem Datenvolumen von Host 1 erstellt. Da das Daten-Volume des Hosts 2 Teil der SnapCenter Ressource
ist, wird fUr dieses Volume eine weitere Snapshot Kopie erstellt. Diese Snapshot Kopie ist nicht
datenbankkonsistent, sondern nur ein Crash-Image des sekundaren Hosts.

Der SAP HANA Backup-Katalog und die SnapCenter-Ressource umfassen das auf Host 1 erstellte Backup.
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SnapCenter
Resource SnapCenter always communicates with the

primary HANA host. 9

Virtual hostname

System Replication

HANA Backup Catalog ; Both data volumes are included in the
Data Backup Host 1 SnapCenter resource.

II | _| SnapCenter Resource

— Data Backup Host 1
Valid Backup Crash Image

Die folgende Abbildung zeigt den Backup-Vorgang nach dem Failover auf Host 2 und die Replizierung von
Host 2 zu Host 1. SnapCenter kommuniziert automatisch mit Host 2, indem die in der SnapCenter-Ressource
konfigurierte virtuelle IP-Adresse verwendet wird. Backups werden jetzt auf Host 2 erstellt. Von SnapCenter
werden zwei Snapshot-Kopien erstellt: Ein datenbankkonsistentes Backup auf dem Daten-Volume bei Host 2
und eine Snapshot-Kopie des Crash-Images am Daten-Volume beim Host 1. Der SAP HANA-Backup-Katalog
und die SnapCenter-Ressource enthalten nun das bei Host 1 erstellte Backup und das auf Host 2 erstellte
Backup.

Die allgemeine Ordnung und Sauberkeit der Daten- und Log-Backups basiert auf der definierten SnapCenter-
Aufbewahrungsrichtlinie und die Backups werden unabhangig vom primaren oder sekundaren Host geldscht.

SnapCenter .
The SnapCenter resource automatically

communicates with the new primary host after
failover.

Virtual hostname

Automated housekeeping of data and log
HANA Backup Catalog backups, independent of which HANA host is

Data Backup Host 2 primary or secondary.
Data Backup Host 1

II || _| SnapCenter Resource |
- - Data Backup Host 1 . —
Valid Backup Data Backup Host 2 Crash Image

Crash lmage L "~ Valid Backup

Wie im Abschnitt erlautert”"Storage Snapshot Backups und SAP System Replication", unterscheidet sich ein
Restore-Vorgang mit Storage-basierten Snapshot Backups, je nachdem, welches Backup wiederhergestellt
werden muss. Es ist wichtig zu ermitteln, auf welchem Host das Backup erstellt wurde, um festzustellen, ob die
Wiederherstellung auf dem lokalen Speichervolumen durchgefiihrt werden kann, oder ob die
Wiederherstellung auf dem Speichervolumen des anderen Hosts durchgefiihrt werden muss.

A new backup is created at host 2.
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Bei einer SnapCenter-Konfiguration mit nur einem Mitarbeiter ist SnapCenter nicht bewusst, wo das Backup
erstellt wurde. NetApp empfiehlt daher, dem SnapCenter Backup-Workflow ein Pre-Backup-Skript
hinzuzufiigen, um zu ermitteln, welcher Host derzeit der primare SAP HANA-Host ist.

Die folgende Abbildung zeigt die Identifikation des Backup-Hosts.

SnapCenter
Resource

Virtual hostname

HANA Backup Catalog i
Data Backup Host 2 SnapCenter resource data does not include

Data Backup Host 1 information about the host name or where ~ _
------- backup was created. (X))
e

II SnapCenter resource
- Data Backup Host 1 =
Valid Backup Data Backup Host 2 Crash Image

Crash lmage — [___—~ Valid Backup

SnapCenter-Konfiguration

Die folgende Abbildung zeigt das Lab-Setup und eine Ubersicht Uber die erforderliche SnapCenter-
Konfiguration.
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SnapCenter Server

SnapCenter Resource
SSR SAP System Replication

SAP HANA
Plug-in

Virtual hostname

Secondary

— SYStem Replication

stlrx300s8-4 stlrx300s8-5

Bl HANA Host 1 HANA Host 2 [l
| E

Um Backup-Vorgange unabhéangig davon durchzufiihren, welcher SAP HANA Host primar ist und selbst wenn
ein Host ausfallt, muss das SnapCenter SAP HANA Plug-in auf einem zentralen Plug-in-Host implementiert
werden. In unserer Lab-Einrichtung wurde der SnapCenter Server als zentraler Plug-in-Host verwendet, und
wir haben das SAP HANA Plug-in auf dem SnapCenter Server implementiert.

In der HANA-Datenbank wurde ein Benutzer erstellt, um Backup-Vorgange durchzufiihren. Auf dem
SnapCenter-Server, auf dem das SAP HANA-Plug-in installiert wurde, wurde ein User-Store-Schlissel
konfiguriert. Der Benutzerspeicherschlissel enthalt die virtuelle IP-Adresse der SAP HANA System Replication
Hosts (ssr-vip).

hdbuserstore.exe -u SYSTEM set SSRKEY ssr-vip:31013 SNAPCENTER <password>

Weitere Informationen zu den Bereitstellungsoptionen fir SAP HANA-Plug-ins und zur Konfiguration des
Benutzerspeichers finden Sie im technischen Bericht TR-4614: "Technischer Bericht: SAP HANA Backup and
Recovery with SnapCenter"Die

In SnapCenter wird die Ressource wie in der folgenden Abbildung dargestellt mit dem Benutzer-

Speicherschlissel konfiguriert, vorher konfiguriert, und dem SnapCenter-Server als der konfiguriert hdbsgl
Kommunikations-Host.
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Add SAP HANA Database %

Provide Resource Details

2 | Storage Footprint () Single Container

Resource Type & Multitenant Databaze Contziner (MDC) - Single Tenant

3 Summary (7 Mon-data Volumes

HAMA System Name SSR- SAP Systam Replication

|
3SR |
|

|

sI0 | e

Tenant Database | SSR a

HDBSQL Client Host | SC30-V2.5apec.stlnetapp.com of | i

HDE Secure User Store | 35RKEY a

Kays 4

HDBSOL 05 Usar | SYSTEM | L
- Previous MNext

Die Datenvolumen der beiden SAP HANA-Hosts sind in der Storage-Platzbedarf-Konfiguration enthalten, wie
die folgende Abbildung zeigt.
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Add SAP HANA Database

@ reame Provide Storage Footprint Details

2 |Storage Footprint Storage Systems for storage footprint
hana

3 | Resource Settings

Modify hana
4 'summary 8

selact one or mare volumes and if requirad thair associatad Qtreas and LUNS

Volume Name LUMs or Qtrees
‘ S5R_TRG_data_mnt00001 - ‘ Default is "Mone’ or type to find
‘ SSRSOC data mned000 - ‘ Default is ‘Mone’ or type to find

Save

Wie zuvor bereits besprochen, ist bei SnapCenter nicht bekannt, wo das Backup erstellt wurde. NetApp
empfiehlt daher, ein Skript vor dem Backup im SnapCenter Backup Workflow hinzuzufligen, um zu ermitteln,
welcher Host derzeit der primare SAP HANA Host ist. Sie kdnnen diese Identifizierung mithilfe einer SQL-
Anweisung durchfiihren, die dem Backup-Workflow hinzugefiigt wird, wie die folgende Abbildung zeigt.

Select host from “SYS”.M DATABASE
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F1 SnapCenter® ©- 4 sapccscadming SnapCenterAdmin:  (ISign Out

sap HANA [ SSR- SAP System Replication T-. X | multstenant Database Container - Protect
Search databases
™| .
9 M| Syem Manage Copies
FP1 MOC single tenant - SAN i P a A
o v Primary Backup(s) o ° ) ) &
I H23 MDC single tenant SP53 multiple Pa; T SE o
’lifl' \sear(h Resource Application Settings Policies Notification summary
I NF2 MDC single tenant - NFs — multiple
a z Backup Name ‘ -
SP1 MDC single tenant - NFS =
o SnapCeniter_LocalSnap_06-27-2018_07.12.2 Backups v
ol SSR - SAP Systemn Replication 51232
a SnapCanter_Localsnap_06-27-2018_07.08.4
= 9.2081 Enter commands to be executed hefore and after placing the application in consistent operational state @
B lecho SELECT HOST FROM "SYS"."M_DATABASE" | "c\Program
Pre Quiesce im\as\sap\hdbchanmdhsqi" U SSRKEY
Post Quiesce ‘ J
Enter commands to be executed before and after creating Snapshot copies @
Pre Snapshot Copy /J iz
Post Snapshot Copy J
4
Enter commands to be executed before and after returning the application to normal operational state @
Pra UnQuiesce | |
Total 5 Total 2

Activity The 5 most recent jobs are displayed @ 2completed) @0 warmings Q) 1ried  @ocancted @) orunning  @)oqueed

SnapCenter Backup-Vorgang

Backup-Vorgange werden jetzt wie gewohnt ausgefiihrt. Die allgemeine Ordnung und Sauberkeit der Daten
und Log-Backups wird unabhangig davon durchgefiihrt, welcher SAP HANA-Host primarer oder sekundarer
ist.

Die Backup-Jobprotokolle enthalten die Ausgabe der SQL-Anweisung, mit der Sie den SAP HANA-Host
identifizieren kénnen, auf dem das Backup erstellt wurde.

Die folgende Abbildung zeigt das Backup-Jobprotokoll mit Host 1 als primarer Host.

I SnapCenter® & = @ Lsposodmin SnapCenterAdmin @ Sign Out

jobs  Schadules  Evonts | Logs

@ Loglevsi @ Message @

asanecsineanpen e ey e VR T B T e i

©  Resources

2 Monltor #

opIS=cOcafadt bcoB-15fe B731-56850570C

2018-06-27707:12:36,0000545-04:00 T
opld=cOcaiads bess 45e 731 56550670813

o thread1310] 127 com.nes seatoragent ——— o
Repors £C20v2 saperstinetzpp.com hans_ 34750103 OTHER ook4ithread-1310) v stawsfor

Hosts

2018-06-27107:12:36,0000670
for jobid [34730] on SnapC

INFO [pool-6-thread-115] 8 com net o my o essfull
SC30:v2 sapec stinatzpp.com hana 34790108 INFO T 28 A RO L

Storage Systems.

2018-06-27707:12:36,0000545-04:00 TRACE [peal-4-thrass

1127 com.netapp.snapareator.agant. ne pe 0y 4 |
$c30-v2.sopecsthnetins.com hana 34750102 Oin sigicin i

2018-06-27T07:12:26.0000545-04:00 TRACE {pocl-4-thread-1209] 262 com.netapp.snaperaatorworkflowTask -Command [echo SELECT HOST FROM “SYS"."M_DATABASE" |
5C30-V2.sapee.sil.nstapp.com hana_34790.log OTHER "C\Progr; Qrihcbsgl’ -U SSRKEY] finished with exit code: [0] stdout: [ Welcome to the SAP HAMA Database interactive terminal. Type: \h for help with commands
row selected {overall time 7379 useg; server time 318 usec) ] stderr: ]

TRACE [pool-d-threas-1 309] 127 com.netapp.snaper s
fienhdbaqr A SSRKEY] finished wi stdout: [Welcame to the SAP HA
1 roi selected (overall nme 7379 usec: server time 318 usec)} sider: [

Command [echo SELECT HOST FROM "SYS""W_DATABASE" |
abase inkeractve serminal, Types vh for help vath commands

SC30-VEsapcesthnetapp.com hana_34790./0¢ OTHER

Y8 quit HOST “Stincty

2018:06-27107
“SYS M

35,
45" | eAProgram Files!

d-1309) 256 com.s 4 lostTask Executing Pre application quiescs command [echo SELECT HOST FROM
Ahdbdlient\hdbsql” 4 SSRKEY]

5C30-¥2:s3pecstinetapp.com hana 3475008 1NFQ

5C302 sapecstinetapp.com hana 3479010 INFO 2018.06-27707:12:36.0000545-04100 INFO [pool-2-

2l-1308] 256 com netapp.snapereatorworkilow Task -Pre application quiesce completed Successiully

2018-06-27707;12:35.0000543- 0400 INFD [oool-4-threzd-1309] 145 com. d-Pre Application Quiesce commands finished

SC30-¥2.sapec.sthnetapp.com hana_3479010g iFO )
2018-05-27707:12:35, 2-threac-1309) 262 com.NELAPp. sTesk -Command [echo SELECT HOST FROM "SYS™ M. DRTABASE" |
5C30-v2 s3pcz.atlnetapp.com hana 34790 10g OTHER “c\Program Fl shed with @xit code: (0] stdout:  Walcoma o the 547 HAMA Database interactive terminal, Type: 1h for help vith commands

Q16 quitHOS lltme 7379 usec; server time 318 usec) ) siderri )

Snapianage:Web_3479040g 1NFO 2018:06-27T0%:12:33,3343609-04:00 INFO SriaphanagerWeb,_34790 PiD=(2324] TID=[1 18] Exis Up

SnapManagered 34790005 INFO 2018-06-27707:12:33.2874926-04:00 (NFO X [2324] TID=118] Enter L

SnapManageriweb_327901og iHFO 2018-06-27707:12:32.2874926-04:00 INFO SnaphianagerWieb, 34790 PID=(2324] TID=1 15} Enter JooManage rProvider: Updatejobstatus

Diese Abbildung zeigt das Backup-Jobprotokoll mit Host 2 als primarer Host.
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SC30-V2:s3pce.stinetapp.com hana 34759, 108 FO 2018-08-F7TO7:45:53,0000174-04100 INFO fpoel-4-thread-1343] pp.seapceas *Quiesce -Applic

SC30W2eapee.stlnetapp.com hana_34759,log s 0180837107

00 INFO [poal 3-thread-243] 145 com, netsppsnapcres Quieste -SKipping Quissee ; false

SC30X2.s3pce.stnatapp.com hana_3475910g ED 001740400 INFO [pocl-3ithread-243] 145 Com netapp.snapereator

K Quiesce Q.

sce skip check

001 74-04:00 INFC A-d-thread-1347] 145 com.n 51 iflow.task.? QuiesceCmd -Fr lication Qus = 4 fin
Ty ™ i 000017404100 INFC {pocl-4-thread-1347] 145 comnatapp snapcrest flowsask.PradppQulesceCmd -Fre Application Quiescs commands finished

spccstnetspp.com hana_3475805 ) 2018.08 27707:45:53,0030174-04100 INFC pooi 4-tread-1347] 256 posnspcrsat Pre apo quiesce completed successfully
01808 27707 17404100 TRACE [poal-4 thread 13471 127 com newpp snaperessor agent OperationManagérimpl Getting staws f
SC30.V2 sapcc.tnetapp.com hana 3479908 oma 201508 21 a0 TRACE lpool et 12471127 o e Geting staws for
of 186af37bf
- 3100 TRACE [pn p.snaporeator.ag: Operationid sulti) -
0-y2.30pec.stlnet: ana_34799.log ER
5C30-v2sopec.stinetapp.com hana_34793.log OTH; | Geming re 704302 3cd-4571 =5

Die folgende Abbildung zeigt den SAP HANA Backup-Katalog in SAP HANA Studio. Ist die SAP HANA-
Datenbank online, ist der SAP HANA-Host, auf dem das Backup erstellt wurde, im SAP HANA Studio sichtbar.

Der SAP HANA-Backup-Katalog auf dem Filesystem, der wahrend eines Restore- und
Recovery-Vorgangs verwendet wird, enthalt nicht den Host-Namen, in dem das Backup erstellt

@ wurde. Der einzige Weg, um den Host zu identifizieren, wenn die Datenbank ausfallt, ist die
Kombination der Backup-Katalog-Eintrage mit dem backup. 1og Datei beider SAP HANA-
Hosts.
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Restore und Recovery

Wie bereits besprochen, miissen Sie feststellen knnen, wo das ausgewahlte Backup erstellt wurde, um den
erforderlichen Wiederherstellungsvorgang zu definieren. Wenn die SAP HANA Datenbank noch online ist,
kann mit SAP HANA Studio der Host identifiziert werden, auf dem das Backup erstellt wurde. Wenn die
Datenbank offline ist, sind die Informationen nur im SnapCenter-Backup-Jobprotokoll verfigbar.

Die folgende Abbildung zeigt die verschiedenen Wiederherstellungsvorgange je nach ausgewahltem Backup.

Wenn ein Wiederherstellungsvorgang nach dem Zeitstempel T3 ausgefihrt werden muss und Host 1 der
primare ist, kdnnen Sie das bei T1 oder T3 erstellte Backup mithilfe von SnapCenter wiederherstellen. Diese
Snapshot-Backups sind auf dem an Host 1 angebundenen Storage Volume verfligbar.

Wenn Sie mithilfe des Backup wiederherstellen missen, der am Host 2 (T2) erstellt wurde, eine Snapshot-
Kopie im Storage Volume von Host 2 ist, muss der Backup fur den Host 1 zur Verfugung gestellt werden. Sie
koénnen dieses Backup zur Verfligung stellen, indem Sie eine NetApp FlexClone Kopie aus dem Backup
erstellen, die FlexClone Kopie in Host 1 mounten und die Daten am urspriinglichen Speicherort kopieren.

Failover Failover
to Host 2 to Host 1

Host 1 is primary Host 2 is primary Host 1 is primary

Log Backups Log Backups Log Backups

v

T1: T2: T3:
Backup Host 1 Backup Host 2 Backup Host 1 Restore

Operation

Backup T1 SnapCenter
Backup T2 Create FlexClone from ,Backup host 2¢, mount and copy
Backup T3 SnapCenter

Mit einer einzelnen SnapCenter Ressourcenkonfiguration werden Snapshot Kopien auf beiden Storage-
Volumes sowohl von SAP HANA System Replication Hosts erstellt. Nur das Snapshot-Backup, das auf dem
Storage-Volume des primaren SAP HANA-Hosts erstellt wird, ist fir die zuklnftige Recovery giiltig. Die auf
dem Storage Volume des sekundaren SAP HANA-Hosts erstellte Snapshot Kopie ist ein Crash-Image, das
nicht fur die zuklnftige Recovery verwendet werden kann.

Eine Wiederherstellung mit SnapCenter kann auf zwei verschiedene Arten durchgefihrt werden:

« Stellen Sie nur das gultige Backup wieder her

« Stellen Sie die komplette Ressource einschlielich des glltigen Backups und des Crash-imageln den
folgenden Abschnitten werden die beiden verschiedenen Wiederherstellungsvorgange naher erlautert.

Ein Wiederherstellungsvorgang aus einem Backup, das auf dem anderen Host erstellt wurde, wird im Abschnitt
beschrieben"Wiederherstellung aus einem Backup, das auf dem anderen Host erstellt wurde".

Die folgende Abbildung zeigt die Wiederherstellungen mit einer einzelnen SnapCenter
Ressourcenkonfiguration.
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Failover Failover

to Host 2 to Host 1
Host 1 is primary Host 2 is primary Host 1 is primary
Log Backups Log Backups Log Backups
| | | | | "
T1: T3:
alid Backup Host 1 alid Backup Host 1AL
Crash Image Host 2 Crash Image Host2 ~ Operation

SnapCenter Restore nur fiir giiltige Backups

Die folgende Abbildung zeigt einen Uberblick tiber das in diesem Abschnitt beschriebene
Wiederherstellungsszenario.

Bei T1 am Host 1 wurde ein Backup erstellt. Ein Failover wurde an Host 2 durchgefiihrt. Nach einem
bestimmten Zeitpunkt wurde ein weiteres Failover zuriick zu Host 1 durchgefiihrt. Zum aktuellen Zeitpunkt ist
Host 1 der primare Host.

1. Es ist ein Fehler aufgetreten, und Sie missen das am T1 erstellte Backup am Host 1 wiederherstellen.

2. Der sekundare Host (Host 2) wird heruntergefahren, aber es wird kein Wiederherstellungsvorgang
ausgefihrt.

3. Das Speichervolumen von Host 1 wird auf dem bei T1 erstellten Backup wiederhergestellit.
4. Eine vorwarts gerichteten Wiederherstellung wird mit Protokollen von Host 1 und Host 2 durchgefihrt.

5. Host 2 wird gestartet, und die Neusynchronisierung der Systemreplizierung von Host 2 wird automatisch
gestartet.

Shutdown, Start and
no restore resync

Restore to
Snapshot
backup T1
Recovery using logs from host 1 and host 2

Host 1 is primary

Failure

»
>

Host 2 is primary Host 1 is primary

Log Backups Log Backups Log Backups

|

T1: I I
Valid Backup Host 1 Failover Failover
Crash Image Host 2 to Host 2 to Host 1

Die folgende Abbildung zeigt den SAP HANA Backup-Katalog in SAP HANA Studio. Die hervorgehobene
Sicherung zeigt die Sicherung, die am T1 bei Host 1 erstellt wurde.
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Im SAP HANA Studio wird eine Wiederherstellung gestartet. Wie die folgende Abbildung zeigt, ist der Name
des Hosts, auf dem das Backup erstellt wurde, im Wiederherstellungsworkflow nicht sichtbar.

In unserem Testszenario waren wir in der Lage, das richtige Backup (das Backup beim Host 1

@ erstellt wurde) in SAP HANA Studio zu identifizieren, als die Datenbank noch online war. Wenn
die Datenbank nicht verfligbar ist, missen Sie das SnapCenter Backup-Jobprotokoll prifen, um
das richtige Backup zu finden.

Speciy Recovery Type

Select o Backup

Select a recovery type. @ To recover this snapshat, it must be available in the data area.

(@ Fecoverthe detabase to its mostrecent satd © Locote Hackup Catalag Selected Point in Time

tothe intime 8 Spacify location of the backup catalog. Database will be recovered to its most recent state.
Backups
R The oveniew that in ! sful. The backup t the top i estimated to have the shartest recovery time.
P.'R?mm Sing e e oy Stat Time Lacation Backup Brefin Availale
® Search for the backup catalog in the file system only R e S
i 8ackup Catalog Location: | /mntleg_backup/SSR-Source/SYSTEMDE |[CEEmezrinse30 Tnona/datarssk SNApSHOT 8 1

() Hecover the database to a specific data backup ®
over without the backup catalog

Backint System Copy
Backint System Copy

Hostname is not visible in
recovery workflow. Gt S i

Start Time: P2018-06-21 11:35:30 Destination Type: SNAPSHOT Source System: SVSTEMDBESSR

Refresn | | Show More

Size: 147 6B Backup D 1529595350505 External Backup (D: SnspCenter LocalSnap_06-21-2018 11,36.28.7044
Backup Name: % /hana/data/SSR
Alternative Location:®

7 Beck | News @)
s = 1 @

¢
15
I

<Back | Neas Finish Cancel

In SnapCenter wird das Backup ausgewahlt und ein Restore-Vorgang auf Dateiebene durchgefiihrt. Auf dem
Bildschirm Wiederherstellung auf Dateiebene wird nur das Host 1 Volume ausgewahlt, sodass nur das gliltige
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Backup wiederhergestellt wird.
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Configure an SMTP Server to send email notfications for Restore jobs by going to Setting=>Global Settings> Notification Server Settiogs.

e |
Nach der Wiederherstellung wird das Backup in SAP HANA Studio griin hervorgehoben. Sie missen nicht

einen zusatzlichen Log-Backup-Speicherort eingeben, weil der Dateipfad der Log-Backups von Host 1 und
Host 2 im Backup-Katalog enthalten sind.

Select a Backup Lacate Log Backups
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Selected Point in Time
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)] Back Nest > Cancel i Back Cancel

Nach Abschluss der vorwarts gerichteten Recovery wird der sekundare Host (Host 2) gestartet und die
Resynchronisierung der SAP HANA System Replication gestartet.

Obwohl der sekundare Host aktuell ist (kein Restore-Vorgang fur Host 2 durchgefuhrt), fihrt
SAP HANA eine vollstandige Replizierung aller Daten durch. Dieses Verhalten ist Standard
nach einem Restore- und Recovery-Vorgang mit SAP HANA System Replication.
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Full sync after restore
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» B8 Q01 (SvSTEM $in 5

SnapCenter Restore von giiltigem Backup- und Crash-Image

Die folgende Abbildung zeigt einen Uberblick Giber das in diesem Abschnitt beschriebene
Wiederherstellungsszenario.

Bei T1 am Host 1 wurde ein Backup erstellt. Ein Failover wurde an Host 2 durchgeflihrt. Nach einem
bestimmten Zeitpunkt wurde ein weiteres Failover zurlick zu Host 1 durchgefihrt. Zum aktuellen Zeitpunkt ist
Host 1 der primare Host.

1. Es ist ein Fehler aufgetreten, und Sie missen das am T1 erstellte Backup am Host 1 wiederherstellen.
. Der sekundare Host (Host 2) wird heruntergefahren und das T1-Absturzabbild wird wiederhergestellt.
. Das Speichervolumen von Host 1 wird auf dem bei T1 erstellten Backup wiederhergestellt.

Eine vorwarts gerichteten Wiederherstellung wird mit Protokollen von Host 1 und Host 2 durchgefihrt.

o s W N

Host 2 wird gestartet und eine Resynchronisierung der Systemreplizierung von Host 2 wird automatisch
gestartet.
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Restore to S g
Snapshot resync
backup T1

Restore to
Snapshot
backup T1
Recovery using logs from host 1 and host 2

Host 1 is primary Host 2 is primary Host 1 is primary 0
Log Backups Log Backups Log Backups Failure
I >
T1: I I
alid Backup Host 1 Failover Failover
Crash Image Host 2 to Host 2 to Host 1

Der Wiederherstellungs- und Wiederherstellungsvorgang mit SAP HANA Studio ist identisch mit den im
Abschnitt beschriebenen Schritten "SnapCenter Restore nur fur gultige Backups".

Um den Wiederherstellungsvorgang durchzufihren, wahlen Sie in SnapCenter die Option Ressource
abschlielen. Die Volumes beider Hosts werden wiederhergestellt.

Flatesl @

W= B GENE

SSR- 54 Syem Repication Primary Backupis)

Backupame i

Volume based
SnapRestore of data
volumes from host 1 and
host 2

45 partof Complete 1ove, i resnues ; Footprint, then the fates
be deléted parmanently. Also, If there are other resources hostid or the same vokumes, than It will cesilt i1 data 0ss for suich rascurces

Configure an SWTP Server 10 send email notfications for Festore jobs by going to Sattings=Global SettirgysHotification Server Settin

Nach Abschluss der erweiterten Recovery wird der sekundare Host (Host 2) gestartet und die
Resynchronisierung von SAP HANA System Replication gestartet. Eine vollstandige Replizierung aller Daten
wird durchgefuhrt.
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Full sync after restore
operation.

Wiederherstellung und Recovery von einem auf dem anderen Host ersteliten
Backup

Ein Restore-Vorgang aus einem Backup, das auf dem anderen SAP HANA-Host erstellt
wurde, ist ein glltiges Szenario flr beide SnapCenter-Konfigurationsoptionen.

Die folgende Abbildung zeigt einen Uberblick tiber das in diesem Abschnitt beschriebene
Wiederherstellungsszenario.

Bei T1 am Host 1 wurde ein Backup erstellt. Ein Failover wurde an Host 2 durchgefuhrt. Zum aktuellen
Zeitpunkt ist Host 2 der primare Host.
1. Es ist ein Fehler aufgetreten, und Sie missen das am T1 erstellte Backup am Host 1 wiederherstellen.
2. Der primare Host (Host 1) wird heruntergefahren.
3. Die Backup-Daten T1 von Host 1 wird auf Host 2 wiederhergestellt.
4. Eine Weiterleitung der Recovery erfolgt mithilfe von Protokollen von Host 1 und Host 2.
5

. Host 1 wird gestartet, und die Neusynchronisierung der Systemreplizierung von Host 1 wird automatisch
gestartet.
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Die folgende Abbildung zeigt den SAP HANA Backup-Katalog und hebt das auf Host 1 erstellte Backup hervor,
das fir den Restore- und Recovery-Vorgang verwendet wurde.

= =
File Edit Navigste Project Run Window Help
Tu R E RS TR R

[

[avidcacees] || 5 |[58]
aytem: BB i-m@8E% =0

[§ SYSTEMDB@SSR | (%) Backup SYSTEMDB@SSR (SVSTEM) SSR Target System 57 [ SYSTEMDB@SSR || SYSTEMDB@SSR = [
i (& FP1 - MDC Single tenant - SAN % B -
= ackup SYSTEMDB@&SSR [(SYSTEM) SSR Target Syste 161401 $ | [ B
b (= H23-Multiple-Partitions & P { ) SSR Target System Lest Updrted0) 40 5 | ()| B
I+ (2 MF2- MDC Single Tenant - Multiple Host - NFS Overview | Configuration | Backup Catalog |
b (= PO1 - Single Cantainer - NFS Backup Catalog Backup Details
I = QP1 - MDC Single Tenant - NFS
= osp1- i . 10: 15300979571
b = SP1 - MDC Single Tenant - NFS — :ISVSTEMDE v o 530097957115
4 (= SSR-SAP-System-Replication Status: Successtul
» (B SSR@SSR (SYSTEM) SR Source Systern [l Shioswt og Badlaps: [ Shiow Delta Bachupe Backup Type: Data Backup
- [ SSR@SSR (SVSTEM) S5R Target System e Destination Type: Snapshat
© i SYSTEMDB@SSR (SYSTEM) 557 Source System Status  Started Duration Size BackupType Destinztio. Started: Jun 27, 2018 7:12:37 AM (America/New_York)
By sysTEMDB@SSR (SYSTEM) SR Target System a Jun28,20189:23:46 .. 00h 00m 075 153GE DataBackup  File Finished: Jun 27, 2018 7:12:42 AM (America/New_York)
v [ QO1 (SYSTEM) Single Cantainer - NFS B Jun27,20187:4556 .. 00h0OmO03s  152GB DataBackup  Snapshot Duration: 00h 00 065
Juna7, 2018 71237 .. 00h00m 085 | 13566 Dats Backup _ Snapshot Siser 15568
Throughput: na.
System I0: SR
| Comment: SnzpCenter_LocalSnap_06-27-2018_07.12.28.1232 1

Additional Information: | <oks

Location: /hana/data/SSR/mnt00001/

Hest Service Size Mame Source Type  EBID
stinc300s8-4 NaMESErver 1.53GB  hdb00001 wvolume SnapC...

 Prepare Recovery Wizard: (83%) -

Die Wiederherstellung umfasst die folgenden Schritte:

1. Erstellen Sie einen Klon aus dem Backup, das auf Host 1 erstellt wurde.

2. Mounten Sie das geklonte Volume unter Host 2.

3. Kopieren Sie die Daten vom geklonten Volume in den urspriinglichen Speicherort.

In SnapCenter wird das Backup ausgewahlt und der Klonvorgang gestartet.
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Sie mussen den Klon-Server und die NFS-Export-IP-Adresse angeben.

Bei einer SnapCenter-Konfiguration mit einer Einzelressource ist das SAP HANA-Plug-in nicht
auf dem Datenbank-Host installiert. Zum Ausfihren des SnapCenter Clone Workflows kann
jeder Host mit einem installierten HANA-Plug-in als Klon-Server verwendet werden.

+ in einer SnapCenter-Konfiguration mit separaten Ressourcen wird der HANA-Datenbank-Host als Klon-
Server ausgewahlt, und ein Mount-Skript wird verwendet, um den Klon auf dem Ziel-Host zu mounten.
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Clone from Backup
S Select the host to create the clone
S o | s Taemon . Any host with installed
clone e HANA plug-in can be
dosmmay  Ages | |1s2eena used. Not required to
install the plug-in on the
System Replication host.

3 Naotification

Configura an SMTP Server to send emall natifications for Clone jobs by going 1o Sattinge=Global Setting=>Notification Server Settings,

Um den Verbindungspfad zu bestimmen, der zum Mounten des geklonten Volume erforderlich ist, prifen Sie
das Jobprotokoll des Klonjobs, wie in der folgenden Abbildung dargestelit.

JunctionBath

Il SnapCenter®

Jobs.  Schadules,  Events

<

Dashboard

Resources
source @ loglevel @ Message

<IPAddress>192.163.173,104</IPAddrass> </SmiPAddress> <SmIPAddress> <IPAddress>192.168.173.100</IPAddress> </SmiIPAddress> <,
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Das geklonte Volume kann jetzt angehangt werden.
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stlrx300s8-5:/mnt/tmp # mount 192.168.173.101:/Scc373da37-00ff-4694-blel-
8153dbd46caf /mnt/tmp

Das geklonte Volume enthalt die Daten der HANA-Datenbank.

stlrx300s8-5:/mnt/tmp/# 1s —-al
drwxr-x—--x 2 ssradm sapsys 4096 Jun 27 11:12 hdb00001

drwx-—-—---- 2 ssradm sapsys 4096 Jun 21 09:38 hdb00002.00003
drwx——-—---- 2 ssradm sapsys 4096 Jun 27 11:12 hdb00003.00003
-rw-r—--r—-- 1 ssradm sapsys 22 Jun 27 11:12 nameserver.lck

Die Daten werden an den urspriinglichen Speicherort kopiert.

stlrx300s8-5:/mnt/tmp # cp -Rp hdb00001 /hana/data/SSR/mnt00001/
stlrx300s8-5:/mnt/tmp # cp -Rp hdb00002.00003/ /hana/data/SSR/mnt00001/
stlrx300s8-5:/mnt/tmp # cp -Rp hdb00003.00003/ /hana/data/SSR/mnt00001/

Die Wiederherstellung mit SAP HANA Studio erfolgt wie im Abschnitt beschrieben"SnapCenter Restore nur fur
gultige Backups".

Wo Sie weitere Informationen finden

Weitere Informationen zu den in diesem Dokument beschriebenen Daten finden Sie in
den folgenden Dokumenten:

* "Technischer Bericht: SAP HANA Backup and Recovery with SnapCenter"
+ "Automatisierung von SAP HANA Systemkopie und Klonvorgangen mit SnapCenter"
» Technischer Bericht: SAP HANA Disaster Recovery with Storage Replication

"https://www.netapp.com/us/media/tr-4646.pdf"

Versionsverlauf

Versionsverlauf:

Version Datum Versionsverlauf Des Dokuments

Version 1.0 Oktober 2018 Ausgangsversion

Version 2.0 Januar 2022 Update zur Unterstiitzung von
SnapCenter 4.6 HANA System
Replication
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Technischer Bericht: SAP HANA Disaster Recovery with
Azure NetApp Files

TR-4891: SAP HANA Disaster Recovery mit Azure NetApp Files

Studien haben gezeigt, dass Ausfallzeiten von Business-Applikationen erhebliche
negative Auswirkungen auf das Geschaft von Unternehmen haben.

Autoren: Nils Bauer, NetApp Ralf Klahr, Microsoft

Neben den finanziellen Auswirkungen kdnnen Ausfallzeiten auch den Ruf des Unternehmens, die Arbeitsmoral
des Personals und die Kundenbindung schadigen. Uberraschenderweise haben nicht alle Unternehmen eine
umfassende Disaster Recovery-Richtlinie.

Wenn SAP HANA auf Azure NetApp Files (ANF) lauft, erhalten Kunden Zugriff auf zusatzliche Funktionen, mit
denen die integrierte Datensicherung und Disaster Recovery-Funktionen von SAP HANA erweitert und
verbessert werden kdnnen. In der Ubersicht werden die folgenden Optionen erlautert, mit denen Kunden
Optionen auswahlen kénnen, die ihre geschaftlichen Anforderungen unterstitzen.

Zur Entwicklung einer umfassenden Disaster Recovery-Richtlinie miissen Kunden die Anforderungen ihrer
Business-Applikationen und die technischen Funktionen kennen, die sie fur Datensicherung und Disaster
Recovery benétigen. Die folgende Abbildung bietet einen Uberblick tiber die Datensicherung.

Business RTO Acceptable downtime?
application

requirements RPO Acceptable data loss?

Server, network, Data center failure Complete region

storage failure failure Logical corruption

Synchronous or asynchronous Storage or application

5
Backup concept: data replication? replication?

Concept to address logical

corruption? High-availability concept?

Anforderungen von Business-Applikationen

Fir Geschaftsanwendungen gibt es zwei wichtige Indikatoren:

» Der Recovery-Zeitpunkt (Recovery Point Objective, RPO) oder der maximal tolerierbare Datenverlust

» Die Recovery-Zeitvorgabe (Recovery Time Objective, RTO) bzw. die maximal tolerierbare Ausfallzeit von
Business-Applikationen

Diese Anforderungen werden durch die Art der verwendeten Applikation und die Art der Geschaftsdaten
definiert. RPO und RTO kdnnen unterschiedlich sein, wenn Sie vor Ausfallen in einer einzelnen Azure Region
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schitzen. Sie kbnnen auch voneinander abweichen, wenn Sie sich auf katastrophale Katastrophen wie den
Verlust einer kompletten Azure-Region vorbereiten. Es ist wichtig, die geschaftlichen Anforderungen zu
bewerten, die RPO und RTO definieren, da diese Anforderungen erhebliche Auswirkungen auf die verfigbaren
technischen Optionen haben.

Hochverfiigbarkeit

Die Infrastruktur fir SAP HANA wie Virtual Machines, Netzwerk und Storage muss Uber redundante
Komponenten verfliigen, um sicherzustellen, dass es keinen Single Point of Failure gibt. MS Azure bietet
Redundanz fir die verschiedenen Infrastrukturkomponenten.

Um auf der Computing- und Applikationsseite Hochverfligbarkeit zu gewahrleisten, konnen Standby-SAP
HANA-Hosts mit einem SAP HANA System mit mehreren Hosts fir integrierte Hochverfligbarkeit konfiguriert
werden. Wenn ein Server oder ein SAP HANA-Service ausfallt, erfolgt ein Failover des SAP HANA-Service auf
den Standby-Host, was zu einem Ausfall von Applikationen flhrt.

Wenn eine Applikationsausfallzeit im Falle eines Server- oder Applikationsausfalls nicht akzeptabel ist, kann
auch die SAP HANA Systemreplizierung als Hochverfligbarkeitsldsung eingesetzt werden, die Failover in
einem sehr kurzen Zeitrahmen ermdéglicht. SAP-Kunden nutzen HANA-Systemreplizierung, um
Hochverfiigbarkeit bei ungeplanten Ausfallen sicherzustellen, aber auch die Ausfallzeiten bei geplanten
Vorgangen wie HANA-Software-Upgrades zu minimieren.

Logische Beschéadigung

Logische Beschadigungen kénnen durch Softwarefehler, menschliche Fehler oder Sabotage verursacht
werden. Leider kdnnen logische Beschadigungen oft nicht mit standardmafigen Hochverfligbarkeits- und
Disaster Recovery-Ldsungen behoben werden. Daher kdnnen in manchen Fallen RTO- und RPO-
Anforderungen in Abhangigkeit von der Ebene, der Applikation, dem File-System oder dem Storage mit der
logischen Beschadigung nicht erfillt werden.

Schlimmstenfalls ist die SAP-Applikation beschadigt oder logisch. SAP Applikationen laufen oft in einer
Landschaft, in der verschiedene Applikationen miteinander kommunizieren und Daten austauschen. Daher
wird die Wiederherstellung eines SAP-Systems, bei dem eine logische Beschadigung aufgetreten ist, nicht
empfohlen. Das Wiederherstellen des Systems zu einem Zeitpunkt vor der Beschadigung fiihrt zu
Datenverlusten, sodass die RPO gréfer als null ist. Aullerdem wiirde die SAP-Landschaft nicht mehr synchron
sein und eine zusatzliche Nachbearbeitung erfordern.

Anstatt das SAP-System wiederherzustellen, ist es besser, den logischen Fehler innerhalb des Systems zu
beheben, indem das Problem in einem separaten Reparatursystem analysiert wird. Zur Ursachenanalyse ist
die Einbindung des Geschaftsprozesses und der Applikationseigentiimer erforderlich. Fir dieses Szenario
erstellen Sie ein Reparatursystem (ein Klon des Produktionssystems) auf Basis der Daten, die vor dem
Auftreten der logischen Beschadigung gespeichert wurden. Innerhalb des Reparatursystems konnen die
erforderlichen Daten exportiert und in das Produktionssystem importiert werden. Bei diesem Ansatz muss das
produktive System nicht gestoppt werden, und im besten Fall gehen keine Daten oder nur ein Bruchteil der
Daten verloren.

Die zum Einrichten eines Reparatursystems erforderlichen Schritte sind mit einem in diesem

@ Dokument beschriebenen Disaster-Recovery-Testszenario identisch. Somit kann die
beschriebene Disaster Recovery-Losung problemlos auf logische Beschadigungen erweitert
werden.
Backups

Backups werden erstellt, um Restores und Recovery von unterschiedlichen zeitpunktgenauen Datensatzen zu
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ermoglichen. In der Regel werden diese Backups einige Tage bis einige Wochen aufbewahrt.

Je nach Art der Beschadigung kénnen Restores und Recovery mit oder ohne Datenverlust durchgefihrt
werden. Wenn das RPO null betragt, selbst bei einem Verlust des Primar- und Backup-Storage, muss das
Backup mit der synchronen Datenreplizierung kombiniert werden.

Die RTO flir Restore und Recovery wird durch die erforderliche Wiederherstellungszeit, die Recovery-Zeit
(einschlief3lich Datenbankstart) und das Laden der Daten in den Arbeitsspeicher definiert. Bei grofden
Datenbanken und herkémmlichen Backup-Ansatzen kann die RTO problemlos mehrere Stunden betragen,
was unter Umstanden nicht akzeptabel ist. Um eine sehr geringe RTO-Werte zu erzielen, muss ein Backup mit
einer Hot-Standby-L6sung kombiniert werden, die das Vorladen von Daten in den Speicher beinhaltet.

Eine Backup-Lésung muss dagegen die logische Beschadigung beheben, da Datenreplizierungsldsungen
nicht alle Arten von logischen Beschadigungen abdecken konnen.

Synchrone oder asynchrone Datenreplizierung

Der RPO bestimmt hauptsachlich, welche Datenreplizierungsmethode Sie verwenden sollten. Bei einem RPO
von null muss auch bei einem Ausfall des primaren und des Backup-Storage die Daten synchron repliziert
werden. Allerdings gibt es technische Einschrankungen bei der synchronen Replizierung, beispielsweise die
Entfernung zwischen zwei Azure Regionen. In den meisten Fallen ist synchrone Replizierung aufgrund von
Latenz bei Entfernungen von mehr als 100 km nicht geeignet. Daher ist diese Lésung keine Option fur die
Datenreplizierung zwischen Azure Regionen.

Wenn ein grolierer RPO-Wert akzeptabel ist, kann die asynchrone Replizierung tiber groRe Entfernungen
hinweg verwendet werden. Der RPO in diesem Fall wird durch die Replizierungsfrequenz definiert.

HANA System-Replizierung mit oder ohne vorab geladen

Die Startzeit einer SAP HANA-Datenbank ist wesentlich langer als die von herkdbmmlichen Datenbanken, da
eine grolte Datenmenge in den Arbeitsspeicher geladen werden muss, bevor die Datenbank die erwartete
Performance liefern kann. Daher ist ein grof3er Teil der RTO die Zeit, die zum Starten der Datenbank benétigt
wird. Mit jeder Storage-basierten Replizierung sowie mit HANA System Replication ohne vorab geladen
werden, muss die SAP HANA-Datenbank fur den Failover zum Disaster-Recovery-Standort gestartet werden.

Die SAP HANA Systemreplizierung bietet einen Betriebsmodus, in dem die Daten vorgeladen und
kontinuierlich am sekundaren Host aktualisiert werden. Dieser Modus ermdglicht sehr niedrige RTO-Werte,
benétigt aber auch einen dedizierten Server, der nur fir den Empfang der Replizierungsdaten vom
Quellsystem verwendet wird.

Disaster-Recovery-Losungsvergleich

Eine umfassende Disaster Recovery-Losung muss Kunden nach einem vollstandigen
Ausfall des primaren Standorts die Wiederherstellung ermoéglichen. Daher missen die
Daten an einen sekundaren Standort GUbertragen werden und eine komplette Infrastruktur
ist erforderlich, um bei einem Standortausfall die erforderlichen SAP HANA
Produktionssysteme auszuflihren. Abhangig von den Verflgbarkeitsanforderungen der
Applikation und der Art des zu schitzenden Disaster ist eine Disaster Recovery-Losung
mit zwei oder drei Standorten zu berucksichtigen.

Die folgende Abbildung zeigt eine typische Konfiguration, bei der die Daten innerhalb derselben Azure-Region

synchron in eine zweite Verfigbarkeitszone repliziert werden. Durch die kurze Entfernung kénnen Sie die
Daten synchron replizieren und ein RPO von null (normalerweise HA-Bereitstellung) erreichen.
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Daruber hinaus werden Daten asynchron in eine sekundare Region repliziert, um sie vor Ausfallen zu
schitzen, wenn die primare Region betroffen ist. Der erzielbare MindestRPO hangt von der
Datenreplizierungsfrequenz ab, die durch die verfigbare Bandbreite zwischen dem primaren und dem
sekundaren Bereich begrenzt ist. Ein typischer minimaler RPO liegt im Bereich von 20 Minuten bis mehreren
Stunden.

Dieses Dokument erlautert verschiedene Implementierungsoptionen fir eine Disaster Recovery-Losung fur
zwei Regionen.

Primary Region Secondary Region

Availabilty Zone 1 Availabilty Zone 2
Production DR
==
: EEHANA
Synchronous
Replication Prod
RPO=0 Asynchronous DR
. Replication
RPO > 20min

A 4

SAP HANA System Replication

SAP HANA System Replication arbeitet auf Datenbankebene. Die Losung basiert auf einem zusatzlichen SAP
HANA-System am Disaster-Recovery-Standort, das die Anderungen vom Primérsystem empfangt. Dieses
sekundare System muss mit dem Primarsystem identisch sein.

SAP HANA System Replication kann in einem von zwei Modi betrieben werden:
» Mit vorab in den Arbeitsspeicher geladenen Daten und einem dedizierten Server am Disaster-Recovery-
Standort:

o Der Server wird ausschlief3lich als sekundarer SAP HANA System Replication Host verwendet.

o Sehr geringe RTO-Werte kdnnen erzielt werden, weil die Daten bereits in den Speicher geladen sind
und bei einem Failover kein Datenbankstart erforderlich ist.

» Ohne Daten, die vorab in den Arbeitsspeicher geladen sind und einen gemeinsam genutzten Server am
Disaster Recovery-Standort nutzen:

o Der Server wird als sekundares SAP HANA System Replication und als Entwicklungs-/Testsystem
gemeinsam genutzt.

o RTO hangt hauptsachlich von der Zeit ab, die zum Starten der Datenbank und Laden der Daten in den
Arbeitsspeicher bendtigt wird.

Eine vollstandige Beschreibung aller Konfigurationsoptionen und Replikationsszenarien finden Sie im "SAP
HANA Administration Guide".

Die folgende Abbildung zeigt das Setup einer Disaster-Recovery-LAosung flr zwei Regionen mit SAP HANA
System Replication. Die synchrone Replizierung mit vorab in den Speicher geladenen Daten wird fir lokale HA
in derselben Azure-Region verwendet, allerdings in verschiedenen Verflugbarkeitszonen. Die asynchrone
Replizierung ohne vorab geladene Daten wird fiir die Remote Disaster-Recovery-Region konfiguriert.
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Die folgende Abbildung zeigt die SAP HANA System Replication.

Primary Region Secondary Region

Availabilty Zone 1 Availabilty Zone 2

SAP HANA System Replication

Asynchronous
without preload into memory

SAP HANA System Replication Dev/test [
during normal  FHANA
Synchronous operation (=]

with preload into memory

RPO =0

RPO > 20 min

RTO ~ 1 min RTO ~ Cold database start

SAP HANA System Replication mit vorab in den Speicher geladenen Daten

Sehr geringe RTO-Werte mit SAP HANA kénnen nur mit SAP HANA System Replication erreicht werden,
wobei Daten vorab in den Speicher geladen sind. Der Betrieb von SAP HANA System Replication mit einem
dedizierten sekundaren Server am Disaster-Recovery-Standort ermdglicht einen RTO-Wert von maximal einer
Minute. Die replizierten Daten werden empfangen und im sekundaren System vorgeladen. Aus diesem Grund
wird SAP HANA System Replication haufig auch flir Wartungsvorgange ohne Ausfallzeiten eingesetzt,
beispielsweise fliir HANA-Software-Upgrades.

In der Regel ist SAP HANA System Replication so konfiguriert, dass sie synchron repliziert wird, wenn eine
vorab-Datenlast ausgewahlt wird. Die maximal unterstitzte Entfernung bei synchroner Replizierung liegt im
Bereich von 100 km.

SAP System Replication ohne vorab in den Speicher geladene Daten

Fir weniger strenge RTO-Anforderungen kann SAP HANA System Replication ohne vorab geladene Daten
verwendet werden. In diesem Betriebsmodus werden die Daten der Disaster-Recovery-Region nicht in den
Arbeitsspeicher geladen. Der Server in der DR-Region wird weiterhin zur Verarbeitung von SAP HANA System
Replication verwendet, auf dem alle erforderlichen SAP HANA-Prozesse ausgefuhrt werden. Der Grof3teil des
Serverspeichers ist jedoch fir andere Dienste verfiigbar, wie zum Beispiel SAP HANA Entwicklungs-
[Testsysteme.

Bei einem Notfall muss das Entwicklungs-/Testsystem heruntergefahren, der Failover initiiert und die Daten in
den Arbeitsspeicher geladen werden. Das RTO dieses Cold-Standby-Ansatzes hangt von der Grof3e der
Datenbank und dem Lesedurchsatz wahrend der Last des Zeilen- und Spaltenspeichers ab. Mit der Annahme,
dass die Daten mit einem Durchsatz von 1000 MBit/s gelesen werden, dass das Laden von 1 TB Daten
ungefahr 18 Minuten dauert.

Technischer Bericht: SAP HANA Disaster Recovery with ANF Cross-Region Replication

ANF Cross-Region Replication ist in ANF als Disaster-Recovery-Losung mit asynchroner Datenreplizierung
integriert. ANF regionstbergreifende Replizierung wird Uber eine Datensicherungsbeziehung zwischen zwei
ANF-Volumes in einer primaren und einer sekundaren Azure-Region konfiguriert. ANF-Cross-Region



Replication aktualisiert das sekundare Volume mithilfe effizienter Block-Delta-Replikationen. Update-Zeitplane
kénnen wahrend der Replikationskonfiguration definiert werden.

Die folgende Abbildung zeigt ein Beispiel fir eine Disaster-Recovery-Lésung flir zwei Regionen mithilfe von
ANF-bereichsubergreifender Replizierung. In diesem Beispiel ist das HANA-System mit HANA System
Replication innerhalb der primaren Region geschitzt, wie im vorherigen Kapitel erlautert. Die Replikation in
eine sekundare Region wird mittels ANF-bereichslbergreifender Replikation durchgefihrt. Der RPO-Wert wird
durch den Replizierungszeitplan und die Replizierungsoptionen definiert.

Das RTO hangt hauptsachlich von der Zeit ab, die zum Starten der HANA-Datenbank am Disaster-Recovery-
Standort und zum Laden der Daten in den Arbeitsspeicher benétigt wird. Mit der Annahme, dass die Daten mit
einem Durchsatz von 1000 MB/s gelesen werden, dass das Laden von 1 TB Daten ungefahr 18 Minuten

dauert. Je nach Replizierungskonfiguration ist auch Recovery-Prozesse erforderlich und wird der RTO-
Gesamtwert steigern.

Weitere Details zu den verschiedenen Konfigurationsoptionen finden Sie in Kapitel "Konfigurationsoptionen fur
regionsubergreifende Replizierung mit SAP HANA".

Die Server an den Disaster-Recovery-Standorten kdnnen als Entwicklungs-/Testsysteme im normalen Betrieb
eingesetzt werden. Bei einem Notfall missen die Entwicklungs-/Testsysteme heruntergefahren und als DR-
Produktionsserver gestartet werden.

Mit der standortibergreifenden ANF Replizierung kénnen Sie den DR-Workflow testen, ohne dass RPO und
RTO beeintrachtigt werden. Dazu werden Volume-Klone erstellt und an den DR-Testserver angeschlossen.

Primary Region Secondary Region

Availabilty Zone 1

Availabilty Zone 2

Devi/test
during nc_)rmal ' DR
operation
SAP HANA System Replication

Synchronous
with preload into memory

ANF Cross Region Replication

T | Prod.
- e RE

. DR “

RPO > 20 min
RTO ~ Cold database start

-

RPO =0
RTO ~ 1 min

Zusammenfassung der Disaster Recovery-Losungen

In der folgenden Tabelle werden die in diesem Abschnitt beschriebenen Disaster-Recovery-Losungen
verglichen und die wichtigsten Kennzahlen hervorgehoben.

Die wichtigsten Ergebnisse:

* Ist ein sehr niedriges RTO erforderlich, ist SAP HANA System Replication mit vorab-Load in den Speicher
die einzige Option.

o Am DR-Standort ist ein dedizierter Server erforderlich, um die replizierten Daten zu erhalten und die
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Daten in den Arbeitsspeicher zu laden.

» Darlber hinaus ist eine Storage-Replizierung fur die Daten erforderlich, die sich auRerhalb der Datenbank
befinden (z. B. gemeinsam genutzte Dateien, Schnittstellen usw.).

* Bei einer geringeren RTO/RPO-Anforderung kann auch eine regionale ANF-Replizierung verwendet

werden, um:

o Kombinieren Sie Datenreplizierung auf3erhalb von Datenbanken.

> Behandeln Sie zusatzliche Anwendungsfalle wie Disaster-Recovery-Tests und Aktualisierungen von

Entwicklung/Tests.

o Bei der Storage-Replizierung kann der Server am DR-Standort im normalen Betrieb als QA- oder
Testsystem verwendet werden.

* Eine Kombination aus SAP HANA System Replication als HA-L6sung mit RPO=0 mit Storage-Replizierung
fur groRe Entfernungen ist sinnvoll, um die unterschiedlichen Anforderungen zu erfillen.

In der folgenden Tabelle werden die Disaster-Recovery-Lésungen verglichen.

RTO

RPO

Server am DR-Standort
kénnen fur
Entwicklung/Test genutzt
werden

Replizierung von nicht aus
Datenbanken
stammenden Daten

DR-Daten kénnen zur
Aktualisierung von
Entwicklungs-
[Testsystemen genutzt
werden

DR-Tests ohne
Auswirkungen auf RTO
und RPO

Storage-Replizierung

Regioneniibergreifende
Replikation

Gering bis mittel;
abhangig von der Startzeit
der Datenbank und der
Vorwartswiederherstellung

RPO > 20 Min.
Asynchrone Replizierung

Ja.

Ja.

Ja.

Ja.

SAP HANA Systemreplizierung

* Mit Datenvorladung*

Sehr niedrig

RPO > 20 Min.
Asynchrone Replikation
RPO = 0 synchrone
Replizierung

Nein

Nein

Nein

Nein

ANF: Regionale Replizierung mit SAP HANA

Ohne Datenvorladung

Gering bis mittel;
abhangig von der
Datenbank-Startzeit

RPO > 20 Min.
Asynchrone Replikation
RPO = 0 synchrone
Replizierung

Ja.

Nein

Nein

Nein
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ANF: Regionale Replizierung mit SAP HANA

Anwendungsunabhangige Informationen zur regionstbergreifenden Replikation finden
Sie an folgendem Speicherort.

"Azure NetApp Files Dokumentation — Microsoft Docs" In den Abschnitten Konzepte und Anleitungen.

Konfigurationsoptionen fiir Regionalreplizierung mit SAP HANA

Die folgende Abbildung zeigt die Volume-Replizierungsbeziehungen fur ein SAP HANA-
System mit ANF-bereichsubergreifender Replizierung. Bei ANF-Cross-Region Replication
mussen die HANA-Daten und das gemeinsame HANA-Volume repliziert werden. Wenn
nur das HANA-Daten-Volume repliziert wird, liegen die typischen RPO-Werte im Bereich
von einem Tag. Wenn niedrigere RPO-Werte erforderlich sind, missen die HANA-
Protokoll-Backups auch fir die zuklnftige Recovery repliziert werden.

Der in diesem Dokument verwendete Begriff ,,Protokollsicherung” umfasst die
@ Protokollsicherung und die Sicherung des HANA-Backup-Katalogs. Der HANA-Backup-Katalog
ist erforderlich, um Recovery-Vorgange durchzufihren.

Die folgende Beschreibung und der Schwerpunkt der Laboreinrichtung sind auf die HANA-

@ Datenbank. Andere gemeinsam genutzte Dateien, zum Beispiel das SAP-Transportverzeichnis,
wirden auf die gleiche Weise gesichert und repliziert werden wie das freigegebene HANA-
Volume.

Far die HANA-Speicherpunktwiederherstellung oder Forward-Recovery mit den Backup-Protokollen missen
am primaren Standort fir das HANA-Daten-Volume applikationskonsistente Snapshot Backups erstellt werden.
Dies kann zum Beispiel mit dem ANF-Backup-Tool AzAcSnap (siehe auch "Was ist Azure Application
konsistente Snapshot Tool fur Azure NetApp Files Microsoft Docs"). Die am primaren Standort erstellten
Snapshot Backups werden anschliefend am DR-Standort repliziert.

Bei einem Disaster Failover muss die Replizierungsbeziehung beschadigt werden, die Volumes missen auf
dem DR-Produktionsserver eingebunden werden, und die HANA-Datenbank muss wiederhergestellt werden,
entweder zum letzten HANA-Speicherpunkt oder bei einer Forward-Recovery mit den replizierten Log-
Backups. Das Kapitel "Disaster-Recovery-Failover", beschreibt die erforderlichen Schritte.

In der folgenden Abbildung sind die HANA-Konfigurationsoptionen fiir die regionstibergreifende Replizierung
dargestellt.
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ANF Cross Region Replication for
Data volume
HANA shared volume
Log backup volume

Application
consistent HANA
Snapshot
backups.

Optional log
backup replication
to reduce RPO.

Mit der aktuellen Version der Cross-Region-Replikation kbnnen nur feste Zeitplane ausgewahlt werden, und
die tatsachliche Replikationsaktualisierungszeit kann nicht vom Benutzer definiert werden. Verfligbare Termine
sind taglich, stindlich und alle 10 Minuten. Bei Verwendung dieser Zeitplanoptionen sind zwei verschiedene
Konfigurationen je nach RPO-Anforderungen sinnvoll: Daten-Volume-Replizierung ohne Backup-Replizierung
bei Protokolldaten sowie Backup-Replizierung mit verschiedenen Zeitplanen entweder stiindlich oder alle 10
Minuten. Die niedrigste mogliche RPO betragt etwa 20 Minuten. In der folgenden Tabelle sind die
Konfigurationsoptionen sowie die resultierenden RPO- und RTO-Werte zusammengefasst.

Replizierung von Daten- Replizierung von Daten Replizierung von Daten

Volumes und Backup Volumes und Backup Volumes
protokollieren protokollieren
CRR-Volumen planen Taglich Taglich Taglich
CRR-Protokoll Backup- k. A. Stiindlich 10 Min
Volumen planen
Max. RPO 24 Stunden + Snapshot 1 Stunde 2 x 10 Min
Zeitplan (z. B. 6 Stunden)
Max RTO In erster Linie durch die + HANA Startzeit + + HANA Startzeit +
HANA-Startzeit definiert ~ Wiederherstellungszeit+  Wiederherstellungszeit+
Wiederherstellung NA Logs der letzten 24 Logs der letzten 24
vorwarts Stunden + Snapshot Stunden + Snapshot

Zeitplan (z.B. 6 Stunden) Zeitplan (z.B. 6 Stunden)

Anforderungen und Best Practices

Microsoft Azure Ubernimmt keine Garantie fur die Verfugbarkeit eines bestimmten VM-
Typs (Virtual Machine) bei der Erstellung oder beim Starten einer nicht zugewiesenen
VM. Insbesondere im Falle eines regionalen Ausfalls bendtigen viele Clients
maoglicherweise zusatzliche VMs in der Disaster Recovery-Region. Daher wird
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empfohlen, eine VM mit der erforderlichen GrofRe fur Disaster Failover aktiv als Test- oder
QA-System in der Disaster Recovery-Region zu verwenden, um den erforderlichen VM-
Typ zugewiesen zu haben.

Es empfiehlt sich, einen ANF-Kapazitatspool mit einer niedrigeren Performance Tier im normalen Betrieb zu
verwenden, um eine Kostenoptimierung zu ermdglichen. Die Datenreplizierung erfordert keine hohe
Performance und kann daher einen Kapazitats-Pool mit einer Standard-Performance-Tier verwenden. Bei
Disaster-Recovery-Tests oder bei einem Ausfall muss die Volume in einen Kapazitats-Pool mit einer
hochperformanten Tier verschoben werden.

Wenn ein zweiter Kapazitats-Pool keine Option ist, sollten die Ziel-Volumes flr die Replizierung auf Basis der
Kapazitatsanforderungen konfiguriert werden und nicht auf die Performance-Anforderungen wahrend des
normalen Betriebs. Das Kontingent oder der Durchsatz (fir manuelle QoS) kann dann fiir Disaster-Recovery-
Tests angepasst werden, falls ein Notfall besteht.

Weitere Informationen finden Sie unter "Anforderungen und Uberlegungen fiir die Verwendung von Azure
NetApp Files-Volume-regionsibergreifende Replikation mit Microsoft Docs".

Laboreinrichtung

Die Lésungsvalidierung wurde mit einem Single-Host-System flir SAP HANA
durchgefuhrt. Das Microsoft AzAcSnap Snapshot Backup-Tool fur ANF wurde verwendet,
um applikationskonsistente HANA Snapshot Backups zu konfigurieren. Es wurden ein
tagliches Datenvolumen, ein stindliches Log Backup und die gemeinsame Volume-
Replizierung konfiguriert. Disaster Recovery-Tests und Failover wurden mit einem
Speicherpunkt sowie bei vorwarts gerichteten Recovery-Vorgangen validiert.

Die folgenden Softwareversionen wurden fir die Laboreinrichtung verwendet:

* Ein einziges Host-System SAP HANA 2.0 SPS5 mit einem einzelnen Mandanten
+ SUSE SLES FUR SAP 15 SP1
* AzAcSnap 5.0

Am DR-Standort wurde ein einzelner Kapazitats-Pool mit manueller QoS konfiguriert.

Die folgende Abbildung zeigt die Laboreinrichtung.
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ANF Cross Region Replication for
Data volume
HANA shared volume
Log backup volume

NetApp Account: saponanf NetApp Account: dr-saponanf

Capacity Pool: sap-pool1 Capacity Pool: dr-sap-pool-premium
Application consistent

HANA Snapshot
backups.

Log

Log
Backup

Snapshot Backup-Konfiguration mit AzAcSnap

Am primaren Standort wurde AzAcSnap fir die Erstellung applikationskonsistenter Snapshot-Backups des
HANA-Systems PR1 konfiguriert. Diese Snapshot-Backups sind im ANF-Datenvolumen des PR1 HANA
Systems verfiigbar und sind auch im SAP HANA Backup-Katalog registriert, wie in den beiden folgenden
Abbildungen dargestellt. Snapshot Backups wurden alle 4 Stunden geplant.

Bei der Replizierung des Daten-Volumes mithilfe von ANF Cross-Region Replication werden diese Snapshot-
Backups am Disaster Recovery-Standort repliziert und kénnen zur Wiederherstellung der HANA-Datenbank
verwendet werden.

Die folgende Abbildung zeigt die Snapshot Backups des HANA Daten-Volumes.
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1-data-mnt00001)

[
Volume

|/"j Search (Ctrl+/) | “ T~ Add snapshot 'f_) Refresh

L Overview

1y PR1-data-mnt00001 (saponanf/sap-pool1/PR1-data-mnt00001) | Snapshots X

|;) Search snapshots

@ Activity log

MName T4 Location
fo Access control (IAM) S
(5, azacsnap_2021-02-12T145015-1799555Z East US
@ Tags -
(L), azacsnap_2021-02-12T145227-1245630Z East US
Settings (D) azacsnap_2021-02-12T145828-38634427 East Us
mp . o
Ii' properties (L), azacsnap__2021-02-16T134021-9431230Z East US
B Locks (D) azacsnap_2021-02-16T134917-6284160Z East US
Storage service () szacsnap_2021-02-16T135737-37785467 East US
© Mount instructions (D) azacsnap_2021-02-16T160002-1354654Z East US
E export poligy () azacsnap_2021-02-16T200002-0790339Z East US
(U Snapshots (D) azacsnap_2021-02-17T000002-1753859Z East US
[ Replication () azacsnap_2021-02-17T040001-54548087 East US
. (D) azacsnap_2021-02-17T080002-2933611Z East US
Monltormg

fill Metrics

Die folgende Abbildung zeigt den SAP HANA-Backup-Katalog.

n-pr! Instance: 01 Connected User: SYSTEM System Usage: Custom System - SAP HANA Studio

Help
o
SYSTEMDBE®PR1.. (¥ Backup SYSTE... ER SYSTEMDB@PR1..  [§ SYSTEMDB@PR1  [fSvsTEmMDB®PR1 (¥ Backup SYSTE..

& Backup SYSTEMDB®@PR1 {SYSTEM) PR1 SystemDB

Overview | Configuration E_E\;.:kup Catalog |

Tty Created Ty
02/12/2021, 03:49:43 PM nee
02/12/2021, 03:51:24 PM b
02/12/2021, 03:58:01 PM e
02/16/2021, 02:39:18 PM b
02/16/2021, 02:48:55 PM e
02/16/2021, 02:56:32 PM b
02/16/2021, 04:539:40 PM e
02/16/2021, 08:50:42 PM b
02/17/2021, 12:39:32 AM e
02/17/2021, 04:58:31 AM b
02/17/2021, 08:32:40 AM e

= O x
Q Bl

3 (. SYSTEMDB@PR] ... (i SYSTEMDB@PR] ... (i SYSTEMDB@PR] ... = B8
Last UpdateS:07:38 AM o | || | B

Backup Catalog Backup Details
Database: SYSTEMDB v I et
b " Status: Successful
[]Show Log Backups []Show Delta Backups Backup Type: Data Backup
- Destination Type: Snapshot
Status  Started Duration Size Backup Type  Destinatio. Started: Feb 12, 2021 2:50:15 PM (UTC)
= Feb 17,2021 8:00:02...  00h 00m 425 3.13GB  DataBackup  Snapshot Finished: Feb 12, 2021 2:30:48 PM (UTC)
] Feb 17,20214:00:01...  00h 00m 335 313GB DataBackup  Snapshot Dirdticiee 00h 0Dm 325
5] Feb 17,2021 1200:0..  00h00m36s  3.13GB DataBackup  Snapshot Sizer 31368
= Feb 16, 2021 8:00:02 ... 00h 00m 34s 313GB Data Backup Snapshot Throughput: i
] Feb 16,2021 £00:02...  00h 00m 38s 3.13GB  DataBackup  Snapshot System ID:
] Feb 16, 2021 1:57:37...  00h 00m 325 3.13GB DataBackup  Snapshot Comiait "
=] Feb 16,2021 1:49:17 ..  00h 00m 325 313GB DataBackup  Snapshot ' Tgif:y;zf’g’ﬂ.'?;ﬁ:‘:;ﬁ B
L] Feb 16, 2021 1:40:22 ... 00h 00m 34s 3.13GB Data Backup Snapshot
=] Feb 12, 2021 2:58:28...  00h 00m 325 3.13GB  Data Backup Snapshot Additional Information: | « gk
(=] Feb 12, 2021 2:52:27 ... 0Ch 00m 325 313GB  Data Backup Snapshot
a Feb 12,2021 2:50:15...  00h00m 32s 313 GB Data Backup Snapshot
Location: /hanz/data/PR1/mnt00001/ ‘
=
Host Service Size Mame Source.. EBID
vm-pri nameserver 3.13.GB  hdbl0D01 volume azacsnap_2021-02-12T14501...

Konfigurationsschritte fiir ANF-bereichsiibergreifende Replikation

Am Disaster Recovery-Standort sind einige Vorbereitungsschritte durchzufihren, bevor

die Volume-Replizierung konfiguriert werden kann.

» Ein NetApp Konto muss verfligbar und mit demselben Azure Abonnement wie die Quelle konfiguriert sein.

» Ein Kapazitats-Pool muss tber das oben genannte NetApp Konto verfligbar und konfiguriert sein.

* Ein virtuelles Netzwerk muss verfligbar und konfiguriert sein.

* Innerhalb des virtuellen Netzwerks muss ein delegiertes Subnetz zur Verwendung mit ANF verfligbar und
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konfiguriert sein.

Protection Volumes kénnen nun fir HANA-Daten, HANA Shared IT und das HANA-Log-Backup-Volume erstellt
werden. Die folgende Tabelle zeigt die konfigurierten Ziel-Volumes in unserer Laboreinrichtung.

Um eine optimale Latenz zu erzielen, missen die Volumes in der Nahe der VMs platziert
@ werden, die im Falle eines Disaster-Failover den SAP HANA ausfuhren. Daher ist fur die DR-
Volumes derselbe Pinning-Prozess wie fur jedes andere SAP HANA-Produktionssystem

erforderlich.
HANA Volume Quelle Ziel Replizierungsplan
HANA-Datenvolumen PR1-Data-mnt00001 PR1-Data-mnt00001-SM- Taglich
dest
HANA Shared Volume PR1 freigegeben PR1-shared-SM-dest Stlndlich
HANA-Protokoll- Hanabackup Hanabackup-SM-dest Stindlich

/Katalogbackup-Volume

Fir jedes Volume mussen folgende Schritte durchgefiihrt werden:

1. Erstellen eines neuen Sicherungs-Volumes am DR-Standort:
a. Stellen Sie Volume-Namen, den Kapazitats-Pool, die Quota- und Netzwerkinformationen bereit.
b. Bereitstellen der Zugriffsinformationen fiir Protokolle und Volumes
c. Geben Sie die Quell-Volume-ID und einen Replizierungsplan an.
d. Erstellen eines Ziel-Volumes
2. Autorisieren Sie die Replikation auf dem Quell-Volume.

> Geben Sie die ID des Zielvolumens an.
Die folgenden Screenshots zeigen die Konfigurationsschritte im Detail.

Am Disaster Recovery-Standort wird ein neues Datensicherungs-Volume erstellt, indem Sie Volumes
auswahlen und auf Datenreplizierung hinzufligen klicken. Auf der Registerkarte ,,Grundlagen® missen Sie den
Namen des Volumes, den Kapazitats-Pool und die Netzwerkinformationen angeben.

Das Kontingent kann auf Basis der Kapazitatsanforderungen festgelegt werden, da die Volume-
@ Performance sich nicht auf den Replizierungsprozess auswirkt. Bei einem Disaster Recovery-
Failover muss die Quote an die tatsachlichen Performance-Anforderungen angepasst werden.

Wenn der Kapazitats-Pool mit manueller QoS konfiguriert wurde, kdnnen Sie den Durchsatz

@ zusatzlich zu den Kapazitatsanforderungen konfigurieren. Wie oben angegeben kénnen Sie den
Durchsatz auch im normalen Betrieb mit niedrigem Wert konfigurieren und im Falle eines
Disaster Recovery Failover diesen erhdhen.
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Create a new protection volume

Basics  Protocol Replication Tags Review + create

This page will help you create an Azure Netipp Files volume in your subscription and enable you to access the volume from
within your virtual network. Learn more about Azure Metfpp Files

Volume details

Volume name * ‘ PR1-datz-mnt00001-sm-dest “ |

Capacity pool * (0 ‘ dr-sap-pocl ~ |

Available quota (GIB) @

A TiD
=& O

Quota (GiB) * @ ‘ 500 \/|
500 GIB
Virtual network * () | dr-unet (10.2.0.0/16,10.0.2.0/24) v |
Create new
Delegated subnet * (@) | default (10.0.2.0/28) v |
Create new
Show advanced section I:‘

Review + create < Previous Mext : Protocol =

Auf der Registerkarte Protokoll miissen Sie das Netzwerkprotokoll, den Netzwerkpfad und die Exportrichtlinie
angeben.

@ Das Protokoll muss dasselbe sein wie das fur das Quell-Volume verwendete Protokoll.
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Create a new protection volume

Basics Protocol Replication Tags Review + create

Configure access to your volume,

Access

Protocol type @ NFS O SMEB (:J Dual-protocol (NFSv3 and SMB)

Configuration

Filepath* @ | PR1-data-mnt00001-sm-dest \
\Versions * ‘ MFSvd,1 R ‘
Kerberos (O Enabled (®) Disabled

Export policy

Configure the volume’s export policy, This can be edited later. Learn more

Move up Mo

e i e L na
Move 10 10p I

w we {0 bottom jl' Delete

-

Index Allowed clients Access Root Access

aew

B | 00.00/0 || Readmwriite || on v

| | Nl v

| < Previous || Mext : Replication = ‘

Auf der Registerkarte ,Replikation missen Sie die Quell-Volume-ID und den Replizierungsplan konfigurieren.
Fur die Datenreplizierung mit Daten-Volumes haben wir einen taglichen Replizierungszeitplan fir unsere
Einrichtung im Labor konfiguriert.

@ Die Quell-Volume-ID kann vom Bildschirm Eigenschaften des Quell-Volumes kopiert werden.
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Create a new protection volume

Basics Protocol Replication  Tags Review + create
Source volume ID (D | fsubscriptions/28cfc403-f3f8-4007-9847-4eb 161092870/ resourceGroups,/rg... /|
Replication schedule () | Draily et |

Every 10 minutes
Hourly

Daily

| < Previous | | MNext : Tags =

Als letzter Schritt missen Sie die Replikation am Quell-Volume durch Angabe der ID des Ziel-Volume
autorisieren.

@ Sie kdnnen die Ziel-Volume-ID vom Bildschirm Eigenschaften des Ziel-Volumes kopieren.
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-data-mnt00001) Authorize x
IR PR1-data-mnt00001 (saponanf/sap-pool1/PR1-data-mnt00001) | Replicatia #«"e=

Volume

|.!-" Search (Ctrl+/ | « & Authorize

o Update the replication schedule
B overview
ﬁ Activity log You don't have any data protection volumes. Click Add data protection to get started.

Destination volume id (0

fa. Access control (JAM) oli/volumes/PR1-data-mnt00001-sm-de

¢ Tags

Settings

i Properties

B Locks

Storage service

@ Mount instructions
=l Export policy

1@, Snapshets

T Replication

Fir das freigegebene HANA und das Protokoll-Backup-Volume missen dieselben Schritte durchgefihrt
werden.

Uberwachung der standortiibergreifenden ANF-Replikation

Die folgenden drei Screenshots zeigen den Replikationsstatus fir die Daten, Backup-
Protokollierung und gemeinsam genutzte Volumes.

Die Verzogerung bei der Volume-Replizierung ist ein nitzlicher Wert, um die RPO-Erwartungen zu verstehen.
Beispielsweise zeigt die Replizierung des Backup-Volumes fiir das Protokoll eine maximale Verzégerungszeit

von 58 Minuten, das heif3t, dass der maximale RPO den gleichen Wert hat.

Die Ubertragungsdauer und UbertragungsgréRe bieten wertvolle Informationen zu den
Bandbreitenanforderungen und andern die Rate des replizierten Volumes.

Der folgende Screenshot zeigt den Replizierungsstatus eines HANA Daten-Volumes.
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yme > Azure NetApp Files » dr-saponanf > PR1-data-mnt0001-sm-dest (dr-saponanf/dr-sap-pooi-premium/PR1-data-mnt0001-sm-dest)

g PR1-data-mnt0001-sm-dest (dr-saponanf/dr-sap-pool-premium/PR1-data-mnt0001-sm-dest) | Replication

Volume

0 Search (Ctrl+/) | «
& Overview

H Activitylog

Ag. Aceess control (IAM)

@ Tags

Settings

Properties

& Locks

Storage service

© wount instructions

' Export policy

Snapshots

[ Replication

Monitoring

Metrics

Automation

i Tasks (preview)

' Export template
Support + troubleshooting

B New support request

& Edit ¢ Breakpeering [E Delete () Refresh

S

Volume replication lag time

s56nours
Osec
M 6PM BAM
Volume replication lag time {Avg)
5.06 rours

Volume replication last transfer duration

187min

1.5min

250 L)

fepz3

GAM

1.25ma

| Nolums replication last transfer duration (Avg)

# Is volume replication transferring

UTE+0T00

UTC+01:00

ﬁ Volume replication progress #

Der folgende Screenshot zeigt den Replizierungsstatus eines HANA-Protokoll-Backup-Volumes.

>me > Azure NetApp Files > dr-saponanf >

hanabackup-sm-dest (dr-sapananf/dr-sap-pool-premium/hanabackup-sm-dest)

) hanabackup-sm-dest (dr-saponanf/dr-sap-pool-premium/hanabackup-sm-dest) | Replication

Velume

«
B Overview

& Activity log

P Access control (JAM)

€ Tags

Settings

{I! properties

B Locks

Storage service

@ Mount instructions

Ll Export policy

napshats

) Replication
Monitoring

il Metrics

Automation

& Tasks (preview)

E Export template
Support + troubleshooting

B New support reguest

& Edt &7 Braak peering

Volume replication lag time

58.33n1in

S0min

=LY 6P

Volume replication lag time (Ava)

29.48 -

Volume replication last transfer duration

T6sec

1dsec

f2sec

1Dsec.

129

6P

l Volume replication last wansfer duration (Avg)

13,670

Delete () Refresh

Feb i (1)

100
=
£
0 10TMIE
-]
P
FERES
E)
Eo 27mnie
1
5}
120M s Fen23 GAM  UTCYO100 M L] 6AM  UTCiOT00
Is valume repication wansfering fAvg) ‘Velume replication progress fAvg)
0 24.02 e
ﬁ Volume replication last transfer size X? Volume replication total transfer Q
5268
Ao eesnanany,
1368
1268 25l
9536738 e
76294
1468
s1220B
EE
T
2073ME 4T854MIE
e .. SdcidbdRddias s
120M L] 02z GAM  UTC+01:00 12 aom Feoz3 GAM  UTEC:01:00
Volume replication fast ransfer size ffva) I ‘Velume replication total wransfer (Avg)
1.055: 313z
5 s volume replication transferring 5 Volume replication progress
2068
03 13.08G8
111868
= 231G
TasGa
ats
558G
LX)
1138
aos 18558
o 7]
12pm & Feb 23 &AM 12 P 6 PN 5AM
s wolume repication transfeming (Avg) Volume replication progress {Aua)
4.57 14.46=
;? Volume replication last transfer size ;?- Volume replication total transfer
2568
27.0468
=
11480458
12636
PR
S 129768
23168
Lp55
12iMmi8
o 2
120 ) Feb 23 ) 1204 6 Feb 23 (]
Wolume replication fast vansfer size (Avg) ‘Volume replication tota transier (Avg)
14.67 ue 28.28c=

Der folgende Screenshot zeigt den Replizierungsstatus von einem Shared HANA Volume.
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me > Azure NetApp Files > dr-saponanf

D PR1-shared-sm-dest (dr-saponanf/dr-sap-pool-premium/PR1-shared-sm-dest) | Replication

Volume

|2 search (ctri+) « & edit &7 Breakpeering [ Delete () mefresh
5 Overview
Vo TG LG s
B Activity log 2
Ra Access control (1AM)
33min
¢ Tags
settings
I properties
e

B Locks

Storage service
© Mount instructions

&l Export policy

1 snapshets 2 2
. Volume replicatan fag time (fvg)

29.45

[ Replication

Monitoring

i Metrics Volume replication last transfer duration }?

Automation

8 Tasks (praview)

5 Exporttemplate
Support + troubleshooting 10sec

B New support reguest

Feb 23 &AM

| Voiume replication st wansfer duration (Aug)

1279

Replizierte Snapshot Backups

Bei jedem Replizierungs-Update vom Quell- zum Ziel-Volume werden alle Blockdnderungen, die zwischen

PR1-shared-sm-dest (dr-saponanf/dr-sap-pool-premium/PR1-shared-sm-dest)

Is volume replication transferring

12 M & oM Fab23 6 aM

Isvolume replication wansferring (Avg)

0

Volume replication last transfer size

\
#
e

iz
A
A

1274 5oM Feb23 &AM

Volume replication ast transfer siz2 (Avg)
- b

A

5 Volume replication progress

5 AM
icati (Avgl
dr-saponsnt/dr-sap-poal-premism/pri-shared sm-dest

}? Volume replication total transfer

LE:

e

45

113G

2.706i

3670

3 FebZ: 6

| Votume replication total ransfer (<ug)

5966

dem letzten und dem aktuellen Update stattgefunden haben, auf das Ziel-Volume repliziert. Dies umfasst auch

die Snapshots, die auf dem Quell-Volume erstellt wurden. Der folgende Screenshot zeigt die Snapshots, die

auf dem Zielvolume verflgbar sind. Wie bereits erwahnt, sind alle Snapshots, die vom Tool AzAcSnap erstellt

wurden, applikationskonsistente Images der HANA Datenbank, die zur Ausfiihrung eines Speicherpunktes

oder einer vorwarts gerichteten Recovery verwendet werden kénnen.

Innerhalb des Quell- und Ziel-Volume werden auch SnapMirror Snapshot Kopien erstellt, die fiir
Resynchronisierung und Replizierungs-Updates verwendet werden. Diese Snapshot-Kopien
sind aus Sicht der HANA-Datenbank nicht applikationskonsistent. Bei HANA-Recovery-

®

Vorgangen kénnen nur die Uber AzaCSnap erstellten applikationskonsistenten Snapshots

verwendet werden.
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me > Azure NetApp Files > dr-saponanf > PR1-data-mnt0001-sm-dest (dr-saponant/dr-sap-pool-premium,/PR1-data-mnt0001-sm-dest)

71y PR1-data-mnt0001-sm-dest (dr-saponanf/dr-sap-pool-premium/PR1-data-mnt0001-sm-dest) | Snapshots X
S volume
P Search (Ctrl+/) « { Addsnapshot () Refresh
B overview
_ P Search snapshots
@ Activity log
Name Ty Location Ty Created Ty
P, Access control (IAM) =
(@] czacsnap_2021-02-18T120002-2150721Z West US 02/18/2021, 01:00:05 PM
@ Tags
T azacsnap_2021-02-18T160002-1442691Z West US 02/18/2021, 05:00:49 PM
Settinigs 1T, azacsnap_2021-02-18T200002-07586372 West US 02/18/2021, 09:00:05 PM
I Properties D), aracsnap__2021-02-19T000002-0039686Z West US 02/19/2021, 01:00:05 AM
B Locks zacsnap_2021-02-19T040001-87737482 West US 02/19/2021, 05:00:06 AN

Storage service zacsnap_2021-02-19T080001-5198553Z WestUS 02/19/2021, 0%:00:05 AM

© Mount instructions zacsnap_2021-02-19T120002-14953227 West US 02/19/2021, 01:00:06 PM
= export policy zacsnap_2021-02-19T160002-36986787 West US 02/19/2021, 05:00:05 PM

10 snapshots zacsnap_2021-02-22T120002-31453987 West US 02/22/2021, 01:00:06 PM

D Replication imorbleBedsd-T114-11eb-b147-d03%eale21 16 2155791247,2021-02-22 143158 West US 02/22/2021, 03:32:00 PM
o zacsnap_2021-02-22T160002-01446472 West US 02/22/2021, 05:00:05 PM
onitoring
= zacsnap_2021-02-22T200002-06495812 West US 02/22/2021, 03:00:05 P
fifl Metrics
(D), szacsnap_2021-02-237000002-0311379Z West US 02/23/2021, 01:00:05 AM
Automation ) 3
18] snapmirrorb1eBe480-7114-11eb-b147-d03%eate211e_2155791247.2021-02-23 001000 WestUS 02/23/2021, 01:10:00 AM

5. Tasks (preview)
3 Export template
support + troubleshooting

2 New support request

Disaster Recovery-Tests

Disaster Recovery-Tests

Um eine effiziente Disaster Recovery-Strategie zu implementieren, mussen Sie den
erforderlichen Workflow testen. Der Test zeigt, ob die Strategie funktioniert und ob die
interne Dokumentation ausreichend ist, und ermoglicht es Administratoren auch, die
erforderlichen Verfahren zu trainieren.

Die regionale ANF Replizierung ermdglicht Disaster-Recovery-Tests ohne Risiko fir RTO und RPO. Disaster-
Recovery-Tests konnen ohne Unterbrechung der Datenreplizierung durchgefiihrt werden.

Der Workflow fur Disaster Recovery-Tests nutzt die ANF-Funktionen, um auf Basis vorhandener Snapshot-
Backups am Disaster-Recovery-Ziel neue Volumes zu erstellen. Siehe "Wie Azure NetApp Files Snapshots
funktionieren - Microsoft Docs".

Je nachdem, ob die Backup-Replizierung des Protokolls Bestandteil der Disaster Recovery-Einrichtung ist oder
nicht, unterscheiden sich die Schritte fir die Disaster Recovery leicht. In diesem Abschnitt werden die Disaster
Recovery-Tests fir die reine Daten-Backup-Replizierung sowie fir die Replizierung von Daten-Volumes in
Kombination mit der Replizierung des Backup-Volumes flir das Protokoll beschrieben.

Gehen Sie wie folgt vor, um Disaster-Recovery-Tests durchzufiihren:

1. Bereiten Sie den Zielhost vor.
2. Erstellen neuer Volumes auf Basis von Snapshot Backups am Disaster-Recovery-Standort
3. Mounten Sie die neuen Volumes am Ziel-Host.
4. Stellen Sie die HANA Datenbank wieder her.
> Nur Daten-Volume-Recovery.

o Recovery mit replizierten Protokoll-Backups vorfiihren.

In den folgenden Abschnitten werden diese Schritte detailliert beschrieben.
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Az Reglon: EastUS @ mena @ Azure Region: West US|

vm-pri
SID=PR1 SID=PR1
=i FUS USRI S =i Attach volumes to ,DR Testing” server
Recovery of HANA database w/ or w/o
EI;—’HANA EI;—’HANA forward recovery.
[N [N
NetApp Account: saponanf NetApp Account: dr-saponanf

Capacity Pool: sap-pool1

Capacity Pool: dr-sap-pool-premium

Create new volumes
based on Snapshots.

2 .
FlexClone

£

—-

Backup

v

Shared

v

2aas

Bereiten Sie den Zielhost vor

In diesem Abschnitt werden die Vorbereitungsschritte beschrieben, die auf dem Server
fur das Disaster-Recovery-Failover erforderlich sind.

Im normalen Betrieb wird der Zielhost normalerweise flir andere Zwecke verwendet, beispielsweise als HANA
QA- oder Testsystem. Daher mussen die meisten der beschriebenen Schritte bei der Ausfihrung von Disaster
Failover-Tests ausgeflhrt werden. Zum anderen die relevanten Konfigurationsdateien, wie /etc/fstab Und
/usr/sap/sapservices, Kann vorbereitet werden und dann in die Produktion durch einfaches Kopieren der
Konfigurationsdatei. Das Disaster Recovery-Failover-Verfahren stellt sicher, dass die relevanten vorbereiteten
Konfigurationsdateien korrekt konfiguriert sind.

Die Vorbereitung des Ziel-Hosts umfasst auch das Herunterfahren des HANA QA- oder Testsystems sowie das
Anhalten aller Services mit systemctl stop sapinit.

Hostname und IP-Adresse des Zielservers

Der Hostname des Zielservers muss mit dem Hostnamen des Quellsystems identisch sein. Die IP-Adresse
kann unterschiedlich sein.

Ein ordnungsgemafes Fechten des Zielservers muss eingerichtet werden, damit er nicht mit

(D anderen Systemen kommunizieren kann. Wenn keine ordnungsgemafe Fechten vorhanden
sind, kann das geklonte Produktionssystem Daten mit anderen Produktionssystemen
austauschen, was zu logisch beschadigten Daten fihrt.

Installieren Sie die erforderliche Software

Die SAP-Hostagent-Software muss auf dem Zielserver installiert sein. Ausfiihrliche Informationen finden Sie im
"SAP Host Agent" Im SAP-Hilfeportal.

CD Wenn der Host als HANA QA- oder Testsystem verwendet wird, ist die SAP-Hostagent-Software
bereits installiert.
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Konfiguration von Benutzern, Ports und SAP-Diensten

Die erforderlichen Anwender und Gruppen fir die SAP HANA-Datenbank missen auf dem Zielserver
verflgbar sein. In der Regel wird die zentrale Benutzerverwaltung verwendet. Daher sind keine
Konfigurationsschritte auf dem Zielserver erforderlich. Die erforderlichen Ports fir die HANA-Datenbank
mussen auf den Ziel-Hosts konfiguriert sein. Die Konfiguration kann durch Kopieren des aus dem Quellsystem
kopiert werden /etc/services Datei auf dem Zielserver.

Die erforderlichen SAP Services-Eintrage missen auf dem Zielhost verfligbar sein. Die Konfiguration kann
durch Kopieren des aus dem Quellsystem kopiert werden /usr/sap/sapservices Datei auf dem Zielserver.
Die folgende Ausgabe zeigt die erforderlichen Eintrage fir die im Lab-Setup verwendete SAP HANA-
Datenbank.

vmm-prl:~ # cat /usr/sap/sapservices

#!/bin/sh

LD LIBRARY PATH=/usr/sap/PR1/HDBOl/exe:$LD LIBRARY PATH;export
LD LIBRARY PATH;/usr/sap/PR1/HDB0l/exe/sapstartsrv
pf=/usr/sap/PR1/SY¥YS/profile/PR1 HDBOl vm-prl -D -u prladm
limit.descriptors=1048576

HANA-Protokollvolumen vorbereiten

Da das HANA-Protokoll-Volume nicht Teil der Replikation ist, muss auf dem Ziel-Host ein leeres Protokoll-
Volume vorhanden sein. Das Protokoll-Volume muss dieselben Unterverzeichnisse enthalten wie das Quell-
HANA-System.

vm-prl:~ # 1ls -al /hana/log/PR1/mnt00001/
total 16
Adrwxrwxrwx root root 4096 Feb 19 16:20

root root 22 Feb 18 13:38 ..

Arwxr—-xr—- prladm sapsys 4096 Feb 22 10:25 hdb00001
drwxr-xr—-—- 2 prladm sapsys 4096 Feb 22 10:25 hdb00002.00003
drwxr-xr—-- 2 prladm sapsys 4096 Feb 22 10:25 hdb00003.00003

vm-prl:~ #

drwxr—-xr-x

N W Ol

Erstellen des Backup-Volumes fiir das Protokoll

Da das Quellsystem fiir die HANA-Protokoll-Backups mit einem separaten Volume konfiguriert ist, muss auch
ein Protokoll-Backup-Volume auf dem Zielhost verfligbar sein. Ein Volume fiir die Protokoll-Backups muss
konfiguriert und auf dem Ziel-Host gemountet werden.

Wenn die Protokollsicherung Teil der Disaster Recovery-Einrichtung ist, wird das replizierte Backup-Volume flr
das Protokoll auf dem Zielhost gemountet und es ist nicht erforderlich, ein zusatzliches Protokoll-Backup-
Volume vorzubereiten.

Bereiten Sie Dateisystemeinhdangungen vor

In der folgenden Tabelle sind die Namenskonventionen aufgeflihrt, die flr das Lab-Setup verwendet werden.
Die Volume-Namen am Disaster-Recovery-Standort sind in enthalten /etc/fstab.
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HANA PR1-Volumes Volumes und Unterverzeichnisse Bereitstellungspunkt am Zielhost
am Disaster Recovery-Standort

Datenvolumen PR1-Data-mnt00001-SM-dest /hana/Data/PR1/mnt00001
Freigegebenes Volume PR1-shared-sm-dest/shared PR1- /hana/shared /usr/sap/PR1
shared-SM-dest/usr-sap-PR1
Backup-Volume protokollieren Hanabackup-SM-dest /Hanabackup
@ Die Mount-Punkte aus dieser Tabelle missen auf dem Zielhost erstellt werden.

Hier sind die erforderlichen /etc/fstab Eintrage.

vm-prl:~ # cat /etc/fstab

# HANA ANF DB Mounts

10.0.2.4:/PR1-data-mnt0001-sm-dest /hana/data/PR1/mnt00001 nfs
rw,vers=4,minorversion=1,hard, timeo=600, rsize=262144,wsize=262144,1intr, noa
time,lock, netdev,sec=sys 0 0

10.0.2.4:/PR1-1og-mnt00001-dr /hana/log/PR1/mnt00001 nfs
rw,vers=4,minorversion=1,hard, timeo=600, rsize=262144,wsize=262144,intr, noa
time, lock, netdev,sec=sys 0 O

# HANA ANF Shared Mounts

10.0.2.4:/PRl-shared-sm-dest/hana-shared /hana/shared nfs
rw,vers=4,minorversion=1, hard, timeo=600,rsize=262144,wsize=262144,intr,noa
time, lock, netdev,sec=sys 0 O

10.0.2.4:/PRl1-shared-sm-dest/usr-sap-PR1 /usr/sap/PR1l nfs
rw,vers=4,minorversion=1, hard, timeo=600,rsize=262144,wsize=262144,intr,noa
time, lock, netdev,sec=sys 0 O

# HANA file and log backup destination

10.0.2.4:/hanabackup-sm-dest /hanabackup nfs

rw,vers=3,hard, timeo=600,rsize=262144,wsize=262144,nconnect=8,bg,noatime,n
olock 0 O

Erstellen Sie neue Volumes auf Basis von Snapshot-Backups am Disaster-Recovery-Standort

Abhangig vom Disaster Recovery Setup (mit oder ohne Log-Backup-Replikation) missen
zwei oder drei neue Volumes auf der Basis von Snapshot-Backups erstellt werden. In
beiden Fallen muss ein neues Volume der Daten und das gemeinsame HANA Volume
erstellt werden.

Wenn auch die Backup-Daten fiir das Protokoll repliziert werden, muss ein neues Volume des Backup-
Volumes erstellt werden. In unserem Beispiel wurden die Daten und das Protokoll-Backup-Volume an den
Disaster Recovery-Standort repliziert. In den folgenden Schritten wird das Azure-Portal verwendet.

1. Eines der applikationskonsistenten Snapshot-Backups wird als Quelle fiur das neue Volume des HANA-

Daten-Volumes ausgewahlt. Restore to New Volume ist ausgewahlt, um ein neues Volume basierend auf
der Snapshot-Sicherung zu erstellen.
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» PR1-data-mnt00001-sm-dest (dr-saponanf/dr-sap-

]
Volume

|,D Search (Cirl+/) ‘ «

-+ Add snapshot

pool1/PR1-data-mnt00001-sm-dest)

O Refresh

1y PR1-data-mnt00001-sm-dest (dr-saponanf/dr-sap-pool1/PR1-data-mnt00001-sm-dest) | Snapshots

5 overview
‘ P search snapshots
E Activitylog
Name T4 Location T4 Created L
A Access control (IAM) prses
L(D‘ azacsnap__2021-02-16T134021-9431230Z West US 02/16/2021, 02:40:27 PM
L] Tags i
@, azacsnap_2021-02-16T134917-6284160Z West US 02/16/2027, 02:49:20 PM
Settings (L) azacsnap_2021-02-16T135737-3778546Z West US 02/16/2021, 02:57:41 PM
I R
._f Properties :(D-‘, azacsnap__2021-02-16T160002-13545547 West US 02/16/2027, 05:00:05 PM
& Locks (T azacsnap_2021-02-16T200002-0790336Z West US 02/16/2021, 05:00:08 PM
Storage service :(D-“ azacsnap__2021-02-17T000002-17538597 West US 02/17/2027, 01:00:06 AM
@ Mount instructions (T szacsnap_2021-02-17T040001-54548082 West US 02/17/2021, 05:00:05 AM
B Export policy (L) azacsnap_2021-02-17T080002-2933611Z West US 02/17/2021, 09:00:18 AM
U snapshots [@-: snapmirror.b1e8e48d-7114-11eb-b147-d03%ea.. West US 02/17/2021, 12:46:22 PM
M Replication (L) azacsnap_2021-02-17T120001-0196266Z West US 02/17/2021, 01:00:08 PM
= [@-: azacsnap__2021-02-17T160002-2801612Z West US 02/17/2027, 05:00:08 PM
Monitoring E
" :@‘, azacsnap__2021-02-17T200001-9149055Z West US 02/17/2021, 09:00:05 PM
fia Metrics
T 5
. Q azacsnap_ 2021-02-18T000001-7955243Z West US 02/18/2027, 01:00:07 4 ® Restore to new voluma
Automation e R
;.\D. snapmirrorbiededBd-7114-11eb-b147-d03%ea.. West US 02/18/2021, 01:10:00 &

,r;‘. Tasks (preview]
F Export template
Support + troubleshooting

@ New support request

2. Der neue Volume-Name und die neue Quote mussen in der Benutzeroberflache angegeben werden.

260

Home > Azure NetApp Files > dr-saponanf > dr-sap-pooll (dr-saponanf/dr-sap-pool1) > PR1-data-mnt00001-sm-dest (d

Create a volume

Basics  Protocol Tags

Review + create

This page will help you create an Azure Netipp Files volume in your subscription and enable you to access the volume from
within your virtual network, Learn more about Azure NetApp Files

Volume details

Volume name *
Restoring from snapshot (&

Available quota (GIB) &

Quota (GIB) * (@

Virtual network (0
Delegated subnet @

Show advanced section

PR1-data-mnt00001-sm-dest-clone Ny
azacsnap__2021-02-18T000001-79552432
2096
205 TIB
300 v
500 GiB
dr-vnet (10.2.0.0/16,10.0.2.0/24) vy
default (10.0.2.0/28) vy

[



3. Auf der Registerkarte Protokoll werden der Dateipfad und die Exportrichtlinie konfiguriert.

Home > Azure NetApp Files > dr-saponanf > dr-sap-pooll (dr-saponanf/dr-sap-pooll) » PR1-data-mnt00001-sm-dest (d

Create a volume

Basics Protocol  Tags Review + create

Configure access to your volume.

Access

Pratocol type MFS SMEB () Dual-protocol (NFSv3 and SME)
Configuration

File path* (& | PR1-data-mnt00001-sm-dest-clone

Wersions NF5v4.1

Kerberos () Enabled (@) Disabled

Export policy

Configure the velume’s export policy. This can be edited later. Learn maore

T Moveup J Movedown T Movetotop <+ Movetobottom [B] Delete

Index Allowed clients Access Root Access

| | 0.0.00/0 | | Readawite || on v e
| | al v

4. Der Bildschirm Erstellen und Prifen fasst die Konfiguration zusammen.
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Home > Azure NetApp Files > dr-saponanf > dr-sap-pooll (dr-saponanf/dr-sap-pool1) > PR1-data-mnt00001-sm-dest (dr-sapon

Create a volume

o Validation passed

Basics Protocol Tags Review + create

Basics

Subscription Pay-As-You-Go

Resource group dr-rg-sap

Region West US

Volume name PR1-data-mnt00007-sm-dest-clone
Capacity pool dr-sap-pocfl

Service level Standard

Quaota 500 GiB

MNetworking

Virtual network dr-vnet (10.2.0.0/16,10.0.2.0/24)
Delegated subnet default (10.0.2.0/28)

Protocol

Protocol NFSv4, 1

File path PR1-data-mntd0001-sm-dest-clone

5. Auf Basis des HANA-Snapshot-Backups wurde jetzt ein neues Volume erstellt.

=} dr-saponanf | Volumes X

MetApp account

P search (Ctrl+)) “« + addvolume - Add data replication (O Refresh

W Overview

‘ P search volumes

Activity log

Name T, Quota Ty Protocoltype Ty Mount path Ty Service level 4 Capacity pool Ty

. Access control IAM)

B hanabackup-sm-dest 1000 GiB NFSV3 10.0.2.4;/hanzbackup-sm-dest  Standard dr-sap-pooli
€ Tags

% PR1-dlata-mnt00001-sm-dest 500 GiB MFSv4.1 10.0.2.4;/PR1-data-mnt00001-s Standard dr-sap-pool .
settings | B PR1-data-mnt00001-sm-gest-clone 500 GiB NFSu4.1 10.02.4,/PR1-data-mnt00001-5 ~Standard dr-sap-poolt v
"
Il properties B Pri-log-mntoooot-dr 250 GiB NFSv4.1 10.0.2.4//PR1-log-mnt00001-dr  Standard dr-sap-poolt
8 Locks % PR1-shared-sm-dest 250 GiB NFSv4.1 10.0.2.4y/PR1-shared-sm-dest  Standard dr-sap-poolt e

Azure NetApp Files

b Active Directory connections
Storage service
T Capacity poals
& volumes
Data protection
[ snapshot policies
Automation
i Tasks (preview)
5 Export template

Support + troubleshooting

B MNew support request
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Die gleichen Schritte missen nun fir das freigegebene HANA und das Protokoll-Backup-Volumen, wie in den
folgenden beiden Screenshots dargestellt, durchgeflhrt werden. Da keine zusatzlichen Snapshots flr das
HANA Shared-Backup-Volume und das Log-Backup-Volume erstellt wurden, muss die neueste SnapMirror
Snapshot Kopie als Quelle fiir das neue Volume ausgewahlt werden. Das sind unstrukturierte Daten, und die
SnapMirror Snapshot Kopie kann fir diesen Anwendungsfall genutzt werden.

pooll/hanabackup-sm-dest)

rty hanabackup-sm-dest (dr-saponanf/dr-sap-pooll/hanabackup-sm-dest) | Snapshots
S volume
‘)—' Search (Ctrl+/) ‘ « — Add snapshot 'f_'," Refresh
5 overview -

| 2 Search snapshots
E Activity log

Name Location +L  Created i
Fa, Access control (IAM)

LY snapmirror.bleBedsd-7114-11eb-b147-d03%ea  West US 02/18/2021, 02:05:00 PM
@ Tags mos

? LY, snapmirrorbleBed8d-7114-11eb-b147-d03%ea-. West US 02/18/2021, 03:05:00 <) Restore to new volume
Settings
! properties
B Locks =
Storage service
@ mount instructions
LT Export policy
19 Snapshots
[D Replication
Der folgende Screenshot zeigt das HANA Shared Volume, das auf dem neuen Volume wiederhergestellt ist.
oool1/PR1-shared-sm-dest)
x

1y PR1-shared-sm-dest (dr-saponanf/dr-sap-pool1/PR1-shared-sm-dest) | Snapshots

Volume

) Search (Ctrl+)) | @ = Add snapshot C_'.) Refresh

L Overview

‘ £ Search snapshots

& Activity log
Name

9}1 Access control (IAM)

T snapmirorbleedsd-7114-11eb-b147-d030e3.

$ Taos
¢ T
Settings

! Properties

B Locks

Storage service

@ Mount instructions
LI Export policy

{1 Snapshots

[y Replication

E_,a snapmirror,ble8ed8d-7114-11eb-b147-dD3%ez.

Location T, Created
West US 02/18/2021, 02:05:00 PM
West US 02/18/2021, 03:05:00 @ REstoratoRew vollime

Wenn ein Kapazitats-Pool mit einer Tier mit niedriger Performance verwendet wurde, missen

@ die Volumes nun in einen Kapazitats-Pool verschoben werden, der die erforderliche

Performance bietet.

Alle drei neuen Volumes sind jetzt verfligbar und kénnen auf dem Zielhost eingebunden werden.

Mounten Sie die neuen Volumes am Ziel-Host

Die neuen Volumes kdnnen jetzt auf Basis des auf dem Zielhost eingebunden werden

/etc/fstab Datei zuvor erstellt.
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vm-prl:~ # mount -a

Die folgende Ausgabe zeigt die erforderlichen Dateisysteme.

vmm-prl:/hana/data/PR1/mnt00001/hdb00001 # df

Filesystem 1K-blocks Used
Available Use% Mounted on

devtmpfs 8190344 8
8190336 1% /dev

tmpfs 12313116 0
12313116 0% /dev/shm

tmpfs 8208744 17292
8191452 % /run

tmpfs 8208744 0
8208744 0% /sys/fs/cgroup

/dev/sda4 29866736 2438052
27428684 9% /

/dev/sda3 1038336 101520
936816 10% /boot

/dev/sda?2 524008 1072
522936 1% /boot/efi

/dev/sdbl 32894736 49176
31151560 1% /mnt

tmpfs 1641748 0
1641748 % /run/user/0

10.0.2.4:/PR1-10g-mnt00001-dr 107374182400 256
107374182144 1% /hana/log/PR1/mnt00001
10.0.2.4:/PR1-data-mnt00001-sm-dest-clone 107377026560 6672640

107370353920 1% /hana/data/PR1/mnt00001
10.0.2.4:/PRl1-shared-sm-dest-clone/hana-shared 107377048320 11204096
107365844224 1% /hana/shared
10.0.2.4:/PRl1-shared-sm-dest-clone/usr-sap-PR1 107377048320 11204096
107365844224 1% /usr/sap/PR1

10.0.2.4:/hanabackup-sm-dest-clone 107379429120 35293440
107344135680 1% /hanabackup

HANA Datenbank-Recovery
Im Folgenden werden die Schritte fur das HANA-Datenbank-Recovery aufgefuhrt

Starten Sie die erforderlichen SAP-Dienste.

vm-prl:~ # systemctl start sapinit
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Die folgende Ausgabe zeigt die erforderlichen Prozesse.

vm-prl:/ # ps -ef | grep sap

root 23101 1 0 11:29 ? 00:00:00
/usr/sap/hostctrl/exe/saphostexec pf=/usr/sap/hostctrl/exe/host profile
prladm 23191 1 3 11:29 2 00:00:00

/usr/sap/PR1/HDBOl/exe/sapstartsrv
pf=/usr/sap/PR1/SYS/profile/PR1 HDBOl vm-prl -D -u prladm

sapadm 23202 1 5 11:29 2 00:00:00
/usr/sap/hostctrl/exe/sapstartsrv pf=/usr/sap/hostctrl/exe/host profile -D
root 23292 1 0 11:29 2 00:00:00

/usr/sap/hostctrl/exe/saposcol -1 -w60
pf=/usr/sap/hostctrl/exe/host profile
root 23359 2597 0 11:29 pts/1 00:00:00 grep —--color=auto sap

In den folgenden Abschnitten wird der Recovery-Prozess mit und ohne Forward Recovery mit den replizierten
Log-Backups beschrieben. Die Recovery wird mit dem HANA-Recovery-Skript fur die Systemdatenbank und
hdbsql-Befehle fiir die Mandanten-Datenbank ausgefihrt.

Recovery zum aktuellen Backup-Speicherpunkt fiir das HANA-Datenvolumen

Die Wiederherstellung zum neuesten Backup savepoint wird mit folgenden Befehlen als User priadm
ausgefiihrt:

» Systemdatenbank

recoverSys.py —--command "RECOVER DATA USING SNAPSHOT CLEAR LOG”

* Mandantendatenbank

Within hdbsgl: RECOVER DATA FOR PR1 USING SNAPSHOT CLEAR LOG
Sie kdnnen auch HANA Studio oder Cockpit verwenden, um die Wiederherstellung des Systems und der

Mandanten-Datenbank auszufihren.

Die folgende Befehlsausgabe zeigt die Ausfuhrung der Wiederherstellung.

Recovery der Systemdatenbank
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prladm@vm-prl:/usr/sap/PR1/HDB01> HDBSettings.sh recoverSys.py
—-—command="RECOVER DATA USING SNAPSHOT CLEAR LOG"

[139702869464896, 0.008] >> starting recoverSys (at Fri Feb 19 14:32:16
2021)

[139702869464896, 0.008] args: ()

[139702869464896, 0.009] keys: {'command': 'RECOVER DATA USING SNAPSHOT
CLEAR LOG'}

using logfile /usr/sap/PR1/HDBO1/vm-prl/trace/backup.log

recoverSys started: ============2021-02-19 14:32:16 ============
testing master: vm-prl

vm-prl is master

shutdown database, timeout is 120

stop system

stop system on: vm-prl

stopping system: 2021-02-19 14:32:16

stopped system: 2021-02-19 14:32:16

creating file recoverInstance.sql

restart database

restart master nameserver: 2021-02-19 14:32:21

start system: vm-prl

sapcontrol parameter: ['-function', 'Start']

sapcontrol returned successfully:

2021-02-19T14:32:56+00:00 P0027646 177bab4d610 INFO RECOVERY
RECOVER DATA finished successfully

recoverSys finished successfully: 2021-02-19 14:32:58

[139702869464896, 42.017] O

[139702869464896, 42.017] << ending recoverSys, rc = 0 (RC TEST OK), after
42.009 secs

prladm@vm-prl:/usr/sap/PR1/HDB01>

Recovery von Mandanten-Datenbanken

Wenn fir den Benutzer priadm am Quellsystem kein Benutzerspeicherschllssel erstellt wurde, muss auf dem
Zielsystem ein Schlissel erstellt werden. Der im Schlussel konfigurierte Datenbankbenutzer muss Uber
Berechtigungen zur Ausfiihrung von Mandanten-Recovery-Vorgangen verfiigen.

prladm@vm-prl:/usr/sap/PR1/HDB01> hdbuserstore set PR1IKEY vm-prl:30113
<backup-user> <password>

Die Mandantenwiederherstellung wird jetzt mit hdbsql ausgefthrt.
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prladm@vm-prl:/usr/sap/PR1/HDB01> hdbsgl -U PR1KEY
Welcome to the SAP HANA Database interactive terminal.
Type: \h for help with commands
\g to quit
hdbsgl SYSTEMDB=> RECOVER DATA FOR PR1 USING SNAPSHOT CLEAR LOG
0 rows affected (overall time 66.973089 sec; server time 66.970736 sec)
hdbsgl SYSTEMDB=>

Die HANA-Datenbank ist jetzt betriebsbereit, und der Disaster-Recovery-Workflow fir die HANA-Datenbank

wurde getestet.
Recovery mit vorwértsgerichteten Recovery mithilfe von Log-/Katalog-Backups
Log-Backups und der HANA-Backup-Katalog werden aus dem Quellsystem repliziert.

Die Wiederherstellung mit allen verfugbaren Log-Backups wird mit den folgenden Befehlen als Benutzer
priadm ausgeflihrt:

» Systemdatenbank

recoverSys.py —-command "RECOVER DATABASE UNTIL TIMESTAMP '2021-02-20
00:00:00" CLEAR LOG USING SNAPSHOT"

* Mandantendatenbank

Within hdbsgl: RECOVER DATABASE FOR PR1 UNTIL TIMESTAMP '2021-02-20
00:00:00" CLEAR LOG USING SNAPSHOT

(D Um eine Wiederherstellung mit allen verfligbaren Protokollen durchzuflihren, kdnnen Sie
jederzeit als Zeitstempel in der Recovery-Anweisung verwenden.

Sie kdnnen auch HANA Studio oder Cockpit verwenden, um die Wiederherstellung des Systems und der
Mandanten-Datenbank auszufuhren.

Die folgende Befehlsausgabe zeigt die Ausfihrung der Wiederherstellung.

Recovery der Systemdatenbank
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prladm@vm-prl:/usr/sap/PR1/HDB01> HDBSettings.sh recoverSys.py --command
"RECOVER DATABASE UNTIL TIMESTAMP '2021-02-20 00:00:00' CLEAR LOG USING
SNAPSHOT"

[140404915394368, 0.008] >> starting recoverSys (at Fri Feb 19 16:06:40
2021)

[140404915394368, 0.008] args: ()

[140404915394368, 0.008] keys: {'command': "RECOVER DATABASE UNTIL
TIMESTAMP '2021-02-20 00:00:00' CLEAR LOG USING SNAPSHOT"}

using logfile /usr/sap/PR1/HDBO1/vm-prl/trace/backup.log

recoverSys started: ============2021-02-19 16:06:40 ============
testing master: vm-prl

vm-prl is master

shutdown database, timeout is 120

stop system

stop system on: vm-prl

stopping system: 2021-02-19 16:06:40

stopped system: 2021-02-19 16:06:41

creating file recoverInstance.sqgl

restart database

restart master nameserver: 2021-02-19 16:06:46

start system: vm-prl

sapcontrol parameter: ['-function', 'Start']

sapcontrol returned successfully:

2021-02-19T16:07:19+00:00 P0009897 177bb0b4416 INFO RECOVERY
RECOVER DATA finished successfully, reached timestamp 2021-02-
19T715:17:33+00:00, reached log position 38272960

recoverSys finished successfully: 2021-02-19 16:07:20

[140404915394368, 39.757] O

[140404915394368, 39.758] << ending recoverSys, rc = 0 (RC TEST OK), after
39.749 secs

Recovery von Mandanten-Datenbanken

prladm@vm-prl:/usr/sap/PR1/HDB01> hdbsgl -U PRIKEY
Welcome to the SAP HANA Database interactive terminal.
Type: \h for help with commands

\g to quit

hdbsgl SYSTEMDB=> RECOVER DATABASE FOR PR1 UNTIL TIMESTAMP '2021-02-20
00:00:00" CLEAR LOG USING SNAPSHOT

0 rows affected (overall time 63.791121 sec; server time 63.788754 sec)

hdbsgl SYSTEMDB=>
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Die HANA-Datenbank ist jetzt betriebsbereit, und der Disaster-Recovery-Workflow fir die HANA-Datenbank
wurde getestet.

Uberpriifen Sie die Konsistenz der neuesten Protokoll-Backups

Da die Volume-Replizierung fiir das Protokoll unabhangig vom von dem von der SAP HANA Datenbank
ausgefiihrten Backup-Prozess durchgefiihrt wird, konnen am Disaster Recovery-Standort inkonsistente
Backup-Dateien flr Protokolle vorhanden sein. Nur die letzten Backup-Dateien fir Protokolle sind
moglicherweise inkonsistent und diese Dateien sollten Uberprift werden, bevor eine Weiterleitung der
Recovery am Disaster Recovery-Standort mithilfe der erfolgt hdbbackupcheck Werkzeug.

Wenn der hdbbackupcheck Tool meldet Fehler bei den letzten Protokollsicherungen muss der neueste Satz
von Protokollsicherungen entfernt oder geléscht werden.

prladm@hana-10: > hdbbackupcheck
/hanabackup/PR1/1log/SYSTEMDB/log backup 0 0 0 0.1589289811148
Loaded library 'libhdbcsaccessor'

Loaded library 'libhdblivecache'

Backup '/mnt/log-backup/SYSTEMDB/log backup 0 0 0 0.1589289811148"
successfully checked.

Die Prifung muss flr die aktuellen Log-Backup-Dateien des Systems und der Mandanten-Datenbank
ausgefuhrt werden.

Wenn der hdbbackupcheck Tool meldet Fehler bei den letzten Protokollsicherungen muss der neueste Satz
von Protokollsicherungen entfernt oder geléscht werden.

Disaster-Recovery-Failover

Disaster-Recovery-Failover

Je nachdem, ob die Backup-Replizierung des Protokolls Teil der Disaster Recovery-
Einrichtung ist, unterscheiden sich die Schritte fur Disaster Recovery leicht. In diesem
Abschnitt wird das Disaster Recovery Failover fur die reine Daten-Backup-Replizierung
sowie fur die Replizierung von Daten-Volumes in Kombination mit der Replizierung des
Backup-Volumes flr das Protokoll beschrieben.

Um Disaster Recovery-Failover auszufuhren, gehen Sie wie folgt vor:

—_

. Bereiten Sie den Zielhost vor.

. Brechen Sie die Replikationsbeziehungen auf und lI6schen Sie sie.

. Wiederherstellung des Datenvolumens im letzten applikationskonsistenten Snapshot-Backup
. Mounten Sie die Volumes am Ziel-Host.

. Stellen Sie die HANA Datenbank wieder her.

a A WO DN

o Nur Daten-Volume-Recovery.

o Recovery mit replizierten Protokoll-Backups vorfiihren.

In den folgenden Abschnitten werden diese Schritte detailliert beschrieben und die folgende Abbildung zeigt

269



Disaster-Failover-Tests.

AawsRegon: EastUs @ moa @ Azure Region: West US

SID=PR1 SID=PR1
=i Rrepdie tigethast =i Attach volumes to DR server
Recovery of HANA database w/ or w/o
SARIY ELPHANA forward recovery.
(N LI |
NetApp Account: saponanf NetApp Account: dr-saponanf

Capacity Pool: sap-pool1

Capacity Pool: dr-sap-pool-premium

Break and delete the Log

replication relationships.

Log
Backup

Bereiten Sie den Zielhost vor

In diesem Abschnitt werden die Vorbereitungsschritte beschrieben, die auf dem Server
fur das Disaster-Recovery-Failover erforderlich sind.

Im normalen Betrieb wird der Zielhost normalerweise flir andere Zwecke verwendet, beispielsweise als HANA
QA- oder Testsystem. Daher missen die meisten der beschriebenen Schritte bei der Ausfihrung von Disaster
Failover-Tests ausgeflhrt werden. Zum anderen die relevanten Konfigurationsdateien, wie /etc/fstab Und
/usr/sap/sapservices, Kann vorbereitet werden und dann in die Produktion durch einfaches Kopieren der
Konfigurationsdatei. Das Disaster Recovery-Failover-Verfahren stellt sicher, dass die relevanten vorbereiteten
Konfigurationsdateien korrekt konfiguriert sind.

Die Vorbereitung des Ziel-Hosts umfasst auch das Herunterfahren des HANA QA- oder Testsystems sowie das
Anhalten aller Services mit systemctl stop sapinit.

Hostname und IP-Adresse des Zielservers

Der Hostname des Zielservers muss mit dem Hostnamen des Quellsystems identisch sein. Die IP-Adresse
kann unterschiedlich sein.

Ein ordnungsgemalies Fechten des Zielservers muss eingerichtet werden, damit er nicht mit

@ anderen Systemen kommunizieren kann. Wenn keine ordnungsgemalfe Fechten vorhanden
sind, kann das geklonte Produktionssystem Daten mit anderen Produktionssystemen
austauschen, was zu logisch beschadigten Daten fuhrt.

Installieren Sie die erforderliche Software

Die SAP-Hostagent-Software muss auf dem Zielserver installiert sein. Ausfihrliche Informationen finden Sie im
"SAP Host Agent" Im SAP-Hilfeportal.
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@ Wenn der Host als HANA QA- oder Testsystem verwendet wird, ist die SAP-Hostagent-Software
bereits installiert.

Konfiguration von Benutzern, Ports und SAP-Diensten

Die erforderlichen Anwender und Gruppen fir die SAP HANA-Datenbank missen auf dem Zielserver
verflgbar sein. In der Regel wird die zentrale Benutzerverwaltung verwendet. Daher sind keine
Konfigurationsschritte auf dem Zielserver erforderlich. Die erforderlichen Ports fur die HANA-Datenbank
mussen auf den Ziel-Hosts konfiguriert sein. Die Konfiguration kann durch Kopieren des aus dem Quellsystem
kopiert werden /etc/services Datei auf dem Zielserver.

Die erforderlichen SAP Services-Eintrage missen auf dem Zielhost verfligbar sein. Die Konfiguration kann
durch Kopieren des aus dem Quellsystem kopiert werden /usr/sap/sapservices Datei auf dem Zielserver.
Die folgende Ausgabe zeigt die erforderlichen Eintrage fir die im Lab-Setup verwendete SAP HANA-
Datenbank.

vmm-prl:~ # cat /usr/sap/sapservices

#!/bin/sh

LD LIBRARY PATH=/usr/sap/PR1/HDBOl/exe:S$LD LIBRARY PATH;export
LD LIBRARY PATH;/usr/sap/PR1/HDB0l/exe/sapstartsrv
pf=/usr/sap/PR1/SY¥YS/profile/PR1 HDBOl vm-prl -D -u prladm
limit.descriptors=1048576

HANA-Protokollvolumen vorbereiten

Da das HANA-Protokoll-Volume nicht Teil der Replikation ist, muss auf dem Ziel-Host ein leeres Protokoll-
Volume vorhanden sein. Das Protokoll-VVolume muss dieselben Unterverzeichnisse enthalten wie das Quell-
HANA-System.

vm-prl:~ # 1ls -al /hana/log/PR1/mnt00001/
total 16
drwxXrwxrwx root root 4096 Feb 19 16:20

root root 22 Feb 18 13:38 ..

prladm sapsys 4096 Feb 22 10:25 hdb00001
prladm sapsys 4096 Feb 22 10:25 hdb00002.00003

prladm sapsys 4096 Feb 22 10:25 hdb00003.00003

drwxr—-xr-x
drwxr—-xr—-

drwxr—-xr—-

N NN W O

drwxr—-xr—--

vm-prl:~ #

Erstellen des Backup-Volumes fiir das Protokoll

Da das Quellsystem fur die HANA-Protokoll-Backups mit einem separaten Volume konfiguriert ist, muss auch
ein Protokoll-Backup-Volume auf dem Zielhost verfligbar sein. Ein Volume fiir die Protokoll-Backups muss
konfiguriert und auf dem Ziel-Host gemountet werden.

Wenn die Protokollsicherung Teil der Disaster Recovery-Einrichtung ist, wird das replizierte Backup-Volume flr

das Protokoll auf dem Zielhost gemountet und es ist nicht erforderlich, ein zusatzliches Protokoll-Backup-
Volume vorzubereiten.
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Bereiten Sie Dateisystemeinhdngungen vor

In der folgenden Tabelle sind die Namenskonventionen aufgefihrt, die fiir das Lab-Setup verwendet werden.
Die Volume-Namen am Disaster-Recovery-Standort sind in enthalten /etc/fstab.

HANA PR1-Volumes Volumes und Unterverzeichnisse Bereitstellungspunkt am Zielhost
am Disaster Recovery-Standort
Datenvolumen PR1-Data-mnt00001-SM-dest /hana/Data/PR1/mnt00001
Freigegebenes Volume PR1-shared-sm-dest/shared PR1- /hana/shared /usr/sap/PR1
shared-SM-dest/usr-sap-PR1
Backup-Volume protokollieren Hanabackup-SM-dest /Hanabackup
(D Die Mount-Punkte aus dieser Tabelle missen auf dem Zielhost erstellt werden.

Hier sind die erforderlichen /etc/fstab Eintrage.

vm-prl:~ # cat /etc/fstab

# HANA ANF DB Mounts

10.0.2.4:/PR1-data-mnt0001-sm-dest /hana/data/PR1/mnt00001 nfs
rw,vers=4,minorversion=1, hard, timeo=600, rsize=262144,wsize=262144,intr,noa
time, lock, netdev,sec=sys 0 O

10.0.2.4:/PR1-1og-mnt00001-dr /hana/log/PR1/mnt00001 nfs
rw,vers=4,minorversion=1, hard, timeo=600, rsize=262144,wsize=262144,intr,noa
time, lock, netdev,sec=sys 0 O

# HANA ANF Shared Mounts

10.0.2.4:/PRl1-shared-sm-dest/hana-shared /hana/shared nfs
rw,vers=4,minorversion=1, hard, timeo=600,rsize=262144,wsize=262144,intr,noa
time, lock, netdev,sec=sys 0 0

10.0.2.4:/PRl-shared-sm-dest/usr-sap-PR1 /usr/sap/PR1l nfs
rw,vers=4,minorversion=1, hard, timeo=600,rsize=262144,wsize=262144,intr,noa
time, lock, netdev,sec=sys 0 O

# HANA file and log backup destination

10.0.2.4:/hanabackup-sm-dest /hanabackup nfs

rw,vers=3,hard, timeo=600,rsize=262144,wsize=262144,nconnect=8,bg, noatime,n
olock 0 O

Peering der Replizierung unterbrechen und I6schen

Im Falle eines Disaster-Failovers mussen die Ziel-Volumes unterbrochen werden, damit
der Zielhost die Volumes fur Lese- und Schreibvorgange mounten kann.

Fir das HANA Daten-Volume missen Sie das aktuelle HANA Snapshot-Backup

@ wiederherstellen, das mit AzZAcSnap erstellt wurde. Dieser Vorgang zum Zurilicksetzen des
Volumes ist nicht mdglich, wenn der neueste ReplikationssSnapshot aufgrund des Replication
Peering als belegt markiert wird. Deshalb missen Sie auch das Replication Peering I6schen.
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durchgefihrt werden.

Die nachsten beiden Screenshots zeigen den Break and delete Peering-Vorgang fir das HANA-

Datenvolumen. Dieselben Vorgange missen auch fur das Log-Backup und das gemeinsame HANA-Volume

Ir-sap-pool-premium/PR1-data-mnt0001-sm-dest)

IR PR1-data-mnt0001-sm-dest (dr-saponanf/dr-sap-pool-premium/PR1-data-mnt

Volume

£ Search (Ctrl+/) | &

. Overview

B Activity log

Ao Access control (IAM)
L Tags

Settings

iI! properties

B Locks

Storage service

@ nount instructions
Z Export policy

15 Snapshots

|D Replication

~ Essentials
End point type : Destination
Healthy : Healthy

Mirror state ¢ Mirrored

Show data for last:

E Ghours 12 hours

1 day

7 days b

Volume replication lag time

§.94hours:

5.56hours

r-sap-pool-premium/PR1-data-mnt0001-sm-dest)

=

Source
Relationship sti
Replication sch

Total progress

Is volume replication transfer

I} PR1-data-mnt0001-sm-dest (dr-saponanf/dr-sap-pool-premium/PR1-data-mni

Volume

£ Search (Ctrl+/) ‘ «

2 Cwverview

B Activity log

'“,c\ Access control (IAM)
L Tags

Settings

1! Properties

B Locks

Storage service

0 Mount instructions
15 Export policy

. Snapshots

[y Replication

y = -

# Essentials
End point type ; Destination
Healthy : Healthy

Mirror state  : Broken

Show data for last:

@EET® shours 12 hours

1 day

7days )

Volume replication lag time

1.67min
1.5min

133min

imin

Slsec

=

Source
Relationship sti
Replication sch

Total progress

Is volume replication transfer

Break replication peering

Break replication peering

A\ Waming! This action will stop data replication between the
volumes and might result in loss of data.

Type ‘yes' to procesd

=

Delete replication

Delete replication object

Warning this operation will delete the connection between
9 P!
PR1-gata-mnt00001 and PR1-data-mnt0001-sm-dest

This will delete the replication object of PR1-dats-mnt00001, type

‘yes' 1o proceed

[yedl

Da Replication Peering geléscht wurde, ist es moglich, das Volume auf das neueste HANA Snapshot Backup
zurlckzusetzen. Wenn Peering nicht geldscht wird, wird die Auswahl des Revert-Volumes ausgegraut und ist

nicht wahlbar. Die folgenden zwei Screenshots zeigen den Vorgang zur Zurticksetzen des Volumens.
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Ir-sap-pool-premium/PR1-data-mnt0001-sm-dest)

i PR1-data-mnt0001-sm-dest (dr-saponanf/dr-sap-pool-premium/PR1-data-mnt0001-sm-dest) | Snapshots X
Valume
£ Search (Cirl+/) ‘ « + Add snapshot O Refresh

& Overview
‘)3 Search snapshots

B Activity log

Name T4 Location Ty Created Ty
fa Access control (JAM) =
(D), azacsnap_2021-02-18T120002-2150721Z Wast Us 02/18/2021, 01:00:05 PM
L J Tags e
(L), azacsnap_2021-02-18T160002-14426912 West US 02/18/2021, 05:00:43 PM
Seitings (T azacsnap_2021-02-18T200002-07586872 West US 02/18/2021, 09:00:05 PM wes
"
fIl" properties {4 azacsnap_2021-02-19T000002-0039686Z Wast Us 02/19/2021, 01:00:05 AM
8 Locks (T azacsnap_2021-03-19T040001-87737487 West US 02/19/2021, 05:00:06 AM
Storage service (T azacsnap_2021-02-19T080001-51986532 Wast US 02/19/2021, 09:00:05 AM
© Mount instructions {4 azacsnap 2021-02-19T120002-14953227 West US 02/19/2021, 01:00:06 PM
2l Export policy (T azacsnap_2021-02-19T160002-36986787 West US 02/19/2021, 05:00:05 PM
71 Snapshots (T azacsnap_2021-02-22T120002-31453987 West Us 02/22/2021, 01:00:06 PM
m Replication :(EE snapmirror.bieBed8d-7114-11eb-b147-d03%ea-. Woest US 02/22/2021, 03:32:00 PM LA
_— (T azacsnap_2021-02-22T160002-01446472 Wast US 02/22/2021, 05:00:05 PM
Meonitoring
= ) (U azacsnap_2021-02-22T200002-0649581Z Wast US 02/22/2021, 09:00:05 PM
1 Metrics
p__2021-02-237000002-03113792 West US 02/23/2021, 01:00:05
Hd i ‘Q i ke i £ 2l i d @ Restore to new volume
utomation
1(91 snapmirrerb1eBedsd-7114-11eb-b147-d03%ea.  West US 02/23/2021, 01:10:00 # pes
o . ;9 Revert volume
oin Tasks (preview)
L Export template [ Delete
Support + troubleshooting
B New support reguest
4 w - /PR1-i = -SM~ \
Ir-sap-pocl-premium/PR1-data-mnt0001-sm-dest) ReVert Volume tO Snapshot 54
1 evert volur 11-data- 1-stmi- zacs! 2100
77 PR1-data-mnt0001-sm-dest (dr-saponanf/dr-sap-pool-premium/PR1-data-mnt #evertvelume PRi-dstamni00i-sm-dest o snapchot szacenap_2021
“ Volume
| L Search (Ctrl+/) | &« - Add snapshat C) Refresh . o
! A\ This action is irreversible and it will delete all the valumes
= snapshots that are newer than azacsnap_2021-02-
= Overview 23T000002-0311379Z, Please type 'PR1-data-mnt0001-sm-
¥ ‘ A Search snapshots dest’ to confirm.
E Activity lo
i Name +, Location
Ao Access control (JAM) =
:& azacsnap_ 2021-02-18T120002-2150721Z West Us Are you sure you want to revert ‘PR1-data-mnt00071-sm-dest' to
‘ Tags e state of ‘azacsnap__2021-02-23T000002-03113792'7
(L 2021-02-18T16 = N
(T azacsnap_2021-02-18T160002-1442691Z Wast Us S T
Fetlings (T azacsnap_2021-02-18T200002-0758627Z West US
i .
1l Properties 1T azacsnap_2021-02-19T000002-0039686Z Wast US
& Locks (D) azacsnap_2021-02-19T040001-8773748Z West US
Storage service (Y azacsnap_2021-02-19T080001-5198653Z Wast US
© Mount instructions (T azacsnap_2021-02-19T120002-1495322Z West US
B txportpolicy (T azacsnap_2021-02-19T160002-3605678Z West Us
1% Srapshots (T azacsnap_2021-02-227120002-3145398Z West US
T Replication 1T snapmirrorblegeasd-7114-11ab-b147-d038es.  Wast Us
o (T azacsnap_2021-02-22T160002-0144647Z West US
Monitoring
. (T azacsnap_2021-02-22T200002-06495817 West US
il Metrics
15 azacsnap_2021-02-23T000002-0311379Z West US
Automation

1T snapmirrorblegeasd-7114-11ab-b147-d038es.  Wast Us

.?. Tasks (preview)

5 Export template
Support + troubleshooting

2 New support request

Nach der Wiederherstellung des Volumes basiert das Daten-Volume auf einem konsistenten HANA-Snapshot-
Backup und kann nun fir Recovery-Vorgange genutzt werden.
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Wenn ein Kapazitats-Pool mit einer Tier mit niedriger Performance verwendet wurde, miissen

die Volumes nun in einen Kapazitats-Pool verschoben werden, der die erforderliche
Performance bietet.

Mounten Sie die Volumes am Ziel-Host

Die Volumes kdnnen jetzt auf der Grundlage des auf dem Zielhost eingebunden werden
/etc/fstab Datei zuvor erstellt.

vm-prl:~ # mount -a

Die folgende Ausgabe zeigt die erforderlichen Dateisysteme.
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vm-prl:~ # df

Filesystem 1K-blocks Used
Available Use% Mounted on

devtmpfs 8201112 0
8201112 0% /dev

tmpfs 12313116 0
12313116 0% /dev/shm

tmpfs 8208744 9096
8199648 % /run

tmpfs 8208744 0
8208744 % /sys/fs/cgroup

/dev/sda4 29866736 2543948
27322788 9% /

/dev/sda3 1038336 79984
958352 8% /boot

/dev/sda?2 524008 1072
522936 1% /boot/efi

/dev/sdbl 32894736 49180
31151556 1% /mnt

10.0.2.4:/PR1-1log-mnt00001-dr 107374182400 6400
107374176000 1% /hana/log/PR1/mnt00001

tmpfs 1641748 0
1641748 $ /run/user/0

10.0.2.4:/PRl1-shared-sm-dest/hana-shared 107377178368 11317248
107365861120 1% /hana/shared
10.0.2.4:/PRl1-shared-sm-dest/usr-sap-PR1 107377178368 11317248
107365861120 1% /usr/sap/PR1L

10.0.2.4:/hanabackup-sm-dest 107379678976 35249408
107344429568 1% /hanabackup
10.0.2.4:/PR1-data-mnt0001-sm-dest 107376511232 6696960
107369814272 1% /hana/data/PR1/mnt00001

vmm-prl:~ #

HANA Datenbank-Recovery
Im Folgenden werden die Schritte fir das HANA-Datenbank-Recovery aufgeflhrt

Starten Sie die erforderlichen SAP-Dienste.
vm-prl:~ # systemctl start sapinit

Die folgende Ausgabe zeigt die erforderlichen Prozesse.
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vm-prl:/ # ps -ef | grep sap

root 23101 1 0 11:29 ? 00:00:00
/usr/sap/hostctrl/exe/saphostexec pf=/usr/sap/hostctrl/exe/host profile
prladm 23191 1 3 11:29 2 00:00:00

/usr/sap/PR1/HDB01/exe/sapstartsrv
pf=/usr/sap/PR1/SYS/profile/PR1 HDB0l vm-prl -D -u prladm
sapadm 23202 1 5 11:29 2 00:00:00

/usr/sap/hostctrl/exe/sapstartsrv pf=/usr/sap/hostctrl/exe/host profile -D

root 23292 1 0 11:29 2 00:00:00
/usr/sap/hostctrl/exe/saposcol -1 -w60
pf=/usr/sap/hostctrl/exe/host profile

root 23359 2597 0 11:29 pts/1 00:00:00 grep --color=auto sap

In den folgenden Abschnitten wird der Recovery-Prozess mit und ohne Forward Recovery mit den replizierten
Log-Backups beschrieben. Die Recovery wird mit dem HANA-Recovery-Skript fur die Systemdatenbank und

hdbsql-Befehle fir die Mandanten-Datenbank ausgefihrt.

Recovery zum aktuellen Backup-Speicherpunkt fiir das HANA-Datenvolumen

Die Wiederherstellung zum neuesten Backup savepoint wird mit folgenden Befehlen als User priadm
ausgefihrt:

» Systemdatenbank
recoverSys.py —--command "RECOVER DATA USING SNAPSHOT CLEAR LOG”
» Mandantendatenbank
Within hdbsgl: RECOVER DATA FOR PR1 USING SNAPSHOT CLEAR LOG
Sie kdnnen auch HANA Studio oder Cockpit verwenden, um die Wiederherstellung des Systems und der

Mandanten-Datenbank auszufihren.

Die folgende Befehlsausgabe zeigt die Ausfihrung der Wiederherstellung.

Recovery der Systemdatenbank
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prladm@vm-prl:/usr/sap/PR1/HDB01> HDBSettings.sh recoverSys.py
—-—command="RECOVER DATA USING SNAPSHOT CLEAR LOG"

[139702869464896, 0.008] >> starting recoverSys (at Fri Feb 19 14:32:16
2021)

[139702869464896, 0.008] args: ()

[139702869464896, 0.009] keys: {'command': 'RECOVER DATA USING SNAPSHOT
CLEAR LOG'}

using logfile /usr/sap/PR1/HDBO1/vm-prl/trace/backup.log

recoverSys started: ============2021-02-19 14:32:16 ============
testing master: vm-prl

vm-prl is master

shutdown database, timeout is 120

stop system

stop system on: vm-prl

stopping system: 2021-02-19 14:32:16

stopped system: 2021-02-19 14:32:16

creating file recoverInstance.sql

restart database

restart master nameserver: 2021-02-19 14:32:21

start system: vm-prl

sapcontrol parameter: ['-function', 'Start']

sapcontrol returned successfully:

2021-02-19T14:32:56+00:00 P0027646 177bab4d610 INFO RECOVERY
RECOVER DATA finished successfully

recoverSys finished successfully: 2021-02-19 14:32:58

[139702869464896, 42.017] O

[139702869464896, 42.017] << ending recoverSys, rc = 0 (RC TEST OK), after
42.009 secs

prladm@vm-prl:/usr/sap/PR1/HDB01>

Recovery von Mandanten-Datenbanken

Wenn fir den Benutzer priadm am Quellsystem kein Benutzerspeicherschllssel erstellt wurde, muss auf dem
Zielsystem ein Schlissel erstellt werden. Der im Schlussel konfigurierte Datenbankbenutzer muss Uber
Berechtigungen zur Ausfiihrung von Mandanten-Recovery-Vorgangen verfiigen.

prladm@vm-prl:/usr/sap/PR1/HDB01> hdbuserstore set PR1IKEY vm-prl:30113
<backup-user> <password>

Die Mandantenwiederherstellung wird jetzt mit hdbsql ausgefthrt.
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prladm@vm-prl:/usr/sap/PR1/HDB01> hdbsgl -U PR1KEY
Welcome to the SAP HANA Database interactive terminal.
Type: \h for help with commands
\g to quit
hdbsgl SYSTEMDB=> RECOVER DATA FOR PR1 USING SNAPSHOT CLEAR LOG
0 rows affected (overall time 66.973089 sec; server time 66.970736 sec)
hdbsgl SYSTEMDB=>

Die HANA-Datenbank ist jetzt betriebsbereit, und der Disaster-Recovery-Workflow fir die HANA-Datenbank

wurde getestet.
Recovery mit vorwértsgerichteten Recovery mithilfe von Log-/Katalog-Backups
Log-Backups und der HANA-Backup-Katalog werden aus dem Quellsystem repliziert.

Die Wiederherstellung mit allen verfugbaren Log-Backups wird mit den folgenden Befehlen als Benutzer
priadm ausgeflihrt:

» Systemdatenbank

recoverSys.py —-command "RECOVER DATABASE UNTIL TIMESTAMP '2021-02-20
00:00:00" CLEAR LOG USING SNAPSHOT"

* Mandantendatenbank

Within hdbsgl: RECOVER DATABASE FOR PR1 UNTIL TIMESTAMP '2021-02-20
00:00:00" CLEAR LOG USING SNAPSHOT

(D Um eine Wiederherstellung mit allen verfligbaren Protokollen durchzuflihren, kdnnen Sie
jederzeit als Zeitstempel in der Recovery-Anweisung verwenden.

Sie kdnnen auch HANA Studio oder Cockpit verwenden, um die Wiederherstellung des Systems und der
Mandanten-Datenbank auszufuhren.

Die folgende Befehlsausgabe zeigt die Ausfihrung der Wiederherstellung.

Recovery der Systemdatenbank
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prladm@vm-prl:/usr/sap/PR1/HDB01> HDBSettings.sh recoverSys.py --command
"RECOVER DATABASE UNTIL TIMESTAMP '2021-02-20 00:00:00' CLEAR LOG USING
SNAPSHOT"

[140404915394368, 0.008] >> starting recoverSys (at Fri Feb 19 16:06:40
2021)

[140404915394368, 0.008] args: ()

[140404915394368, 0.008] keys: {'command': "RECOVER DATABASE UNTIL
TIMESTAMP '2021-02-20 00:00:00' CLEAR LOG USING SNAPSHOT"}

using logfile /usr/sap/PR1/HDBO1/vm-prl/trace/backup.log

recoverSys started: ============2021-02-19 16:06:40 ============
testing master: vm-prl

vm-prl is master

shutdown database, timeout is 120

stop system

stop system on: vm-prl

stopping system: 2021-02-19 16:06:40

stopped system: 2021-02-19 16:06:41

creating file recoverInstance.sqgl

restart database

restart master nameserver: 2021-02-19 16:06:46

start system: vm-prl

sapcontrol parameter: ['-function', 'Start']

sapcontrol returned successfully:

2021-02-19T16:07:19+00:00 P0009897 177bb0b4416 INFO RECOVERY
RECOVER DATA finished successfully, reached timestamp 2021-02-
19T715:17:33+00:00, reached log position 38272960

recoverSys finished successfully: 2021-02-19 16:07:20

[140404915394368, 39.757] O

[140404915394368, 39.758] << ending recoverSys, rc = 0 (RC TEST OK), after
39.749 secs

Recovery von Mandanten-Datenbanken

prladm@vm-prl:/usr/sap/PR1/HDB01> hdbsgl -U PRIKEY
Welcome to the SAP HANA Database interactive terminal.
Type: \h for help with commands

\g to quit

hdbsgl SYSTEMDB=> RECOVER DATABASE FOR PR1 UNTIL TIMESTAMP '2021-02-20
00:00:00" CLEAR LOG USING SNAPSHOT

0 rows affected (overall time 63.791121 sec; server time 63.788754 sec)

hdbsgl SYSTEMDB=>
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Die HANA-Datenbank ist jetzt betriebsbereit, und der Disaster-Recovery-Workflow fir die HANA-Datenbank
wurde getestet.

Uberpriifen Sie die Konsistenz der neuesten Protokoll-Backups

Da die Volume-Replizierung fiir das Protokoll unabhangig vom von dem von der SAP HANA Datenbank
ausgefiihrten Backup-Prozess durchgefiihrt wird, konnen am Disaster Recovery-Standort inkonsistente
Backup-Dateien flr Protokolle vorhanden sein. Nur die letzten Backup-Dateien fir Protokolle sind
moglicherweise inkonsistent und diese Dateien sollten Uberprift werden, bevor eine Weiterleitung der
Recovery am Disaster Recovery-Standort mithilfe der erfolgt hdbbackupcheck Werkzeug.

Wenn der hdbbackupcheck Tool meldet Fehler bei den letzten Protokollsicherungen muss der neueste Satz
von Protokollsicherungen entfernt oder geléscht werden.

prladm@hana-10: > hdbbackupcheck
/hanabackup/PR1/1log/SYSTEMDB/log backup 0 0 0 0.1589289811148
Loaded library 'libhdbcsaccessor'

Loaded library 'libhdblivecache'

Backup '/mnt/log-backup/SYSTEMDB/log backup 0 0 0 0.1589289811148"
successfully checked.

Die Prifung muss flr die aktuellen Log-Backup-Dateien des Systems und der Mandanten-Datenbank
ausgefuhrt werden.

Wenn der hdbbackupcheck Tool meldet Fehler bei den letzten Protokollsicherungen muss der neueste Satz
von Protokollsicherungen entfernt oder geléscht werden.

Aktualisierungsverlauf

An dieser Losung wurden seit ihrer ersten Veroffentlichung folgende technische
Anderungen vorgenommen:

Version Datum Zusammenfassung aktualisieren

Version 1.0 April 2021 Ausgangsversion

TR-4646: SAP HANA Disaster Recovery with Storage
Replication

Der TR-4646 bietet einen Uberblick iber die Optionen fiir Disaster-Recovery-Schutz fir
SAP HANA. Sie enthalt detaillierte Setup-Informationen und eine Beschreibung des
Anwendungsfalls fur eine Disaster-Recovery-Lésung an drei Standorten, die auf
synchroner und asynchroner NetApp SnapMirror Storage-Replizierung basiert. Bei der

beschriebenen Losung wird NetApp SnapCenter mit dem SAP HANA Plug-in eingesetzt,
um die Datenbankkonsistenz zu managen.

Autor: Nils Bauer, NetApp

https://www.netapp.com/pdf.html?item=/media/8584-tr4646pdf.pdf
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TR-4711: SAP HANA Backup and Recovery Using NetApp
Storage Systems and CommVault Software

TR-4711 beschreibt das Design einer NetApp und CommVault Losung fur SAP HANA,
die CommVault IntelliSnap Snapshot-Managementtechnologie und NetApp Snapshot
Technologie umfasst. Die Losung basiert auf NetApp Storage und der CommVault
Datensicherungssuite.

Autoren: Marco Schoen, NetApp; Dr. Tristan Daude, CommVault Systems

https://www.netapp.com/pdf.html?item=/media/17050-tr47 11pdf.pdf

SnapCenter Integration fur SAP ASE Database

In diesem Dokument werden die Besonderheiten der SnapCenter-Integration fur die in
einer SAP-Umgebung verwendete SAP ASE-Datenbank beschrieben.

Einflihrung

Das Dokument soll keine Schritt-fur-Schritt-Beschreibung der Einrichtung der gesamten Umgebung sein,
sondern umfasst Konzepte und relevante Details zu:

* Beispiel fir eine Konfigurationsiibersicht

* Beispiellayout

» Schutz der SAP ASE Instanz

» Wiederherstellung und Wiederherstellung von SAP ASE Instanz

Autor: Michael Schlosser, NetApp

Beispiel fiir eine Konfigurationsiibersicht

Beispiel fur eine Implementierung des SnapCenter ASE Plug-ins fur ein SAP-System auf der Azure Plattform.

@ Diese Implementierung beschreibt die minimal erforderliche Volume-Konfiguration. Data Dump
Backups und Log Dump Backups werden gemaf’ SAP Note 1588316 konfiguriert.

Alternativ kdnnte die in diesem Abschnitt beschriebene Volume-Struktur "MS Technical Community
Blog"verwendet werden.

Demo-Umgebung
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Jumpbox Win + Linux
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Softwareversionen

Software
Linux BS
SAP

SAP ASE
SnapCenter

ASE Volume Design

a01-datalog

Version

snapcenter-vault

SLES FUR SAP 15 SP5
SAP NetWeaver 7.5 unterstitzt

16.0 SP04 PLO6 HF1

6,1

Das nachstehende ,Least Volume Layout® muss verwendet werden, um Backup-/Recovery- und Klonfalle fir
die SAP ASE-Datenbank zu ermdglichen. Die Beispielkonfiguration verwendet <SID>: AO1.

Volumenname Verzeichnis (qtree) Mount-Punkt auf Server

auf Volumen

<SID>-sapase sybase

<sid>-Ldsungen m

Usrsaptrans
<SID>
<SID>

/sybase

/sybase/<SID>/Backups

/sybase/<SID>/log_Archives

/Home/<sid>-Programm m

/Usr/sapl/trans
/Usr/sap/<SID>
[Sapmnt/<SID>

Kommentar

Ubergeordnetes Verzeichnis fiir
ASE-bezogene Dateien

Data Dump Backups (k6nnen
auf einem anderen Volume
abgelegt werden)

Log-Dump-Backups (kdnnen
auf einem anderen Volume
abgelegt werden)

Home Verzeichnis der Benutzer
<sid> Hmm

Transportverzeichnis
Usr sap

SAP GlobalHost-Verzeichnis
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Volumenname Verzeichnis (qtree) Mount-Punkt auf Server
auf Volumen

<SID>-Datalog sapdata_1 /sybase/<SID>/sapdata_1
saplog_1 /sybase/<SID>/saklog_1
Saptemp /sybase/<SID>/saptemp

Systemsicherheit /sybase/<SID>/sybsicherheit

Sybsystem /sybase/<SID>/sybsystem
Sybtemp /sybase/<SID>/sybtemp
Sapdiag /sybase/<SID>/sapdiag

Schritte zum Schutz von Datenbank A01

* Prufen Sie die Dateiverteilung gemaf dem Beispiellayout

* Prifen Sie die Voraussetzungen fiir den Host (vm-a01).

» Voraussetzungen flr die Datenbank prtfen (A01)

« SnapCenter-Agent auf Host bereitstellen/installieren (vm-a01)

« Erstellen Sie die Ressourcenkonfiguration der SnapCenter-Instanz

Voraussetzungen auf Host

Weitere aktuelle Informationen stehen zur Verfugung"Hier".

Kommentar

DB-Daten (SID)
DB-Protokoll (SID)
PSAPTEMP

Sybase Sicherheits-DB
Sybase System-DB
Sybase System-DB - Temp

'saptools'-Datenbank

Bevor Sie einen Host hinzufligen und das Plug-in-Paket fir Linux installieren, missen Sie alle Anforderungen

erfullen.

* Wenn Sie iSCSI verwenden, muss der iSCSI-Dienst ausgefihrt werden.

 Sie kdnnen entweder die passwortbasierte Authentifizierung fiir den Root- oder nicht-Root-Benutzer oder

die SSH-Schlisselauthentifizierung verwenden.

» Das SnapCenter-Plug-in fir Unix-Dateisysteme kann von einem Benutzer installiert werden, der kein Root-
Benutzer ist. Sie sollten jedoch die sudo-Berechtigungen fir den nicht-Root-Benutzer konfigurieren, um
den Plug-in-Prozess zu installieren und zu starten. Nach der Installation des Plug-ins werden die Prozesse

als effektiver nicht-Root-Benutzer ausgefuhrt.

» Anmeldedaten mit Authentifizierungsmodus als Linux flir den Installationsbenutzer erstellen.

» Sie mussen Java 11 auf Ihrem Linux-Host installiert haben.

» Stellen Sie sicher, dass Sie nur die zertifizierte Version von JAVA 11 auf dem Linux-Host installiert haben

¢ Informationen zum Herunterladen von JAVA finden Sie unter Java Downloads fir alle Betriebssysteme

* Sie sollten bash als Standard-Shell fur die Plug-in-Installation verwenden.

Voraussetzungen fiir die Datenbank — Aktivieren Sie Protokollierung und Backups

» Verzeichnisse fir Backups und log_Archives erstellen (/sybase/A01/Backups, /sybase/A01/log_Archives)

* Verbindung zur Datenbank A01 (als OS-User syba01)
o Isql -S AO1 -U sapsa -X -w 1024
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* Erstellen Sie eine Dump-Konfiguration fir DATEN (A01DB) gemal SAP Note 1588316
o Master verwenden
° Los

o exec SP_config_dump @config_Name='A01DB', @Stripe_dir = '/sybase/A01/Backups',
@Komprimierung = '101" , @verify = 'header’

° Los

* Erstellen Sie eine Dump-Konfiguration fiir das PROTOKOLL (A01LOG) gemaf SAP Note 1588316
o Master verwenden
° Los

o SP_config_dump @config_Name='A01LOG', @Stripe_dir = '/sybase/A01/log_Archives',
@Komprimierung = '"101" , @verify = 'header'

° Los
+ Aktivieren Sie die vollstandige Protokollierung fiir Datenbank A01
o SP_dboption A01, 'trunc log on chkpt', false
° Los
o SP_dboption A01, 'vollstandige Protokollierung fir alle', 'true’
° Los
o SP_dboption A01, 'Enforce Dump tran Sequence’, 'true’
° Los
» Datenbank-DUMP-Backup zum Aktivieren von Log-DUMP-Backup
o Dump-Datenbank AO1 mit config ='A01DB'
° Los
o Protokollabfall
o Dump-Transaktion AO1 mit config = '"AO1LOG'
° Los

« Stellen Sie sicher, dass regelmaflige Protokollsicherungen gemal SAP Note 1588316 konfiguriert sind

Optional — Erstellen Sie einen dedizierten Datenbankbenutzer

Fir SAP Umgebungen kdnnte User sapsa genutzt werden.

* Verbindung zur Datenbank A01 (als OS-User syba01)
o Isgl -S A01 -U sapsa -X -w 1024
» Benutzer erstellen
o Erstellen Sie ein Anmelde-Backup mit Passwort <password>
° Los
* Weisen Sie dem Benutzer Permisssons/Rollen zu
> Rolle sa_role,sso_role,oper_role,sybase_ts_role fur Backup gewahren

o Los
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SnapCenter-Agent auf Host-vm-a01 bereitstellen

Weitere Informationen finden Sie im "SnapCenter-Dokumentation”.

Wahlen Sie die Plug-ins fur SAP ASE und Unix File Systems aus.

Add Host

Host Type | Linux

Host Name vm-a01

Credentials | snapcenter-linux

Select Plug-ins to Install SnapCenter Plug-ins Package 6.1 for Linux

IEM DB2

MySQL

Oracle Database
PostgreSQL

SAP HANA

<JEENIEEEEE

Unix File Systems

£# More Options : Port, Install Path, Custom Plug-Ins...

. [

OO 00O

MongoDB

Oracle Applications €@
SAP ASE

SAP MaxDB

Storage €@

Erstellen Sie die Ressourcenkonfiguration der SnapCenter-Instanz fiir Datenbank A01

Ressourcen — SAP ASE — Ressourcen hinzufiigen
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Add SAP ASE Resource

Provide Resource Details

2 Storage Footprint Name A1 (i)

3 Resource Settings Host Name . vm-a01.1h05kdpkcgaujd4gsseqlcdygg.bx.internal.cloudapp.net -

4 Summary Type | Instance .
Credential Name None = + O

Add information for the credential

Credential Name sapsa-A01
Username sapsap
pass.ll\‘ro rd --------------
Add
(D Wenn das Passwort Sonderzeichen enthalt, miissen diese mit einem umgekehrten Schragstrich
maskiert werden. Z. B. Test!123! — Test\I123\!

Add SAP ASE Resource X
m Provide Resource Details
2 Storage Footprint Name AD1 0
3 Resource Settings Host Name [ vm-a01.1h05kdpkcgaujd4gsseqglcdygg.bx.internal.cloudapp.net -
4  Summary Type Instance .
Credential Name sapsa-A01 . + O
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Qe Provide Storage Footprint Details

2 Storage Footprint Storage Type ONTAP Azure NetApp Files

Storage Systems for storage footprint
e Resource Settings

SAP-EastUS A01-datalog 2| x
Yo

Modify SAP-EastUs
Select one or moare Capacity pools and their assodated Volumes x

Capacity pool Volume

Sap-premium-magos * AD1-datalog

@ Wenn Sie das Volumendesign aus dem verwenden"MS Technical Community Blog".

Volumes /<SID> uncausage base, /uncauso <SID> uncauso, /<SID> begleichen muss als Storage Footprint
konfiguriert werden

Im Anschluss an die Ressourceneinstellungen missen (mindestens) benutzerdefinierte Schliissel-Wert-Paare
erstellt werden.
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Add SAP ASE Resource

Q ome Resource Settings @

o Storage Footprint Custom key-value pairs for SAP ASE plug-in S

3 Resource Settings Name

4 Summary

Value
| SYBASE_ISQL_CMD [ isqlx . Cx |
i SYBASE_USER syba01 ad |
SYBASE_SERVER AO1 x |
V SYBASE_EXCLUDE_TEMPDB Y | x |
[ SYBASE_DATABASES_EXCLUDE saptempdb ‘ b x |

In der folgenden Tabelle sind die Sybase Plug-in-Parameter aufgefiihrt, ihre Einstellungen aufgefiihrt und

beschrieben:
Parameter Einstellung
SYBASE_ISQL_CMD Beispiel:
/Opt/sybase/OCS-
15__ 0/binfisql -X
SYBASE_USER Benutzername
SYBASE_SERVER Name_Data_Server

Beschreibung

Definiert den Pfad zum Befehl isql. Verfigbare
Optionen: https://infocenter.sybase.com/help/
index.jsp?topic=/
com.sybase.infocenter.dc34237.1500/html/mvsinst/
CIHHFDGC.htm

Gibt den Betriebssystembenutzer an, der den Befehl
isql ausfihren kann. Dieser Parameter ist fiir UNIX
erforderlich. Dieser Parameter ist erforderlich, wenn
der Benutzer, der die Snap Creator Agentstart- und
STOP-Befehle ausfiihrt (normalerweise der Root-
Benutzer) und der Benutzer, der den isql-Befehl
ausflhrt, unterschiedlich ist.

Gibt den Namen des Sybase-Datenservers an (-S
Option auf isql Befehl).Beispiel: A01
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Parameter

SYBASE_DATENBANKE db_Name:user_Name/pas
N sword

Einstellung

SYBASE_DATABASES_E db_Name
XCLUDE

SYBASE_TRAN_DUMP  db_Name:Directory PATH

SYBASE_TRAN_DUMP_
FORMAT

%S_%D_%T.CMN

SYBASE_TRAN_DUMP_ (J/N)
COMPRESS
SYBASE Beispiel: /Sybase

SYBASE_MANIFEST Beispiel:

AO01:/sybase/A01/sapdiag

SYBASE_MANIFEST_FO
RMAT

%S__%D_.Manifest
Beispiel:
%S_%D_.Manifest

SYBASE_MANIFEST_DE (J/N)
LETE
SYBASE_EXCLUDE_TE (J/N)

MPDB
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Beschreibung

Listet die Datenbanken innerhalb der Instanz auf, die
gesichert werden sollen. Die Master-Datenbank wird
hinzugefligt, zum Beispiel:
DBATest2:5a/53616¢c7404351e.wird eine Datenbank
mit dem Namen +ALL verwendet, wird die
automatische Datenbankerkennung verwendet und
die sybsyntax, sybsystemdb, sybsystemprocs und
tempdb-Datenbanken werden ausgeschlossen. Ein
Beispiel: +ALL:sa/53616c71a6351e Verschlisselte
Passworter werden unterstitzt, wenn der Parameter
NTAP_PWD_PROTECTION eingestellt ist.

Ermoglicht den Ausschluss von Datenbanken, wenn
das +ALLE-Konstrukt verwendet wird. Sie kdnnen
mehrere Datenbanken mit Hilfe einer durch Semikolon
getrennten Liste angeben.Beispiel: Pubs2;Test_db1

Ermoglicht Ihnen die Durchfiihrung eines Sybase
Transaktions-Dump nach dem Erstellen einer
Snapshot-Kopie.Beispiel: Pubs2:/sybasedumps/pubs2
Sie mussen jede Datenbank angeben, die einen
Transaktions-Dump bendtigt.

Ermdglicht Thnen die Angabe der Namenskonvention
fur Dump. Die folgenden Schllssel kdnnen
angegeben werden: %S = Instanzname von
SYBASE_SERVER %D = Datenbank von
SYBASE_DATABASES %T = eindeutiger Zeitstempel
Hier ist ein Beispiel: %S_%D_%T.log

Aktiviert oder deaktiviert die native Sybase
Transaktions-Dump-Komprimierung.

Gibt den Speicherort der Sybase-Installation an.

Gibt die Datenbanken an, fiir die die Manifestdatei
erstellt werden soll, zusammen mit dem Speicherort,
an dem die Manifestdatei platziert werden soll.

Ermoglicht Ihnen die Angabe der Namenskonvention
fur die Manifestdatei. Folgende Schlissel kénnen
angegeben werden: %S = Instanzname von
SYBASE_SERVER %D = Datenbank von
SYBASE_DATABASES

Ermoglicht das Loschen des Manifests nach dem
Erstellen der Snapshot Kopie. Die Manifest-Datei
sollte in der Snapshot-Kopie erfasst werden, damit sie
immer flr das Backup verfugbar ist.

Ermdglicht den automatischen Ausschluss von vom
Benutzer erstellten temporaren Datenbanken.



Sequenz zum Wiederherstellen von System A01

1. SAP System A01 stoppen (einschliellich Datenbank), sapinit stoppen
Umount Dateisysteme
Volumes AO1-Datalog wiederherstellen (mit SnapCenter)

Mounten Sie Dateisysteme

ok~ 0N

Start Datenbank A01 (mit Option —q, um automatische Online zu vermeiden und Datenbank vorwarts
wiederherstellbar zu halten — gemafy SAP Note 1887068)

Starten Sie BackupServer A01

Online-Datenbank saptools, sybsicherheit, sypmgmtdb
Datenbank AO1 wiederherstellen (mit isql)
Online-Datenbank A01

10. Starten Sie sapinit, SAP System A01

© © N o

Instanz A01 wiederherstellen

* Beenden Sie SAP System + DB A01 auf Host vm-a01
o User a01adm: Stopsap
o User root: /Etc/init.d/sapinit stop
o Benutzer root: Umount -a -t nfs

» Backup Wiederherstellen

o SnapCenter GUI: Wahlen Sie erforderliche Sicherung flr Wiederherstellung

Bprmcrve Propwzen. Bk g Now Moty Murmmrarce. Dewa,. Rerfrestn

Manage Copies

6 Backups Summary Card

AR = v
0 Clones 9 Backups
Local copies Backups ) Clones
Primary Backupl(s)
7 m
¥ LT |

Backup Name ‘Snapshot Lock Expiration Count End Date
SnapCenter_sybase_ondemand_02-07.2025_13_23_21_3633 1 02/07/2025 1:23:58 PV B
SnapCenter_sybase_daily_02-07-2025_11_08_28_9176 1 02/07/2025 11:09:07 AM
SnapCenter_sybase_ondemand_02-07-2025_09_31_42_2639 1 02/07/2025 9:32:23 AM B
SnapCenter_sybase_daily_02-06-2025_16_35_19_5734 1 02/06/2025 4:36:32 PM 8
SnapCenter_sybase_ondemand_02-06-2025_16_34_01_6115 1 02/06/2025 4:34:36 PM 8
SnapCenter._sybase_ondemand_02-06-2025_15_41_33_6630 1 02/06/2025 3:42:21 PM &1

o Fir die ANF Implementierung — nur vollstandige Ressource verfligbar
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Restore from SnapCenter_sybase_ondemand_02-07-2025_13_23_21_3633

Select the restore types

2 PreOps ® Complete Resource @
3 PostOps

4 Notification

@ Wenn Sie die Option ,Complete Resource“ auswahlen, wird eine Volume-basierte Snap Restore
(VBSR) ausgeldst. Innerhalb von Azure wird sie aufgerufen"Lautstarke zurlicksetzen".

(0 Important

Active filesystem data and snapshots that were taken after the selected snapshot will be lost. The snapshot revert
operation will replace all the data in the targeted volume with the data in the selected snapshaot. You should pay
attention to the snapshot contents and creation date when you select a snapshot. You cannot undo the snapshot

revert operation.

Fir andere Implementierungstypen (z. B. On-Premises-ANF) kénnte ein SFSR-Vorgang (Single
@ File Snap Restore) orchestriert werden. Wahlen Sie File Level und das entsprechende Volume
und aktivieren Sie ,All“ — siehe folgenden Screenshot.
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https://learn.microsoft.com/en-us/azure/azure-netapp-files/snapshots-revert-volume

Restore from SnapCenter_sybase_ondemand_02-10-2025_18.16.17.1615 X

! 1 Restore scope Select the restore types

b

Pre0ps ) Complete Resource @
® File Level @

3 PostOps

4  Notification

Select files to restore

5 Summary Volume/Qtree All File Path

svm-sap01.muccbehg.netapp.com:ival/Al... Provide one or more file paths separated by comma

[ svm-sap01.muccbchg.netapp.com:ivol/AD...

Configure an SMTP Sarver to send email notifications for Restore jobs by going to Settings>Global SsttingzsNotification Server Settings.

Die Zusammenfassung wird angezeigt und mit ,Fertig stellen” wird die eigentliche Wiederherstellung gestartet.
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Restore from SnapCenter_sybase_ondemand_02-07-2025_13 23 _21_3633

o Restore scope Summary
e PreOps Backup Name

Backup date
o PostOps

Restore scope
o Notification Pre restore command
Unmount command
5 Summary
Mount command
Post restore command

Send email

If you want to send notifications for Restore jobs, an SMTP server must be configured. Continue to the Summary page to save your information, and

then go to Settings>Global Settings>Notification Server Settings to configure the SMTP server.

» Dateisysteme mounten (vm-a01)
> User root: Mount -a -t nfs
» Starten Sie Datenbank A01 + BackupServer
o RUN_AO1 andern und -q \ hinzufigen (gemafl SAP Note 1887068)
o User syba01: RUN_A01 &
o User syba01: RUN_A01_BS&
» Online-Datenbanken saptools, sybsicherheit, sybmgmtdb
o User syba01: Isql -S A01 -U sapsa -X -w 1024
o Online-Datenbank-Saptools
° Los
> Systemsicherheit der Online-Datenbank
° Los
o Online-Datenbank sybmgmtdb

o Los
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« Datenbank AO1 wiederherstellen
o SP_dump_history (Anzeige der Transaktions-Log-Dumps)
° Los

o Laden Sie Transaktionsprotokoll-Dumps entsprechend |hren Anforderungen — weitere Informationen
finden Sie in der Dokumentation: https://infocenter.sybase.com/help/index.jsp?topic=/
com.sybase.infocenter.dc36272.1572/html/commands/X75212.htm

> Beispiel: LADEN SIE TRAN A01 VON '/sybase/A01/log_Archives/A01.TRAN.20250207.140248.6.000'
° Los
> Online-Datenbank AO1
° Los
* Entfernen Sie -q aus RUN_A01
 Starten Sie das SAP-System
o User root: /Etc/init.d/sapinit Start
o User a01ADM: Startsap

Zusatzliche Informationen und Versionsverlauf

Stilllegen vs. Vorbereiten

Siehe Dokumentation auf Link: SAP Hilfe Seite.

e Performing a Database Copy Without Suspending Tranzaction Activity
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Das SnapCenter SAP ASE Plugin verwendet den Befehl Quiesce Database, kdnnte jedoch durch den Befehl
Prepare ersetzt werden. Falls erforderlich, muss sie in SYBASE.pm in Zeile 473, 475, 675, 481, 673, 479 z.B.
geandert werden
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Aufgezeichnete Demos

Folgende neu kodierte Demos stehen zur Unterstitzung der Dokumentation zur Verfligung.

Installation und Konfiguration ASE Plugin, Backup der ASE-Datenbank
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https://infocenter.sybase.com/help/index.jsp?topic=/com.sybase.infocenter.dc36272.1572/html/commands/X75212.htm
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https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=079554d1-452c-42e5-95f6-b2b900c1fa86

Restore und Recovery von ASE-Datenbanken

Externe Dokumentation

Sehen Sie sich die folgenden Dokumente und/oder Websites an, um mehr tber die in diesem Dokument
beschriebenen Informationen zu erfahren:

* "SAP Installation Azure auf ANF"

» "SnapCenter-Voraussetzungen fur Plugins"

* "SnapCenter Installations-Plugins"

» "Sybase Infocenter - Isqgl"

 "Sybase Infocenter - Load Transaktions-Log Dumps"

+ SAP-Hinweise (Anmeldung erforderlich)

> 1887068 - SYB: Externe Sicherung und Wiederherstellung mit SAP ASE: https://me.sap.com/notes/
1887068/E

> 1618817 - SYB: Wiederherstellen eines SAP ASE-Datenbankservers (UNIX): https://me.sap.com/
notes/1618817/E

> 1585981 — SYB: Sicherstellung der Recovery-Fahigkeit fir SAP ASE: https://me.sap.com/notes/
1585981/E

> 1588316 - SYB: Automatische Datenbank- und Protokollsicherungen konfigurieren:
https://me.sap.com/notes/1588316/E

o NetApp Produktdokumentation: https://www.netapp.com/support-and-training/documentation/

> "NetApp SAP-LOsungen — Informationen zu Anwendungsfallen, Best Practices und Vorteilen"

Versionsverlauf

Version Datum Versionsverlauf des Dokuments
Version 1.0 April 2025 Erstversion — Backup/Recovery ASE-
Datenbank

SnapCenter Integration fur IBM DB2 Database

In diesem Dokument werden die Besonderheiten der SnapCenter-Integration fur die in
einer SAP-Umgebung verwendete IBM DB2-Datenbank beschrieben.
Einfihrung

Das Dokument soll keine Schritt-fur-Schritt-Beschreibung der Einrichtung der gesamten Umgebung sein,
sondern umfasst Konzepte und relevante Details zu:

+ Beispiel fur eine Konfigurationsibersicht

* Beispiellayout

» Schutz von DB2-Datenbanken

» Wiederherstellung und Wiederherstellung der DB2-Datenbank

Autor: Michael Schlosser, NetApp
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https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=0aba8433-e0d0-4c40-be0a-b2b900c1fb54
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https://docs.netapp.com/us-en/snapcenter/protect-scu/task_add_hosts_and_install_the_snapcenter_plug_ins_package_for_linux.html
https://infocenter.sybase.com/help/index.jsp?topic=/com.sybase.infocenter.dc34237.1500/html/mvsinst/CIHHFDGC.htm
https://infocenter.sybase.com/help/index.jsp?topic=/com.sybase.infocenter.dc36272.1572/html/commands/X75212.htm
https://me.sap.com/notes/1887068/E
https://me.sap.com/notes/1887068/E
https://me.sap.com/notes/1618817/E
https://me.sap.com/notes/1618817/E
https://me.sap.com/notes/1585981/E
https://me.sap.com/notes/1585981/E
https://me.sap.com/notes/1588316/E
https://www.netapp.com/support-and-training/documentation/
https://docs.netapp.com/de-de/netapp-solutions-sap/index.html

Beispiel fiir eine Konfigurationsiibersicht

Beispiel fur eine Implementierung flir das SnapCenter DB2 Plug-in fir ein SAP-System auf der Azure
Plattform.

@ Diese Implementierung beschreibt die minimal erforderliche Volume-Konfiguration.

Alternativ kdnnte die in diesem Abschnitt beschriebene Volume-Struktur "MS Technical Community-
Blog"verwendet werden.

Jumpbox Win + Linux

DO1-sapdb2

Demo-Umgebung

Softwareversionen

Software Version

Linux BS SLES FUR SAP 15 SP5

SAP SAP NetWeaver 7.5 unterstitzt
DB2 10.5.0.7

SnapCenter 6,1

DB2-Volume-Design

Das folgende Least-Volume-Layout muss verwendet werden, um Backup-/Recovery- und Klonfélle fur die
DB2-Datenbank zu erméglichen. Die Beispielkonfiguration verwendet <SID>: DO1.

Volumenname Verzeichnis (qtree) Mount-Punkt auf Server Kommentar
auf Volumen
<SID>-sapdb2 db2 /db2
/db2/<SID> Ubergeordnetes Verzeichnis fiir

DB2-bezogene Dateien
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https://techcommunity.microsoft.com/blog/sapapplications/db2-installation-guide-on-anf/3709437
https://techcommunity.microsoft.com/blog/sapapplications/db2-installation-guide-on-anf/3709437

Volumenname

<sid>-Lésungen m

<sid> auslassen

Usrsaptrans

<SID>
<SID>
<SID>-Daten sapdata1
sapdata2
sapdata3
sapdata4
saptmp1
saptmp2
saptmp3
saptmp4
Db2 <sid>

Verzeichnis (qtree) Mount-Punkt auf Server
auf Volumen

/db2/db2<sid>

/db2/<SID>/db2dump

/db2/<SID>/Backup

/db2/<SID>/log_ARCH

/db2/<SID>/log_dir

/[Home/<sid>-Programm m

/Home/<sid>

/Usr/sapl/trans
/Usr/sap/<SID>
[Sapmnt/<SID>
/db2/<SID>/sapdata1
/db2/<SID>/sapdata2
/db2/<SID>/sapdata3
/db2/<SID>/sapdata4
/db2/<SID>/saptmp1
/db2/<SID>/saptmp?2
/db2/<SID>/saptmp3
/db2/<SID>/saptmp4
/db2/<SID>/db2<sid>

Kommentar

Home-Verzeichnis der Benutzer
db2 <sid> und DB2 Software

DB2-Diagnoseprotokoll und
Dump-Dateien

Backup-Speicherort (kann auf
einem anderen Volume platziert
werden)

Offline Redo Logs
(moglicherweise auf einem
anderen Volume platziert —
Snapshot wird ausgeldst)

Online Redo Logs (kénnen auf
einem anderen Volume platziert
werden — Snapshot wird
ausgelost)

Home Verzeichnis der Benutzer
<sid> Hmm

Home Verzeichnis des
Benutzers <sid>

Transportverzeichnis
Usr sap

SAP GlobalHost-Verzeichnis
DB-Daten

DB-Daten

DB-Daten

DB-Daten

DB Temp-Dateien
DB Temp-Dateien
DB Temp-Dateien
DB Temp-Dateien

Instanzdateien

Da die automatische Ermittlung standardmagig fir das DB2-Plug-in aktiviert ist, wird ein Snapshot fir Volumes
erstellt, die den folgenden Dateipfaden entsprechen.

Database StoragePath

Database LogPath

Database Archive Path (Primary)
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Schritte zum Schutz von Datenbank D01

* Prifen Sie die Dateiverteilung gemal dem Beispiellayout
 Priufen Sie die Voraussetzungen fiir den Host (vm-d01).

» Voraussetzungen fiur die Datenbank prtfen (D0O1)

« SnapCenter-Agent auf Host bereitstellen/installieren (vm-d01)

* Erstellen Sie die Ressourcenkonfiguration der SnapCenter-Instanz

Voraussetzungen auf Host

Weitere aktuelle Informationen finden Sie hier:
* https://docs.netapp.com/us-en/snapcenter/protect-scu/
reference_prerequisites_for_adding_hosts_and_installing_snapcenter_plug_ins_package_for_linux.html
* https://docs.netapp.com/us-en/snapcenter/protect-db2/prerequisites-for-using-snapcenter-plug-in-for-ibm-
db2.html

Bevor Sie einen Host hinzufligen und das Plug-in-Paket fir Linux installieren, missen Sie alle Anforderungen
erfullen.
» Wenn Sie iSCSI verwenden, muss der iSCSI-Dienst ausgefihrt werden.

 Sie kdnnen entweder die passwortbasierte Authentifizierung fiir den Root- oder nicht-Root-Benutzer oder
die SSH-Schlisselauthentifizierung verwenden.

* Das SnapCenter-Plug-in fir Unix-Dateisysteme kann von einem Benutzer installiert werden, der kein Root-
Benutzer ist. Sie sollten jedoch die sudo-Berechtigungen fir den nicht-Root-Benutzer konfigurieren, um
den Plug-in-Prozess zu installieren und zu starten. Nach der Installation des Plug-ins werden die Prozesse
als effektiver nicht-Root-Benutzer ausgefiihrt.

* Anmeldedaten mit Authentifizierungsmodus als Linux fir den Installationsbenutzer erstellen.

» Sie mussen Java 11 auf Ihrem Linux-Host installiert haben.

» Stellen Sie sicher, dass Sie nur die zertifizierte Version von JAVA 11 auf dem Linux-Host installiert haben
* Informationen zum Herunterladen von JAVA finden Sie unter Java Downloads fir alle Betriebssysteme

+ Sie sollten bash als Standard-Shell fur die Plug-in-Installation verwenden.

Voraussetzungen fiir die Datenbank — Aktivieren Sie Protokollierung und Backups

@ Um Offline-Protokolle zu aktivieren, ist ein vollstandiges Offline-Backup der Datenbank
erforderlich. In der Regel ist es bereits fur produktive Systeme aktiviert.

* Verzeichnisse fur Backup und log_ ARCH erstellen (/db2/D01/Backup, /sybase/D01/log_ARCH)
» Logarchmeth1 aktivieren (als OS-user db2d01)

o db2-Update db cfg fiir DO1 mit logarchmeth1-LAUFWERK:/db2/D01/log_ARCH/
+ Offline-Backup erstellen (als OS-user db2d01)

o Db2STOP-Kraft

o Db2start Admin-Modus eingeschrankter Zugriff

o db2 Backup db D01 auf /db2/D01/Backup
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> db2 aktiviert db DO1

Bereitstellen des SnapCenter-Agenten auf der Host-vm-d01

Weitere Informationen finden Sie im "SnapCenter-Dokumentation".

Wahlen Sie IBM DB2 und Unix File Systems Plugins aus.

Add Host

Host Type ‘ Linux v

Host Name vm-d01

Credentials ‘ linux-snapcenter ~| 4+ O

Select Plug-ins to Install SnapCenter Plug-ins Package 6.1 for Linux

4 iemDB2 [ MongoDB
[ ] mysqL || Oracle Applications @
[ ] Oracle Database [ ] sAaPAsE
[ ] PostgresqL [ ] sApPmaxDB
[ ] saPHANA ] storage @
Unix File Systems
£+ More Options : Port, Install Path, Custom Plug-ins...
@ Nach der Installation wird eine Erkennung der Datenbanken auf dem Host ausgelost.
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https://docs.netapp.com/us-en/snapcenter/protect-scu/task_add_hosts_and_install_the_snapcenter_plug_ins_package_for_linux.html

N NetApp SnapCenter®

Jobs Schedules Events

| u All Jobhs

_ € Monitor ID Status Name
189 / Discover resources for host 'vm-d01.1h0Skdpkcgaujddqsseqlcdygg bx.internal.cloudapp.net’
188 Discover resources for host 'wvm-d01.1h05kdpkcgaujd4gsseqlcdyge.bx.intemal.cloudapp.net’
187 Package Installation on host 'vm-d01.1h05kdpkcgaujd4gsseqicdygg. bx.internal.cloudapp.net’
186 Add Host 'vm-d01.1h05kdpkcgaujdagsseqglcdygg.binternal.cloudapp.net’
185 Validate Host 'vm-d01.1h05kdpkcgaujd4gsseqlcdygg.bx.internal.cloudapp.net’

Ressourcenkonfiguration fiir Datenbank D01 erstellen

Wahlen Sie erkannte Ressource D01

. " e o i FITITEIE -
€ B aey LATP Larens b vl wema S e, B nchetif el o e ettt Ll oy e B e sy s e e e

Es sind keine spezifischen Anwendungseinstellungen erforderlich. Konfigurieren Sie Richtlinien- und
Benachrichtigungseinstellungen nach Bedarf.
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Und beenden Sie die Konfiguration.

Sequenz zum Wiederherstellen von System D01

1. SAP System D01 stoppen (einschlieRlich Datenbank)
2. SnapCenter-Sicherung wiederherstellen (Volume D01-Daten)
a. Unmounten Sie Dateisysteme
b. Volume Wiederherstellen
¢. Mounten Sie Dateisysteme
d. Initialisieren Sie die Datenbank als Spiegel db
3. Datenbank D01 wiederherstellen (mit db2 Rollforward)
4. Starten Sie SAP System D01

Datenbank D01 wiederherstellen

* Beenden Sie SAP System + DB D01 auf Host vm-d01
o User d01adm: Stopp
* Backup Wiederherstellen

o SnapCenter GUI: Wahlen Sie erforderliche Sicherung flr Wiederherstellung
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A NetApp Snaploenter®

o Fir die ANF Implementierung — nur vollstandige Ressource verfligbar

Wanage Copies

~ =

Corr

Primasy Backup(s)

[

S B e 4 82000 14 A2 0T

Pre0ps ® Complete Resource @

PastOps

Notification

Summary

nagnben Lock Lapiraten

Restore from SnapCenter_db2_ondemand_03-26-2025_14 42 07 4144

L S |

[
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Die Zusammenfassung wird angezeigt und mit ,Fertig stellen“ wird die eigentliche Wiederherstellung gestartet.
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Restore from SnapCenter_db2_ondemand_03-26-2025_14 42 07_4144 b4

o Restore scope Summary
o PraQps Backup Name

Backup date
o PostOps

Restore scope

o Natification Pre restore command

Post restore command
5 Summary )
Send email

If you want to send notifications for Restore jobs, an SMTP server must be configured. Continue to the Summary page to save your information, and
then go to Settings>Global Settings»>Notification Server Settings to configure the SMTP server.

@ ,Db2inidb D01 als Spiegel“ wird im Rahmen des SnapCenter-Wiederherstellungs-Workflows
ausgefuhrt.

« Uberpriifen Sie den Wiederherstellungsstatus Datenbank D01 (als Benutzer db2d01)
> db2 Rollforward db D01 Abfragestatus

« Datenbank nach Bedarf wiederherstellen — hier ist eine verlustfreie Wiederherstellung angestachelt (als
Benutzer db2d01)

> db2 Rollforward db D01 zum Ende der Protokolle

» Stoppen Sie die Datenbankwiederherstellung und Online-Datenbank D01 (als Benutzer db2d01)
> db2 Rollforward db D01 Stopp

* SAP-System starten (als Benutzer d01adm)
o Startsap

Zusatzliche Informationen und Versionsverlauf

Folgende neu kodierte Demos stehen zur Unterstitzung der Dokumentation zur Verfigung.
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Installation und Konfiguration DB2 Plugin, Backup der DB2-Datenbank
Wiederherstellung und Recovery von DB2-Datenbanken

Sehen Sie sich die folgenden Dokumente und/oder Websites an, um mehr tUber die in diesem Dokument
beschriebenen Informationen zu erfahren:
+ "SAP auf DB2 Installation Azure auf ANF"
» "SnapCenter-Voraussetzungen fur Plugins"
* "SnapCenter Installations-Plugins"
* "Dokumentation zum SnapCenter DB2 Plug-in"
» SAP-Hinweise (Anmeldung erforderlich)
> 83000 - DB2/390: Backup- und Recovery-Optionen: https://me.sap.com/notes/83000
o 594301 - DB6: Admin Tools und Split Mirror: https://me.sap.com/notes/594301
* NetApp Produktdokumentation: https://www.netapp.com/support-and-training/documentation/

* "NetApp SAP-LOsungen — Informationen zu Anwendungsfallen, Best Practices und Vorteilen"

Versionsverlauf

Version Datum Versionsverlauf des Dokuments

Version 1.0 April 2025 Erste Version — Backup / Recovery DB2-Datenbank

SnapCenter Integration fur SAP MaxDB Datenbank

In diesem Dokument werden die Besonderheiten der SnapCenter Integration fur die in
einer SAP-Umgebung verwendete SAP MaxDB Datenbank beschrieben.

Einfiihrung

Das Dokument soll keine Schritt-flr-Schritt-Beschreibung der Einrichtung der gesamten Umgebung sein,
sondern umfasst Konzepte und relevante Details zu:

* Beispiel fur eine Konfigurationstbersicht

* Beispiellayout

« Sicherung der SAP MaxDB Instanz

» Wiederherstellung der SAP MaxDB Instanz

Beispiel fiir eine Konfigurationsiibersicht

Beispiel Implementierung fur das SnapCenter MaxDB Plugin fiir ein SAP System in unserem Demo Center.

Diese Implementierung beschreibt die minimal erforderliche Volume-Konfiguration. Data Dump

@ Backups und Log Dump Backups, Backup Templates, etc. Werden nach SAP Note ,1928060 -
Datensicherung und Recovery mit Dateisystem Backup® konfiguriert und von dort aus auf Notes
verwiesen.
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https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=66c87afd-ca53-4af1-8bd8-b2b900c1fb0f
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=3a82e561-e5a2-4a23-9465-b2b900c1fac5
https://techcommunity.microsoft.com/blog/sapapplications/db2-installation-guide-on-anf/3709437
https://docs.netapp.com/us-en/snapcenter/protect-scu/reference_prerequisites_for_adding_hosts_and_installing_snapcenter_plug_ins_package_for_linux.html
https://docs.netapp.com/us-en/snapcenter/protect-scu/task_add_hosts_and_install_the_snapcenter_plug_ins_package_for_linux.html
https://docs.netapp.com/us-en/snapcenter/protect-db2/snapcenter-plug-in-for-ibm-db2-overview.html
https://me.sap.com/notes/83000
https://me.sap.com/notes/594301
https://www.netapp.com/support-and-training/documentation/
https://docs.netapp.com/de-de/netapp-solutions-sap/index.html

Alternativ kann die in beschriebene Volume-Struktur "MS TechCommunity Blog"verwendet werden.

Demo-Umgebung

Host: sap-Inx25
Database: M02 Host: sap-snapcenter

SAP MaxDB Database /
SnapCenter SAP MaxDB Plug-in SnapCenter® Server

SVM: svm-sap01

M02_data

M02_sapmaxdb

Softwareversionen

Software Version

Linux BS SLES FUR SAP 15 SP5

SAP SAP NetWeaver 7.5 unterstitzt

SAP MaxDB DBMServer 7.9.10 Build 004-123-265-969
SnapCenter 6,1

MaxDB Volume-Design

Das folgende Least-Volume-Layout muss verwendet werden, um Backup / Recovery und Klonfalle fir die SAP
MaxDB Datenbank zu ermdglichen. Die Beispielkonfiguration verwendet <SID>: M02.

Volumenname Verzeichnis (qtree) Mount-Punkt auf Kommentar
auf Volumen Server
<SID>_sapmaxdb sapdb /Sapdb Ubergeordnetes Verzeichnis fiir MaxDB-

bezogene Dateien

/Sapdb/<SID>/saplo Redo-Logs (kdnnen auf einem anderen

g Volume platziert werden)

/Sapdb/<SID>/Backu Dump Backups (Daten + Protokoll) (kann

p auf einem anderen Volume platziert
werden)
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Volumenname Verzeichnis (qtree) Mount-Punkt auf Kommentar

auf Volumen Server

<sid>-Losungen m  /Home/<sid>- Home Verzeichnis der Benutzer <sid>
Programm m Hmm

sdb /Home/sdb Home-Verzeichnis von Benutzer sdb

<sid> /Home/<sid> Home-Verzeichnis von Benutzer <sid>

Usrsaptrans /Usr/sapl/trans Transportverzeichnis

<SID> /Usr/sap/<SID> Usr sap

<SID> [Sapmnt/<SID> SAP GlobalHost-Verzeichnis

<SID>_ Data Sapdata /Sapdb/<SID>/sapda DB-Datendateien (SID)

ta

Schritte zum Schutz von Datenbank M02

* Prufen Sie die Dateiverteilung gemafl dem Beispiellayout

» Voraussetzungen fur den Host priifen (sap-Inx25)

» Voraussetzungen fir die Datenbank prifen (M02)

* SnapCenter-Agent auf Host bereitstellen/installieren (sap-Inx25)

« Erstellen Sie die Ressourcenkonfiguration der SnapCenter-Instanz

Voraussetzungen auf Host
Weitere aktuelle Informationen stehen zur Verfigung"Hier".

Bevor Sie einen Host hinzufligen und das Plug-in-Paket fiir Linux installieren, missen Sie alle Anforderungen
erfillen.
* Wenn Sie iSCSI verwenden, muss der iSCSI-Dienst ausgefihrt werden.

« Sie kbnnen entweder die passwortbasierte Authentifizierung fir den Root- oder nicht-Root-Benutzer oder
die SSH-Schlusselauthentifizierung verwenden.

» Das SnapCenter-Plug-in fiir Unix-Dateisysteme kann von einem Benutzer installiert werden, der kein Root-
Benutzer ist. Sie sollten jedoch die sudo-Berechtigungen fir den nicht-Root-Benutzer konfigurieren, um
den Plug-in-Prozess zu installieren und zu starten. Nach der Installation des Plug-ins werden die Prozesse
als effektiver nicht-Root-Benutzer ausgefihrt.

» Anmeldedaten mit Authentifizierungsmodus als Linux fir den Installationsbenutzer erstellen.

» Sie mussen Java 11 auf lhrem Linux-Host installiert haben.

« Stellen Sie sicher, dass Sie nur die zertifizierte Version von JAVA 11 auf dem Linux-Host installiert haben
¢ Informationen zum Herunterladen von JAVA finden Sie unter Java Downloads fir alle Betriebssysteme

« Sie sollten bash als Standard-Shell fiir die Plug-in-Installation verwenden.
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Voraussetzungen fir die Datenbank — Backup-Vorlagen erstellen, Logbackup
aktivieren

* Erstellen von Verzeichnissen fur Daten- und Protokollsicherungen (/sapdb/M02/Backup/Data,
/sapdb/M02/Backup/log — owner sdb:sdba — Permissions 755)

* Verbindung zur Datenbank M02 (als OS-User sqdm02)

o Dbmcli -d M02 -U CONTROL,<password>
« Erstellen Sie eine Data File Backup Template (M02_DATA) gemall SAP Note 1928060

o Backup_template create M02_DATA in DATEI /sapdb/M02/Backup/Data/M02_DATA INHALTSDATEN
* Erstellen Sie eine Data Backup Template (M02_LOG) gemafs SAP Note 1928060

o Backup_template_create M02_LOG in DATEI /sapdb/M02/Backup/LOG/M02_LOG content LOG
* Erstellen Sie eine Data Snapshot Backup Template (M02_SNAP) gemal SAP Note 1928060

o Backup_template create M02_SNAP auf EXTERNEN SNAPSHOT
* Erstellen Sie Fake-Backup, um die PROTOKOLLSICHERUNG zu aktivieren

o Util_connect

o Backup_Start M02_SNAP

o Backup_Finish M02_SNAP ExternalBackuplID First_Full Fake Backup
* Wechseln Sie In Den Datenbank-Protokollierungsmodus

o autolog_off

> autolog_ ON M02_LOG INTERVALL 300

° autolog_show

Bereitstellung von SnapCenter-Agent fiir das Hosting von sap-Inx25

Weitere Informationen finden Sie im "SnapCenter-Dokumentation".

Wahlen Sie SAP MaxDB und Unix File Systems Plugins aus.
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Add Host

Host Type | Linux *

Host Name | sap-Inx25

Credentials | linux-snapcenter | 4+ @

Select Plug-ins to Install SnapCenter Plug-ins Package 6.1 for Linux

[] 1BMm DB2 [] MongoD8B
] MySQL [ ] oracle Applications €@
[ | oracle Database | | sapase
] PostgreSQL SAP MaxDB
[] SAP HANA || storage @

<3

Unix File Systems

£¥ More Options : Port, Install Path, Custom Plug-ins...

o [

Erstellen Sie eine SnapCenter-Ressourcenkonfiguration fur Datenbank M02

Ressourcen — SAP MaxDB — Ressourcen hinzufligen
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Add SAP MaxDB Resource

B oo

2 Storage Footprint Name - MO2

3 Resource Settings Host Nams sap-Inx25.mucche.hg.netapp.com -

4 Summary Type Database -
Credential Mame MHone -

Add information for the credential

Credential Mame control-M02
Username contro
Password
Add
@ Wenn das Passwort Sonderzeichen enthalt, miissen diese mit einem Backslash maskiert
werden (z. B. Test!123! — Test\!123\!).
Add SAP MaxDB Resource
2 Storage Footprint MName . M02
3 Resource Settings Host Name sap-Inx25.muccbc.hg netapp.com -
4  Summary Type Database =
Credential Name control-M02 -
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Add SAP MaxDB Resource X

©Qime Provide Storage Footprint Details
Sturage Twe !I DNTAP -J Azure Nemp Fﬂes
3 | Resource Settings Add Storage Footprint
x

Storage System svm-sap01 muccbe.hg.netapp.com e

4 Summary
Select one or more volumes and if required their assoclated Qtrees and LUNs
Volume name LUNS or Qtrees

M0O2_data - Default is '"None’ or type to find
l M02_sapmaxdb - l Default is ‘None' or type to find + || %
[
Save

Im Anschluss an die Ressourceneinstellungen missen (mindestens) benutzerdefinierte Schlliissel-Wert-Paare
erstellt werden.
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Add SAP MaxDB Resource X

Q rime Resource Settings ©

e Storage Footprint Custom key-value pairs for SAP MaxDB plug-in A
3 Resource Settings Name Value

DEBMCLICMD | /sapdb/M02/db/binsdbmcli X

4 Summary ! J . !
SQLCLICMD | fsapdb/MO2/db/binfsqlcli x

MAXDE_UPDATE_HIST_LOG | Y x |

MAXDE_BACKUP_TEMPLATES | MO2:MO2_JSNAP + | x|

Previous Mext

In der folgenden Tabelle sind die MaxDB Plug-in-Parameter aufgefihrt, ihre Einstellungen aufgefihrt und
beschrieben:

Parameter Einstellung Beschreibung

HANDLE_LOGWRITER  (J/N) Fahrt die Vorgdnge zum Anhalten des Logwriters (N)
aus oder fuihrt den Protokollwriter (Y) wieder aus.

DBMCLICMD Pfad_zu_dbmcli_cmd Gibt den Pfad zum Befehl MaxDB dbmcli an.Falls
nicht gesetzt, wird dbmcli auf dem Suchpfad
verwendet.

SQLCLICMD Pfad_zu_sqlcli_cmd Gibt den Pfad fur den MaxDB sqlcli Befehl an.Wenn
nicht festgelegt, wird sqlcli auf dem Suchpfad
verwendet.

MAXDB_UPDATE_HIST_ (J/N) Weist das MaxDB Backup-Programm an, unabhangig

LOG davon, ob das MaxDB-Verlaufsprotokoll aktualisiert
wird.
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Parameter Einstellung
MAXDB_BACKUP_TEMP Template_Name (z.B.
LATES MO2_ SNAP)

MAXDB_BG_SERVER P bg_Server PREFIX (z.B.

Beschreibung

Gibt eine Sicherungsvorlage fiir jede Datenbank
an.die Vorlage muss bereits vorhanden sein und ein
externer Typ von Backup-Vorlage sein. Um die
Integration von Snapshot Kopien fir MaxDB 7.8 und
hdéher zu aktivieren, missen Sie Uber eine
Hintergrundserverfunktion von MaxDB und bereits
konfigurierte MaxDB Backup-Vorlage verflgen.

Gibt das Prafix fir den Namen des

REFIX na_bg) Hintergrundservers an. Wenn der Parameter
MAXDB_BACKUP_TEMPLATES festgelegt ist,
mussen Sie auch DEN PARAMETER
MAXDB_BG_SERVER_PREFIX festlegen. Wenn Sie
das Prafix nicht festlegen, wird der Standardwert
na_bg_DATABASE verwendet.

Add SAP MaxDB Resource X
o MName summry
o Storage Footprint Name

Type
o Resource Settings

|

Host

Credential Name

Storage Footprint

Storage System

Custom Resource Parameters

Key

Volume

LUN/Qtree

Value

e

Nun kénnte die Konfiguration abgeschlossen und die Sicherung nach dem Gesamtschutzkonzept geplant

werden.
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N NetApp SnapCenter®

ELE T - |

¥
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Sequenz zum Wiederherstellen von System M02

—_

. SAP System MO02 stoppen (einschlieRlich Datenbank), sapinit stoppen
Umount Filesystem /sapdb/M02/sapdata

Wiederherstellen von Volumes M02_Data (mit SnapCenter)

Mounten Sie das Dateisystem /sapdb/M02/sapdata

Datenbank MO02 starten und verbinden (Admin-Modus)
Backup-Informationen Erfassen

Stellen Sie das Backup von Datenbankdaten wieder her

Stellen Sie die Datenbank-Protokollsicherungen wieder her

© © N o gk~ 0D

Datenbank anhalten
Starten Sie sapinit, SAP System M02

-
©

Instanz M02 wiederherstellen

» Beenden Sie SAP System + DB M02 auf Host sap-Inx25
o User m02adm: Stopsap
o Optional — Wenn die Datenbank nicht erfolgreich angehalten wurde — Benutzer: Sqdm02
o Dbmcli -d M02 -U CONTROL,<password>
= db_offline
o User root: /Etc/init.d/sapinit stop
o User root: Umount /sapdb/M02/sapdata
» Backup Wiederherstellen

o SnapCenter GUI: Wahlen Sie erforderliche Bacukp fir die Wiederherstellung
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Wenn Sie die Option ,Complete Resource® auswahlen, wird eine Volume-basierte Snap Restore
@ (VBSR) ausgeldst. Innerhalb von Azure wird sie aufgerufen”Lautstarke zurticksetzen". Fur die
ANF-Bereitstellung * nur vollstdndige Ressource verfligbar®.

(@ Important

Active filesystem data and snapshots that were taken after the selected snapshot will be lost. The snapshot revert
operation will replace all the data in the targeted volume with the data in the selected snapshot. You should pay

attention to the snapshot contents and creation date when you select a snapshot. You cannot undo the snapshot

revert operation.

Fur andere Implementierungstypen (z. B. On-Premises-ANF) kdnnte ein SFSR-Vorgang (Single
@ File Snap Restore) orchestriert werden. Wahlen Sie File Level und das entsprechende Volume
und aktivieren Sie ,All“ — siehe folgenden Screenshot.
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Restore from SnapCenter_maxdb_ondemand_05-20-2025_13.29.34.4378 X

Restore scope Select the restore types

o]

Pre0ps ©) Complets Resource @

® FileLevel @
3 | PostOps

4 Natification :
Select files to restore

5 Summary Volume/Qtree All File Path

svm-sap01.muccbehg.netapp.comi/vol/M... | Frovide one or more file paths separated by comma
! -

[ swm-sap01.muccbe.hg.netapp.com:vol/M...

Configure an SMTP Server to send emall notifications for Restore jobs by goingto  Settings>Global Settings»Notification Server Settings.

Die Zusammenfassung wird angezeigt und mit ,Fertig stellen” wird die eigentliche Wiederherstellung gestartet.
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Restore from SnapCenter_maxdb_ondemand_05-20-2025_13.29.34.4378 X

o Restore scope Summary

o PreOps Backup Name apCenter_maxdb_ondemar
Backup date

a PostOps
Rastore scope

o Notification Pre restore command

Unmount command
5 Summary
Mount command
Post restore command

Send email

If you want to send notifications for Restore jobs, an SMTP server must be configured. Continue to the Summary page tosave your information, and
then go to Settings>Global Settings>Notification Server Settings to configure the SMTP server.

» Dateisysteme mounten (sap-Inx25)
o User root: Mount /sapdb/M02/sapdata
» Datenbank M02 im Admin-Modus starten und verbinden
o Benutzer: Sqdm02: Dbmcli -d M02 -U CONTROL,<password>
= db_admin
= db_Connect
» Backup-Informationen Erfassen
o Backup_history_open

o Backup_history_list -c Label,Aktion,Seiten,stop,media -r Last

[dbmc1li on M@2>backup_history_list -c label,action,pages,stop,media -r last
0K

END

DAT_000000008 | SAVE WARM| 0]|2025-05-20 13:29:50|M@2_SNAP

 Stellen Sie Die Datenbank Wieder Her
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> Wiederherstellung Von Daten-Backups
» Recover_Start M02_SNAP Data ExternalBackuplD DAT_000000008

|dbmeli on MB2>recover_start MB2_SNAP data ExternalBackupID DAT_B0epoeeas

0K

Returncode 8

Date 282568520

Time 801515580
Server sap-1nx25
Database Ma2

Kernel Version Kernel 7.9.10 Build ©884-123-265-969
Pages Transferred 7]

Pages Left

Volumes

Medianame M@2_SNAP
Location

Errortext

Label DAT_Beecoeeas
Is Consistent true

First LOG Page 512226

Last LOG Page

DB Stamp 1 Date 20250520

DB Stamp 1 Time 90132933

DB Stamp 2 Date
DE Stamp 2 Time

Page Count

Devices Used 2]

Database ID sap-1lnx25:MB2_208241203_1040836
Max Used Data Page 3187892

Converter Page Count

> Protokollsicherung bei Bedarf wiederherstellen
= Z. B. Recover_Start M02_LOG LOG 147
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[dbmecli on M@2>recover_start M@2_L0OG LOG 147

0K

Returncode %]

Date 20250521
Time 00112001
Server sap-1nx25
Database Me2

Kernel Versiecn
Pages Transferred

Kernel 7.9.190 Build 004-123-265-969
24

Pages Left %]

Volumes o

Medianame M@2_LOG
Location /sapdb/M@2/backup/log/Me2_L0G.147
Errortext

Label LOG_00000e0147
Is Consistent

First LOG Page 514072

Last LOG Page 514875

DB Stamp 1 Date 20250520

DB Stamp 1 Time 00180238

DB Stamp 2 Date 20250520

DB Stamp 2 Time 00180539

Page Count 4

Devices Used i

Database ID
Max Used Data Page
Converter Page Count

sap—-1nx25:M02_20241203_104036

o Optionale Informationen — autorecover auf einen bestimmten Zeitstempel (ohne Angabe dedizierter

Daten/Protokollbackp
= Z. B. autorecover bis 20250520 200000

dbmcli on M@2>autorecover until 282560520 200008

0K

Returncode 2]

Date 2082508521

Time 288131559

Server sap=1nx25

Database maz2

Kernel Version Kernel 7.9.10 Build @84-123-265-969
Pages Transferred 18896

Pages Left ]

Volumes 1:

Medianame Me2_L0oG

Location /sapdb/Me2/backup/log/M82_L0G.182
Errortext

Label LOG_eepapoel1e82

Is Consistent

First LOG Page 256227

Last LOG Page 341559

DB Stamp 1 Date 208241283

DB Stamp 1 Time Pe178348

DB Stamp 2 Date 202412264

DB Stamp 2 Time 88193615

Page Count 85333

Devices Used 1

Database ID sap-1lnx25:MB82_208241283_1848368

Max Used Data Page
Converter Page Count

* Recovery beenden und Datenbank anhalten
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o db_offline
@ Weitere Informationen Uber Recovery finden Sie im "MaxDB-Dokumentation”

« Starten Sie das SAP-System
o User root: /Etc/init.d/sapinit Start

o Benutzer m02adm: Startsap

Zusatzliche Informationen und Versionsverlauf

Aufgezeichnete Demos

Folgende neu kodierte Demos stehen zur Unterstiitzung der Dokumentation zur Verfigung.
Installation MaxDB Plugin, Konfiguration MaxDB Plugin, Sicherung der MaxDB Datenbank

Restore und Recovery der MaxDB Datenbank

Externe Dokumentation

Sehen Sie sich die folgenden Dokumente und/oder Websites an, um mehr Uber die in diesem Dokument
beschriebenen Informationen zu erfahren:
* "SAP Installation Azure auf ANF"
* "SnapCenter-Voraussetzungen fur Plugins"
» "SnapCenter Installations-Plugins"
» "MaxDB Recovery-Dokumentation"
» SAP-Hinweise (Anmeldung erforderlich)
o "1928060 - Datensicherung und -Wiederherstellung mit Dateisystemsicherung”
o "2282054 - DBM-Hintergrundserver"
> "616814 - Protokollschreiber fir Split Mirror oder Snapshot unterbrechen"
* "Howto - SAP MaxDB Backup mit Datenbank-Manager CLI"
» "Howto - SAP MaxDB Wiederherstellung mit Datenbank-Manager CLI"
* "NetApp Produktdokumentation"

* "NetApp SAP-LAsungen — Informationen zu Anwendungsfallen, Best Practices und Vorteilen"

Versionsverlauf

Version Datum Versionsverlauf des Dokuments
Version 1.0 Mai 2025 Erste Version — Backup / Recovery MaxDB-
Datenbank
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