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Hosteinrichtung

Bevor Sie den Host einrichten, mussen die NetApp SAN Host Utilities von
heruntergeladen werden "NetApp Support" Standort und auf den HANA-Servern
installiert. Die Dokumentation des Host Utility enthalt Informationen zu zusatzlicher
Software, die abhangig vom verwendeten FCP HBA installiert werden muss.

Die Dokumentation enthalt auch Informationen zu Multipath-Konfigurationen, die spezifisch fir die verwendete

Linux-Version sind. In diesem Dokument werden die erforderlichen Konfigurationsschritte fir SLES 15 und Red
hat Enterprise Linux 7.6 oder héher beschrieben, wie in beschrieben "Linux Host Utilities 7.1 Installations- und

Setup-Leitfaden".

Konfigurieren Sie Multipathing

@ Die Schritte 1 bis 6 mussen fir alle Mitarbeiter- und Standby-Hosts in der SAP HANA
Konfiguration mit mehreren Hosts ausgefiihrt werden.

Um Multipathing zu konfigurieren, gehen Sie wie folgt vor:

1. FUhren Sie Linux aus rescan-scsi-bus.sh -a Befehl auf jedem Server, um neue LUNs zu ermitteln.

2. Flhren Sie die aus sanlun lun show Fihren Sie einen Befehl aus und vergewissern Sie sich, dass alle
erforderlichen LUNSs sichtbar sind. Das folgende Beispiel zeigt die sanlun lun show Befehlsausgabe flr
ein 2+1 HANA-System mit mehreren Hosts mit zwei Daten-LUNs und zwei Protokoll-LUNs. Die Ausgabe
zeigt die LUNs und die entsprechenden Geratedateien, z. B. LUN SS3 data mnt00001 Und die
Geratedatei /dev/sdag. Jede LUN verflgt Gber acht FC-Pfade vom Host zu den Storage Controllern.

sapcc-hana-tst:~ # sanlun lun show

controller (7mode/E-Series) / device
host lun

vserver (cDOT/FlashRay) lun-pathname filename
adapter protocol size product

svml FC5 log2 mnt00002 /dev/sdbb
host21 FCP 5009 cDOT

svml FC5 log mnt00002 /dev/sdba
host21 FCP 5009 cDOT

svml FC5 log2 mnt00001 /dev/sdaz
host21 FCP 500g cDOT

svml FC5 log mnt00001 /dev/sday
host21 FCP 5009 cDOT

svml FC5 data2 mnt00002 /dev/sdax
host21 FCP 1t cDOT

svml FC5 data mnt00002 /dev/sdaw
host21 HEE 1t cDOT

svml FC5 data2 mnt00001 /dev/sdav


http://mysupport.netapp.com/
https://library.netapp.com/ecm/ecm_download_file/ECMLP2547958
https://library.netapp.com/ecm/ecm_download_file/ECMLP2547958
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host20 FCP 1t cDOT

svml FC5 data2 mnt00001 /dev/sdx
host20 FCP 1t cDOT
svml FC5 data mnt00001 /dev/sdw
host20 FCP 1t cDOT

3. Fiihren Sie den multipath -r Und multipath -11 Befehl zum Abrufen der weltweiten Kennungen
(WWIDs) fur die Geratedateinamen.

@ In diesem Beispiel gibt es acht LUNSs.

sapcc-hana-tst:~ # multipath -r
sapcc-hana-tst:~ # multipath -11
3600a098038314e63492b59326b4b786d dm-7 NETAPP,LUN C-Mode
size=1.0T features='3 queue if no path pg init retries 50' hwhandler='l
alua' wp=rw
‘—+- policy='service-time 0' prio=50 status=active

|- 20:0:4:2 sdaf 65:240 active ready running

|- 20:0:5:2 sdx 65:112 active ready running

|- 21:0:4:2 sdav 66:240 active ready running

"= 21:0:6:2 sdan 66:112 active ready running
3600a098038314e63492b59326b4b786e dm-9 NETAPP,LUN C-Mode
size=1.0T features='3 queue if no path pg init retries 50' hwhandler='l
alua' wp=rw
"—+- policy='service-time 0' prio=50 status=active

|- 20:0:4:4 sdah 66:16 active ready running

|- 20:0:5:4 sdz 65:144 active ready running

|- 21:0:4:4 sdax 67:16 active ready running

- 21:0:6:4 sdap 66:144 active ready running
3600a098038314e63492b59326b4b786f dm-11 NETAPP,LUN C-Mode
size=500G features='3 queue if no path pg init retries 50' hwhandler='1l
alua' wp=rw
"—+- policy='service-time 0' prio=50 status=active

|- 20:0:4:6 sdaj 66:48 active ready running

|- 20:0:5:6 sdab 65:176 active ready running

|- 21:0:4:6 sdaz 67:48 active ready running

- 21:0:6:6 sdar 66:176 active ready running
3600a098038314e63492b59326b4b7870 dm-13 NETAPP,LUN C-Mode
s1ze=500G features='3 queue if no path pg init retries 50' hwhandler='l
alua' wp=rw
"—+- policy='service-time 0' prio=50 status=active

|- 20:0:4:8 sdal 66:80 active ready running

|- 20:0:5:8 sdad 65:208 active ready running
|- 21:0:4:8 sdbb 67:80 active ready running
- 21:0:6:8 sdat 66:208 active ready running



3600a098038314e63532459326d495a64 dm-6 NETAPP,LUN C-Mode
size=1.0T features='3 queue if no path pg init retries 50' hwhandler='l
alua' wp=rw
"—+- policy='service-time 0' prio=50 status=active

|- 20:0:4:1 sdae 65:224 active ready running

|- 20:0:5:1 sdw 65:96 active ready running

|- 21:0:4:1 sdau 66:224 active ready running

"— 21:0:6:1 sdam 66:96 active ready running
3600a098038314e63532459326d495a65 dm-8 NETAPP,LUN C-Mode
size=1.0T features='3 queue if no path pg init retries 50' hwhandler='l
alua' wp=rw
‘—+- policy='service-time 0' prio=50 status=active

|- 20:0:4:3 sdag 66:0 active ready running

|- 20:0:5:3 sdy 65:128 active ready running

|- 21:0:4:3 sdaw 67:0 active ready running

"— 21:0:6:3 sdao 66:128 active ready running
3600a098038314e63532459326d495a66 dm-10 NETAPP,LUN C-Mode
size=500G features='3 queue if no path pg init retries 50' hwhandler='l
alua' wp=rw
‘—+- policy='service-time 0' prio=50 status=active

|- 20:0:4:5 sdai 66:32 active ready running

|- 20:0:5:5 sdaa 65:160 active ready running

|- 21:0:4:5 sday 67:32 active ready running

- 21:0:6:5 sdagq 66:160 active ready running
3600a098038314e63532459326d495a67 dm-12 NETAPP,LUN C-Mode
size=500G features='3 queue if no path pg init retries 50' hwhandler='l
alua' wp=rw
"—+- policy='service-time 0' prio=50 status=active

|- 20:0:4:7 sdak 66:64 active ready running

|- 20:0:5:7 sdac 65:192 active ready running
|- 21:0:4:7 sdba 67:64 active ready running
- 21:0:6:7 sdas 66:192 active ready running

4. Bearbeiten Sie das /etc/multipath.conf Datei und fiigen Sie die WWIDs und Aliasnamen hinzu.

Die Beispielausgabe zeigt den Inhalt des /etc/multipath.conf Datei, die Alias-Namen

@ fur die vier LUNs eines 2+1-Systems mit mehreren Hosts enthalt. Wenn keine
Multipath.conf-Datei verfiigbar ist, kdnnen Sie eine erstellen, indem Sie den folgenden
Befehl ausflihren: multipath -T > /etc/multipath.conf.



sapcc-hana-tst:/ # cat /etc/multipath.conf
multipaths {
multipath {

wwid
alias

}

multipath {
wwid
alias

}

multipath {
wwid
alias

1

multipath {
wwid
alias

}

multipath {
wwid
alias

}

multipath {
wwid
alias

}

multipath {
wwid
alias

}

multipath {
wwid

alias

3600a098038314e63492b59326b4b786d
svml-FC5 dataz mnt00001

3600a098038314e63492b59326b4b786e
svml-FC5 data2 mnt00002

3600a098038314e63532459326d495a64
svml-FC5 data mnt00001

3600a098038314e63532459326d495a65
svml-FC5 data mnt00002

3600a098038314e63492b59326b4b786f
svml-FC5 log2 mnt00001

3600a098038314e63492b59326b4b7870
svml-FC5 log2 mnt00002

3600a098038314e63532459326d495a66
svml-FC5 log mnt00001

3600a098038314e63532459326d495a67
svml-FC5 log mnt00002

5. Fihren Sie die aus multipath -r Befehl zum Neuladen der Geratezuordnung.

6. Uberprifen Sie die Konfiguration, indem Sie den ausfiihren multipath -11 Befehl zum Auflisten aller

LUNSs, Alias-Namen sowie aktiver und Standby-Pfade.

®

Die folgende Beispielausgabe zeigt die Ausgabe eines 2+1-HANA-Systems mit mehreren
Hosts mit zwei Daten und zwei Log-LUNs.



sapcc-hana-tst:~ # multipath -11
hsvml-FC5 dataZ mnt00001
NETAPP, LUN C-Mode
size=1.0T features='3 queue if no path pg init retries 50' hwhandler='l

alua' wp=rw

"—+- policy='service-time
sdaf 65:240

|= 203

|- 20
|- 21
- 21

svml-FC5 data2 mnt00002

:0
:0
:0

0:

4:
:5:
14
16:

2
2
2
2

sdx

65:

112

sdav 66:240
sdan 66:112

NETAPP, LUN C-Mode
size=1.0T features='3 queue if no path pg init retries 50' hwhandler='l

alua' wp=rw

"—+- policy='service-time 0'
|- 20:

|- 20
|- 21
- 21

:0
:0
:0

O:

4:
:5:
14
16:

4
4
4
4

svml-FC5 data
NETAPP, LUN C-Mode

size=1.0T features='3 queue if no path pg init retries 50'

alua' wp=rw

sdah 66:16

sdz

65

:144

sdax 67:16
sdap 66:144

~mnt00001

"—+- policy='service-time
sdae 65:224

|- 20
|- 20
|- 21
- 21

:0
:0
:0
:0

14
:5:
14
16:

1
1
1
1

svml-FC5 data
NETAPP, LUN C-Mode

size=1.0T features='3 queue if no path pg init retries 50'

alua' wp=rw

"—+- policy='service-time 0'
66:

|- 20
|- 20
|- 21
- 21

svml-FC5 log2 mnt00001

:0:4:3
:0:5:3
:0:4:3
:0:6:3

sdw

65

: 96

sdau 66:224
sdam 66:96

~mnt00002

sdag
sdy

sdaw
sdao

NETAPP, LUN C-Mode

s1ze=500G features='3 queue if no path pg init retries 50'

alua' wp=rw

"—+- policy='service-time 0'
|= 203
|- 20:
|- 21:
= 213

o O O

:5:
24
363

0:4:06

o Oy O

sda’j
sdab
sdaz
sdar

65

67:

66

66:
65:
67:
66:

0
:128
0
:128

48
176
48
176

0' prio=50 status=active

active
active
active

active

active
active
active

active

0' prio=50 status=active

active
active
active

active

active
active
active

active

active
active
active

active

ready
ready
ready
ready

ready
ready
ready
ready

ready
ready
ready
ready

ready
ready
ready
ready

ready
ready
ready
ready

running
running
running

running

(3600a098038314e63492b59326b4b786¢e)

prio=50 status=active

running
running
running

running

(3600a098038314e63532459326d495a64)

running
running
running

running

(3600a098038314e63532459326d495a65)

prio=50 status=active

running
running
running

running

(3600a098038314e63492b59326b4b786f)

prio=50 status=active

running
running
running

running

(3600a098038314e63492b59326b4b786d) dm-7

dm-9

dm-6

hwhandler="'1

dm-8

hwhandler="'1

dm-11

hwhandler="1



svml-FC5 log2 mnt00002 (3600a098038314e63492b59326b4b7870) dm-13
NETAPP, LUN C-Mode
size=500G features='3 queue if no path pg init retries 50' hwhandler='l
alua' wp=rw
"—+- policy='service-time 0' prio=50 status=active
|- 20:0:4:8 sdal 66:80 active ready running
|- 20:0:5:8 sdad 65:208 active ready running
|- 21:0:4:8 sdbb 67:80 active ready running
- 21:0:6:8 sdat 66:208 active ready running
svml-FC5 log mnt00001 (3600a098038314e63532459326d495a66) dm-10
NETAPP, LUN C-Mode
si1ze=500G features='3 queue if no path pg init retries 50' hwhandler='l
alua' wp=rw
"—+- policy='service-time 0' prio=50 status=active
|- 20:0:4:5 sdai 66:32 active ready running
|- 20:0:5:5 sdaa 65:160 active ready running
|- 21:0:4:5 sday 67:32 active ready running
- 21:0:6:5 sdag 66:160 active ready running
svml-FC5 log mnt00002 (3600a098038314e€63532459326d495a67) dm-12
NETAPP, LUN C-Mode
size=500G features='3 queue if no path pg init retries 50' hwhandler='l
alua' wp=rw
"—+- policy='service-time 0' prio=50 status=active
|- 20:0:4:7 sdak 66:64 active ready running
|- 20:0:
|- 21:0:
- 21:0

5:7 sdac 65:192 active ready running
4:7 sdba 67:64 active ready running
6:7 sdas 66:192 active ready running

Einzelhost-Setup

Einzelhost-Setup

In diesem Kapitel wird die Einrichtung eines einzelnen SAP HANA-Hosts unter
Verwendung von Linux LVM beschrieben.

LUN-Konfiguration fiir SAP HANA Single-Host-Systeme

Beim SAP HANA-Host missen Volume-Gruppen und logische Volumes erstellt und eingebunden werden, wie
in der folgenden Tabelle angegeben.

Logisches Volume/LUN Bereitstellungspunkt beim SAP  Hinweis
HANA-Host
LV: FC5_data_mnt0000-vol /hana/data/FC51/mnt00001 Mit /etc/fstab-Eintrag montiert

LV: FC5_log_mnt00001-vol /hana/log/FC5/mnt00001 Mit /etc/fstab-Eintrag montiert



Logisches Volume/LUN Bereitstellungspunkt beim SAP  Hinweis
HANA-Host

LUN: FC5_shared /hana/Shared/FC5 Mit /etc/fstab-Eintrag montiert

Mit der beschriebenen Konfiguration wird die /usr/sap/FC5 Das Verzeichnis, in dem das
Standard-Home-Verzeichnis des Benutzers FC5adm gespeichert ist, befindet sich auf der

(D lokalen Festplatte. In einem Disaster Recovery-Setup mit festplattenbasierter Replikation
empfiehlt NetApp die Erstellung einer zusatzlichen LUN innerhalb der FC5 shared Volumen fur
die /usr/sap/FC5 Verzeichnis, sodass sich alle Dateisysteme auf dem zentralen Speicher
befinden.

Erstellen von LVM-Volume-Gruppen und logischen Volumes

1. Initialisieren Sie alle LUNs als ein physisches Volume.

pvcreate /dev/mapper/hana-FC5 data mnt00001
pvcreate /dev/mapper/hana-FC5 data2 mnt00001
pvcreate /dev/mapper/hana-FC5 log mnt00001

pvcreate /dev/mapper/hana-FC5 log2 mnt00001

2. Erstellen Sie die Volume-Gruppen fir jede Daten- und Protokollpartition.

vgcreate FC5 data mnt00001 /dev/mapper/hana-FC5 data mnt00001
/dev/mapper/hana-FC5 data2 mnt00001

vgcreate FC5 log mnt00001 /dev/mapper/hana-FC5 log mnt00001
/dev/mapper/hana-FC5 log2 mnt00001

3. Erstellen Sie fiir jede Daten- und Protokollpartition ein logisches Volume. Verwenden Sie eine Stripe-
GroRRe, die der Anzahl der LUNs pro Volume-Gruppe entspricht (in diesem Beispiel sind es zwei), eine
Stripe-GrofRe von 256 KB fur Daten und 64.000 fir das Protokoll. SAP unterstitzt nur ein logisches Volume
pro Volume-Gruppe.

lvcreate --extents 100%FREE -i 2 -I 256k —--name vol FC5 data mnt00001
lvcreate --extents 100%FREE -i 2 -I 64k --name vol FC5 log mnt00001

4. Scannen Sie bei allen anderen Hosts die physischen Volumes, Volume-Gruppen und Volume-Gruppen.

modprobe dm mod
pvscan
vgscan

lvscan

@ Wenn diese Befehle die Volumes nicht finden, ist ein Neustart erforderlich.



Zum Mounten der logischen Volumes muissen die logischen Volumes aktiviert sein. Um die Volumes zu
aktivieren, fuhren Sie den folgenden Befehl aus:

vgchange -a y

Erstellen von Dateisystemen

Erstellen Sie das XFS-Dateisystem auf allen logischen Daten- und Protokollvolumes und der gemeinsam
genutzten Hana-LUN.

mkfs.xfs /dev/mapper/FC5 data mnt00001-vol
mkfs.xfs /dev/mapper/FC5 log mnt00001-vol
mkfs.xfs /dev/mapper/svml-FC5 shared

Erstellen von Bereitstellungspunkten

Erstellen Sie die erforderlichen Mount-Point-Verzeichnisse und legen Sie die Berechtigungen auf dem
Datenbankhost fest:

sapcc-hana-tst: mkdir -p /hana/data/FC5/mnt00001
mkdir -p /hana/log/FC5/mnt00001
mkdir -p /hana/shared

chmod -R 777 /hana/log/FC5

chmod -R 777 /hana/data/FC5

chmod 777 /hana/shared

sapcc-hana-tst:
sapcc-hana-tst:
sapcc-hana-tst:
sapcc-hana-tst:

S~ N N N
S o o o 4 %

sapcc-hana-tst:

Mounten Sie File-Systeme

Um Dateisysteme wahrend des Systemstarts mit dem /etc/fstab Konfigurationsdatei, fligen Sie die
erforderlichen Dateisysteme zum /etc/fstab Konfigurationsdatei:

# cat /etc/fstab

/dev/mapper/hana-FC5 shared /hana/shared xfs defaults 0 0
/dev/mapper/FC5 log mnt00001-vol /hana/log/FC5/mnt00001 xfs
relatime, inode64 0 0

/dev/mapper/FC5 data mnt00001-vol /hana/data/FC5/mnt00001 xfs
relatime, inodecd 0 O

(D Die XFS-Dateisysteme fur die Daten- und Protokoll-LUNs missen mit dem gemountet werden
relatime Und inode64 Mount-Optionen:

Um die Dateisysteme einzubinden, fihren Sie folgenden Befehl aus: mount -a Befehl auf dem Host.



Einrichtung mehrerer Hosts

Einrichtung mehrerer Hosts

In diesem Kapitel wird beispielhaft die Einrichtung eines 2+1 SAP HANA-
Mehrhostsystems beschrieben.

LUN-Konfiguration fir SAP HANA-Mehrhostsysteme

Beim SAP HANA-Host missen Volume-Gruppen und logische Volumes erstellt und eingebunden werden, wie
in der folgenden Tabelle angegeben.

Logisches Volumen (LV) oder Bereitstellungspunkt beim SAP  Hinweis

Volumen HANA-Host

LV: FC5_data_mnt00001-vol /hana/Data/FC5/mnt00001 Montiert mit Speicheranschluss

LV: FC5_log_mnt00001-vol /hana/log/FC5/mnt00001 Montiert mit Speicheranschluss

LV: FC5_data_mnt00002-vol /hana/Data/FC5/mnt00002 Montiert mit Speicheranschluss

LV: FC5_log_mnt00002-vol /hana/log/FC5/mnt00002 Montiert mit Speicheranschluss
Volume: FC5_shared /hana/Shared Gemountet auf allen Hosts mit NFS

und /etc/fstab Eintrag

Mit der beschriebenen Konfiguration wird die /usr/sap/FC5 Das Verzeichnis, in dem das
Standard-Home-Verzeichnis des Benutzers FC5adm gespeichert ist, befindet sich auf der

@ lokalen Festplatte jedes HANA-Hosts. In einem Disaster Recovery-Setup mit festplattenbasierter
Replikation empfiehlt NetApp die Erstellung von vier zusatzlichen Unterverzeichnissen im
FC5 shared Volumen fir die /usr/sap/FC5 Dateisystem, sodass jeder Datenbankhost alle
seine Dateisysteme auf dem zentralen Speicher hat.

Erstellen von LVM-Volume-Gruppen und logischen Volumes

1. Initialisieren Sie alle LUNs als ein physisches Volume.

pvcreate
pvcreate
pvcreate
pvcreate
pvcreate
pvcreate
pvcreate
pvcreate

/dev/mapper/hana-FC5 data mnt00001
/dev/mapper/hana-FC5 data2 mnt00001
/dev/mapper/hana-FC5 data mnt00002
/dev/mapper/hana-FC5 data2 mnt00002
/dev/mapper/hana-FC5 log mnt00001
/dev/mapper/hana-FC5 log2 mnt00001
/dev/mapper/hana-FC5 log mnt00002
/dev/mapper/hana-FC5 log2 mnt00002

2. Erstellen Sie die Volume-Gruppen fir jede Daten- und Protokollpartition.

10



vgcreate FC5 data mnt00001 /dev/mapper/hana-FC5 data mnt00001
/dev/mapper/hana-FC5 data2 mnt00001

vgcreate FC5 data mnt00002 /dev/mapper/hana-FC5 data mnt00002
/dev/mapper/hana-FC5 data2 mnt00002

vgcreate FC5 log mnt00001 /dev/mapper/hana-FC5 log mnt00001
/dev/mapper/hana-FC5 log2 mnt00001

vgcreate FC5 log mnt00002 /dev/mapper/hana-FC5 log mnt00002
/dev/mapper/hana-FC5 log2 mnt00002

3. Erstellen Sie firr jede Daten- und Protokollpartition ein logisches Volume. Verwenden Sie eine Stripe-
Grolie, die der Anzahl der LUNs pro Volume-Gruppe entspricht (in diesem Beispiel sind es zwei), eine
Stripe-Grofe von 256 KB fir Daten und 64.000 fur das Protokoll. SAP unterstttzt nur ein logisches Volume
pro Volume-Gruppe.

lvcreate --extents 100%FREE -i 2 -I 256k --name vol FC5 data mnt00001
lvcreate --extents 100%FREE -i 2 -I 256k —--name vol FC5 data mnt00002
lvcreate --extents 100%FREE -i 2 -I 64k --name vol FC5 log mnt00002
lvcreate --extents 100%FREE -1 2 -I 64k --name vol FC5 log mnt00001

4. Scannen Sie bei allen anderen Hosts die physischen Volumes, Volume-Gruppen und Volume-Gruppen.

modprobe dm mod
pvscan
vgscan

lvscan

@ Wenn diese Befehle die Volumes nicht finden, ist ein Neustart erforderlich.

Zum Mounten der logischen Volumes muissen die logischen Volumes aktiviert sein. Um die Volumes zu
aktivieren, fuhren Sie den folgenden Befehl aus:

vgchange -a y

Erstellen von Dateisystemen

Erstellen Sie das XFS-Dateisystem auf allen logischen Daten- und Protokollvolumes.

mkfs.xfs /dev/mapper/FC5 data mnt00001-vol
mkfs.xfs /dev/mapper/FC5 data mnt00002-vol
mkfs.xfs /dev/mapper/FC5 log mnt00001-vol
mkfs.xfs /dev/mapper/FC5 log mnt00002-vol
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Erstellen von Bereitstellungspunkten

Erstellen Sie die erforderlichen Mount-Point-Verzeichnisse und legen Sie die Berechtigungen auf allen Worker-
und Standby-Hosts fest:

sapcc-hana-tst:/ # mkdir -p /hana/data/FC5/mnt00001
sapcc-hana-tst:/ # mkdir -p /hana/log/FC5/mnt00001
sapcc-hana-tst:/ # mkdir -p /hana/data/FC5/mnt00002
sapcc—hana-tst:/ # mkdir -p /hana/log/FC5/mnt00002
sapcc-hana-tst:/ # mkdir -p /hana/shared
sapcc-hana-tst:/ # chmod -R 777 /hana/log/FC5
sapcc-hana-tst:/ # chmod -R 777 /hana/data/FC5
sapcc-hana-tst:/ # chmod 777 /hana/shared

Mounten Sie File-Systeme

Zur Montage des /hana/shared Dateisysteme wahrend des Systemstarts mithilfe der /etc/fstab
Konfigurationsdatei, fligen Sie die /hana/shared Dateisystem in die /etc/fstab Konfigurationsdatei jedes
Hosts.

sapcc-hana-tst:/ # cat /etc/fstab
<storage-ip>:/hana shared /hana/shared nfs rw,vers=3,hard, timeo=600,
intr,noatime,nolock 0 O

(D Alle Daten- und Protokolldateisysteme sind tUber den SAP HANA Storage Connector gemountet.

Um die Dateisysteme einzubinden, fihren Sie folgenden Befehl aus: mount -a Befehl auf jedem Host.
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