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NetApp Integration des SAP Landscape
Managements mit Ansible

TR-4953: NetApp SAP Landscape Management Integration
Using Ansible

SAP Landscape Management (Lama) ermdglicht SAP-Systemadministratoren die
Automatisierung von SAP-Systemprozessen. Dazu gehoren ein lickenloses SAP-
Systemklonen, -Kopien und -Aktualisierungen.

Autoren: Michael Schlosser, Nils Bauer, NetApp

NetApp bietet eine umfassende Auswahl an Ansible-Modulen, in denen SAP Lama Uber SAP Lama
Automation Studio auf Technologien wie NetApp Snapshot und FlexClone zugreifen kann. Diese Technologien
unterstltzen die Vereinfachung und Beschleunigung von SAP Systemkopien, Kopien und Aktualisierungen.

Die Integration kann von Kunden genutzt werden, die NetApp Storage-Lésungen vor Ort ausfiihren, oder von
Kunden, die NetApp Storage-Services bei Public-Cloud-Providern wie Amazon Web Services, Microsoft Azure
oder der Google Cloud Platform nutzen.

In diesem Dokument wird die Konfiguration von SAP Lama mit NetApp Storage-Funktionen fir SAP-
Systemkopierungs-, Klon- und Aktualisierungsvorgange mithilfe der Ansible-Automatisierung beschrieben.

SAP Szenarien fur Klonen, Kopieren und Aktualisieren von
Systemen

Der Begriff SAP Systemkopie wird oft als Synonym fur drei verschiedene Prozesse
verwendet: SAP Systemklon, SAP Systemkopie oder SAP Systemaktualisierung. Es ist
wichtig, zwischen den verschiedenen Vorgangen zu unterscheiden, da sich Workflows
und Anwendungsfalle fur jedes einzelne unterscheiden.

* SAP-Systemklon. ein SAP-Systemklon ist ein identischer Klon eines Quell-SAP-Systems. SAP
Systemklone werden typischerweise zur Beseitigung logischer Beschadigungen oder zum Testen von
Disaster-Recovery-Szenarien eingesetzt. Bei einem Systemklonvorgang bleiben der Hostname, die
Instanznummer und die SID unverandert. Daher ist es wichtig, flr das Zielsystem ein ordnungsgemafes
Netzwerkfechten einzurichten, um sicherzustellen, dass keine Kommunikation mit der
Produktionsumgebung besteht.

» SAP-Systemkopie. eine SAP-Systemkopie ist ein Setup eines neuen SAP-Zielsystems mit Daten aus
einem SAP-Quellsystem. Dabei kdnnte das neue Zielsystem beispielsweise ein zusatzliches Testsystem
mit den Daten aus dem Produktionssystem sein. Hostname, Instanznummer und SID unterscheiden sich
fur die Quell- und Zielsysteme.

+ SAP-Systemaktualisierung. ein SAP-Systemaktualisierung ist eine Aktualisierung eines bestehenden
SAP-Zielsystems mit Daten aus einem SAP-Quellsystem. Das Zielsystem ist in der Regel Teil einer SAP-
Transportlandschaft, beispielsweise ein Qualitatssicherungssystem, das mit den Daten des
Produktionssystems aktualisiert wird. Hostname, Instanznummer und SID unterscheiden sich fir die Quell-
und Zielsysteme.

Die folgende Abbildung zeigt die wichtigsten Schritte, die wahrend eines Systemklonens, einer Systemkopie



oder einer Systemaktualisierung ausgeflihrt werden mussen. Die violetten Felder zeigen die Schritte an, in die
NetApp Storage-Funktionen integriert werden kdnnen. Alle drei Operationen lassen sich mithilfe von SAP

Lama vollstandig automatisieren.
NetApp SAP
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Anwendungsfalle fur Systemaktualisierung, Kopie und
Klonen

Es gibt verschiedene Szenarien, in denen Daten aus einem Quellsystem zu Test- oder
Schulungszwecken einem Zielsystem zur Verfigung gestellt werden missen. Diese Test-
und Trainingssysteme mussen regelmafig mit Daten des Quellsystems aktualisiert
werden, um sicherzustellen, dass die Test- und Schulungsmalinahmen mit dem aktuellen
Datensatz durchgefthrt werden.

Diese Systemaktualisierungen bestehen aus mehreren Aufgaben auf Infrastruktur-, Datenbank- und
Applikationsebene und koénnen je nach Automatisierungsgrad mehrere Tage dauern.
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Mit den Klon-Workflows von SAP Lama und NetApp werden die erforderlichen Aufgaben in der Infrastruktur-
und Datenbankebene beschleunigt und automatisiert. Anstatt ein Backup vom Quellsystem auf das Zielsystem
wiederherzustellen, verwendet SAP Lama NetApp Snapshot-Kopie und NetApp FlexClone-Technologie, damit
erforderliche Aufgaben bis zu einer gestarteten HANA-Datenbank in Minuten anstelle von Stunden ausgefihrt
werden kdnnen, wie in der folgenden Abbildung dargestellt. Der fir das Klonen erforderliche Zeitaufwand ist
unabhangig von der GroRRe der Datenbank, sodass selbst sehr grofle Systeme in wenigen Minuten erstellt
werden kdénnen. Eine weitere Reduzierung der Laufzeit erfolgt durch die Automatisierung von Aufgaben auf
Betriebssystem- und Datenbankebene sowie auf der Seite SAP-Nachbearbeitung.
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Beseitigung logischer Beschadigungen

Logische Beschadigungen kénnen durch Softwarefehler, menschliche Fehler oder Sabotage verursacht
werden. Leider kdnnen logische Beschadigungen oft nicht mit standardmafigen Hochverfligbarkeits- und
Disaster Recovery-Losungen behoben werden. Daher kdnnen abhangig von der Schicht, Applikation, dem
File-System oder dem Storage mit der logischen Beschadigung minimale Ausfallzeiten und akzeptable
Datenverluste in manchen Fallen nicht erfullt werden.

Schlimmstenfalls ist die SAP-Anwendung logisch beschadigt. SAP Applikationen laufen oft in einer Landschaft,
in der verschiedene Applikationen miteinander kommunizieren und Daten austauschen. Daher wird die
Wiederherstellung eines SAP-Systems, bei dem eine logische Beschadigung aufgetreten ist, nicht empfohlen.
Wenn Sie das System auf einen Zeitpunkt vor der Beschadigung wiederherstellen, flhrt dies zu Datenverlust.
AuRerdem wirde die SAP-Landschaft nicht mehr synchron sein und eine zusatzliche Nachbearbeitung
erfordern.

Anstatt das SAP-System wiederherzustellen, ist es besser, den logischen Fehler innerhalb des Systems zu
beheben, indem das Problem in einem separaten Reparatursystem analysiert wird. Zur Ursachenanalyse ist
die Einbindung des Geschéaftsprozesses und der Applikationseigentimer erforderlich. Fir dieses Szenario
erstellen Sie ein Reparatursystem (ein Klon des Produktionssystems) auf Basis der Daten, die vor dem
Auftreten der logischen Beschadigung gespeichert wurden. Innerhalb des Reparatursystems kdnnen die
erforderlichen Daten exportiert und in das Produktionssystem importiert werden. Bei diesem Ansatz muss das
Produktionssystem nicht angehalten werden. Im besten Fall gehen keine Daten oder nur ein Bruchteil der
Daten verloren.

Bei der Einrichtung des Reparatursystems sind Flexibilitat und Geschwindigkeit entscheidend. NetApp
Storage-basierte Snapshot Backups bieten mehrere konsistente Datenbank-Images, um mithilfe der NetApp
FlexClone Technologie einen Klon des Produktionssystems zu erstellen. Die Erstellung von FlexClone
Volumes dauert nur wenige Sekunden, anstatt mehrerer Stunden, wenn zum Einrichten des Reparatursystems
eine umgeleitete Wiederherstellung aus einem dateibasierten Backup verwendet wird.

............................

. i Repair 1. Clone
Production : System > Mount
- 3. Recover
i SAR 4. Analyze
............................. 5. Repeat step 1- 4, if required
6. Export Data
Presence t=0 m 7. Import into Production
Snapshot backup t = -6hours I:]:I:I

FlexClone - .

Shapshot backup t = -12hours —_—

Snapshot backup t = -36hours I:]:I:I

Disaster Recovery-Tests

Fir eine effiziente Disaster Recovery-Strategie missen die erforderlichen Workflows getestet werden. Die



Tests zeigen, ob die Strategie funktioniert und ob die interne Dokumentation ausreichend ist. Darliber hinaus
kdnnen Administratoren die erforderlichen Verfahren Schulen.

Die Storage-Replizierung mit SnapMirror ermdglicht die Ausfihrung von Disaster-Recovery-Tests ohne Risiko
von RTO und RPO. Disaster-Recovery-Tests kdnnen ohne Unterbrechung der Datenreplizierung durchgefihrt
werden. Disaster Recovery-Tests fiir asynchronen und synchronen SnapMirror verwenden Snapshot Backups
und FlexClone Volumes am Disaster Recovery-Ziel.

SAP Lama kann fir die Orchestrierung des gesamten Testvorgangs verwendet werden, aber auch fur
Netzwerkfencing, Ziel-Host-Wartung usw.

% Primary Datacenter

ﬁ Local Disaster Remote Disaster

Recovery Datacenter Recovery Datacenter
Dev/test Devi/test
bR during normal DR during normal
Production Testing operation i Testing | operation
ETHANA ETMANA; BT HANA ETHANA, FYMANA
w Asynchronous
SnapMirror
Synchronous
SnapMirror

Integration von NetApp SAP Lama mithilfe von Ansible

Bei dem Integrationsansatz werden individuelle Provisionierungs- und Hooks von SAP
Lama in Kombination mit Ansible-Playbooks fir das NetApp Storage-Management
verwendet. Die folgende Abbildung zeigt einen allgemeinen Uberblick tiber die
Konfiguration auf Lama-Seite sowie die entsprechenden Komponenten der
Beispielimplementierung.
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Uber einen zentralen Host, der als Ansible-Kontroll-Node fungiert, werden Anfragen von SAP Lama ausgefiihrt
und die NetApp Storage-Vorgange mit Ansible Playbooks ausgeldst. Die Komponenten des SAP-Hostagenten
mussen auf diesem Host installiert sein, damit der Host als Kommunikationstor zu SAP Lama verwendet
werden kann.

Innerhalb von Lama Automation Studio wird ein Anbieter definiert, der beim SAP-Host-Agent des Ansible-
Hosts registriert ist. Eine Host-Agent-Konfigurationsdatei verweist auf ein Shell-Skript, das von SAP Lama mit
einer Reihe von Befehlszeilenparametern aufgerufen wird, abhangig von der angeforderten Operation.

Innerhalb von Lama Automation Studio werden benutzerdefinierte Bereitstellung und ein individueller Haken
definiert, um Storage-Klonvorgange wahrend der Bereitstellung und auch bei Clean-up-Vorgangen
auszufiihren, wenn das System deprovisioniert wird. Das Shell-Skript auf dem Ansible Kontroll-Node fuhrt
dann die entsprechenden Ansible-Playbooks aus, die die Snapshot- und FlexClone-Vorgange sowie das
Léschen der Klone mit dem Deprovisioning-Workflow auslésen.

Weitere Informationen zu NetApp Ansible-Modulen und den Lama-Provider-Definitionen finden Sie unter:

* "NetApp Ansible Module"

» "Dokumentation zu SAP Lama — Anbieterdefinitionen"

Beispiel fur eine Implementierung

Aufgrund der grof3en Anzahl an Optionen fur System- und Speichereinrichtung sollte die
Beispielimplementierung als Vorlage fur lhre individuellen System-Setup- und
Konfigurationsanforderungen verwendet werden.

@ Die Beispielskripte werden wie IS bereitgestellt und von NetApp nicht unterstiitzt. Sie kdnnen
die aktuelle Version der Skripte per E-Mail an ng-sapcc@netapp.com anfordern.

Validierte Konfigurationen und Einschrankungen

Die folgenden Grundsatze wurden fur die Beispielumsetzung angewendet und missen moglicherweise an die


https://www.ansible.com/integrations/infrastructure/netapp
https://help.sap.com/doc/700f9a7e52c7497cad37f7c46023b7ff/3.0.11.0/en-US/bf6b3e43340a4cbcb0c0f3089715c068.html
mailto:ng-sapcc@netapp.com

Bedurfnisse des Kunden angepasst werden:
* Verwaltete SAP Systeme greifen Uber NFS auf NetApp Storage Volumes zu und wurden basierend auf
dem adaptiven Designprinzip eingerichtet.

* Sie kdnnen alle von NetApp Ansible Modulen unterstitzten ONTAP-Versionen (ZAPI und REST API)
verwenden.

* Die Anmeldeinformationen fiir ein einzelnes NetApp Cluster und eine SVM wurden als Variablen im
Provider-Skript hartcodiert.

» Das Storage-Klonen wurde auf demselben Storage-System durchgefiihrt, das vom Quell-SAP System
verwendet wurde.

» Die Storage Volumes fiir das SAP Ziel-System hatten dieselben Namen wie die Quelle mit einem Anhang.
» Es wurde kein Klonen auf dem Sekundéarspeicher (SV/SM) implementiert.
* FlexClone Split wurde nicht implementiert.

» FUr Quell- und Ziel-SAP-Systeme waren die Instanznummern identisch.

Laboreinrichtung

Die folgende Abbildung zeigt die von uns verwendete Lab-Einrichtung. Das fiir den Systemklonvorgang
verwendete Quell-SAP-System HN9 bestand aus der Datenbank H09, dem SAP CS und den SAP ALS
Diensten, die auf demselben Host (sap-Inx32) mit installiert ausgefihrt werden "Anpassungsfahiges Design'
Aktiviert. Ein Ansible-Kontroll-Node wurde gemaf vorbereitet "Ansible Playbooks fur NetApp ONTAP"
Dokumentation.

Der SAP-Host-Agent wurde auch auf diesem Host installiert. Das NetApp-Provider-Skript und die Ansible
Playbooks wurden auf dem Ansible-Steuerungsknoten konfiguriert, wie in beschrieben ",Anhang: Provider
Script-Konfiguration.*"

Der Host sap-1nx49 Wurde als Ziel fir den Klonbetrieb von SAP Lama verwendet und die Funktion zur
Isolation wurde dort konfiguriert.

Verschiedene SAP-Systeme (HNA als Quelle und HN2 als Ziel) wurden fur Systemkopierungs- und
Aktualisierungsvorgange verwendet, da dort Post Copy Automation (PCA) aktiviert wurde.


https://help.sap.com/doc/700f9a7e52c7497cad37f7c46023b7ff/3.0.11.0/en-US/737a99e86f8743bdb8d1f6cf4b862c79.html
https://github.com/sap-linuxlab/demo.netapp_ontap/blob/main/netapp_ontap.md

SAP LaMa (sap-Inx44)
A . )

Seeg HANA: H09 dbh09 = HANA: HO09  dbh09clone

SAP-CS: HNS cshn9
SAP-AS: HN9 pahn9

2| 5aP Host Agent (sap-Inx32)

SAP-CS: HNS cshnfclone Execute host and Call
SAP-AS: HN9 pahnSclone SAP operations NetApp provider

o2 1" SAP Host Agent (sap-inxd9)

Execute storage
HAPAIR operations [ A | Ansible Control Node
; netapp_clone.sh

= SAP Host Agent (sap-jump)

NFS mounts NFS mounts
1

|

Die folgenden Softwareversionen wurden fur die Laboreinrichtung verwendet:

* SAP Lama Enterprise Edition 3.00 SP23_2
+ SAP HANA 2.00.052.00.1599235305

» SAP 7.77 PATCH 27 (S/4 HANA 1909)

* SAP Host Agent 7.22 Patch 56

* SAPACEXT 7.22 Patch 69

* Linux SLES 15 SP2

* Ansible 2: 13.7

* NetApp ONTAP 9.8P8

Konfiguration von SAP Lama

Definition eines SAP Lama-Providers

Die Provider-Definition wird in Automation Studio von SAP Lama wie im folgenden Screenshot dargestellt
ausgefuhrt. Die Beispielimplementierung verwendet eine Definition eines einzelnen Providers, die wie zuvor
erlautert fur verschiedene benutzerdefinierte Bereitstellungsschritte und Hooks verwendet wird.
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Dem Provider netapp_clone Wird als Skript definiert netapp clone.sh Registriert beim SAP-Host-Agent.
Der SAP-Host-Agent wird auf dem zentralen Host ausgeflhrt sap-jump, Die auch als Ansible-
Steuerungsknoten fungiert.
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Update Custom Properties: Used

Execute on Central Host Only: Not Used

Copy [Edt] Detete

Auf der Registerkarte used in wird angezeigt, fiir welche benutzerdefinierten Vorgange der Provider verwendet
wird. Die Konfiguration fiir die benutzerdefinierte Bereitstellung NetAppClone und die benutzerdefinierten
Hooks NetAppClone I6schen und NetAppClone Refresh I6schen werden in den nachsten Kapiteln

angezeigt.
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Die Parameter ClonePostFix und SnapPostFix werden wahrend der Ausflihrung des Provisioning Workflows



angefordert und fiir die Snapshot- und FlexClone-Volume-Namen verwendet.
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Custom Processes.

Individuelle Bereitstellung mit SAP Lama

In der zuvor beschriebenen benutzerdefinierten SAP Lama-Bereitstellungskonfiguration wird der zuvor
beschriebene Kundenanbieter verwendet, um die Bereitstellungsworkflows Clone Volumes und
PostCloneVolumes zu ersetzen.
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Custom-Hook von SAP Lama

Wenn ein System mit dem Workflow zum Ldschen des Systems geldscht wird, wird der Haken NetAppClone
I6schen verwendet, um die Provider-Definition aufzurufen netapp clone. Der Haken NetApp Clone
Refresh Ioschen wird wahrend der Systemaktualisierung verwendet, da die Instanz wahrend der Ausflihrung
erhalten bleibt.

SAP  SAP Landscape Management Q  Refresh v  Working Set: Al LN1 onsap-Inx44 (10:34) (@  lamaadmin
ax
Overview v
2
Custom Hooks [
Dashboard
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Visualization
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o3 Operations. >
B Provisioning All Custom Hooks (2) e &N

% Automation Studio Y Name Entity Type Provider Type
Provider Definitions
Delete NetAppClone Refresh Instance netapp_clone Pre hook for ‘Clear Mount Configuration’ a z ®
Custom Operations
Delete NetAppClone Instance netapp_clone Pre hook for Remove Instance’ az/s ®

Custom Hooks
Custom Notifications
Custom Provisioning
Provisioning Blueprints

Custom Processes

Es ist wichtig, Mount Data XML fir den Custom Hook zu konfigurieren, damit SAP Lama dem Provider die
Informationen Gber die Mount Point-Konfiguration bereitstellt.
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Um sicherzustellen, dass der benutzerdefinierte Haken nur verwendet und ausgefiihrt wird, wenn das System
mit einem benutzerdefinierten Bereitstellungs-Workflow erstellt wurde, wird ihm die folgende Einschrankung
hinzugeflgt.
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Weitere Informationen zur Verwendung von benutzerdefinierten Haken finden Sie im "SAP Lama-
Dokumentation"”.

Benutzerdefinierten Bereitstellungs-Workflow fiir SAP Quellsystem aktivieren

Er muss in der Konfiguration angepasst werden, um den individuellen Bereitstellungs-Workflow fur das
Quellsystem zu ermdglichen. Das Kontrollkdstchen Benutzerdefinierte Provisioning-Prozess verwenden
mit der entsprechenden benutzerdefinierten Bereitstellungsdefinition muss ausgewahlt werden.
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‘,.ZA!-, Landscape Management Working Set: [<All> ~] Search: | (R[] 4o  LNionsapinca

Eb R ik

Automation Studio Configuration Infrastructure
_Poois | TSystema | Hosts | Craracterisics |
Overview of Systems and Instances. = ‘ =
Remove Instance and System 4 |[ Reassign Instances | Mass Configuration | | | (Export [ import | @)1 \
Hame Managed ACEnabled | Operalional | Pool | Network Description =
B
" - (T etieaverABAP 777 c3hng MUCCBE
* System database: MASTER (configured) - H09, SAP HANA 02, dbhoS %] 1) wl MUCCBC MUCGBC-SAP-Front
* Central services: 01, cshng 57 7] Muccee MUCCBC-SAP-Front
+ AS instance: 00, pahn® ™ ~ MUCCBC MUCCBC-SAP-Front
| » HNA NetWeaver ABAP 777, cshna &= = = Muccee
=
systems 2 Selected: HN9: NetWeaver ABAP 7.77, eshnd
4 | Log |
| Show In 4
General Intersystem Dependencies
System Name HNS: NefWeaver ABAP 7.77. cshng. 0 | From instance To Instance |
SiD [HNg - [ Outgoing (©)
Instance ID: |SystemiD HN9.SystemHost cshngd «+ [@ Incoming (0)
Solution Manager settings
Assign Solution Manager System: Entity Relations
| Custom Relation Type. | Target Entity Type | Target Entity |

Focused Run Settings
‘Assign Focused Run System:
Disable Workmode Management o

(E] Table is empty

E-Mail Notification

System and A Provisioning EhErA e
This system was provided by instaiiation Custom Notification
“This system can be used for Cloning IE] AppScation Séruer (Un-Jretatiation Enable Custom Notfication:  []
[ Copying [ Diagnostic Agent (Un-jinstalation ACM Settings
[] Renaming [I1nzDM Java ACM-Managed [m]

Use Custom Provisioning Process:
Use as TOMS Control System:

Is B Source System:

Use Replication for Single Tenant Database Refresh: []

Workflow zur Bereitstellung von SAP Lama — Klon-System

Die folgende Abbildung zeigt die Hauptschritte, die beim Systemklonworkflow ausgefuihrt
werden.

Systemn Clone

Prepare Activate Start

v

In diesem Abschnitt wird der gesamte Workflow zum Klonen von SAP Lama-Systemen anhand des SAP-
Quellsystems HN9 mit HANA-Datenbank HO9 erlautert. Das folgende Bild gibt einen Uberblick tiber die
wahrend des Workflows ausgeflihrten Schritte.
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HANA:  HO9 dbh0g
SAP-CS: HN9 cshnd
HNS pahng

SAP-AS:

HA PAIR

9 _data

H08_log

HO9 dbh08clone
HN9 cshnSclone
HNS pahnScione

SAP-CS:
SAP-AS:

"Ll 5P Host Agent (sap-inxdg)

HA PAIR

HO9_shared

HNE_sap

- EXTHN

HO9_shared_cl

HNS_sap_cl

SAP LaMa (sap-Inx44)

Ansible Control Node

netapp_clone.sh
| SAP Host Agent (sap-jump)

1 Create Cloned System Configuration

Create Storage Snapshot + Clone
(netapp_lama_CloneVolumes.yml)

Create Mount Point Configuration +
Set Custom Properties

4  Prepare + Start System

1. Um den Klon-Workflow zu starten, 6ffnen Sie Provisioning in der MenUstruktur und wahlen Sie das
Quellsystem (in unserem Beispiel HN9) aus. Starten Sie dann den Assistenten * Clone System*.

SAP Landscape Management

lamaadmin

Set:All  LN1onsapinxdd (17:23) @

Overview v

=0
1]

Systems.  Virtualization  Cloud

Dashboard
Provisioning Systems View v [

Visualization

SAP Database Administration Systams: 2, Instances: 6

Search

Name Status Pool
s Operations >
[ string | [ setect value ~ | [ select Value ~
B&  Provisioning
% ) :
% Automation Studio v
Systems (2)
Provider Definitions
Name Pool
Custom Operations
I v @ HN9: NetWeaver ABAP 7.7, cshn9 MUCCBC
Custom Hooks
@ HO9 System database (ABAP): MASTER : SAP HANA 02, dbh09 MuCcBC
Custom Notifications
@  HN Central services (ABAP): 01, cshnd Mucese
Custom Provisioning
I @ HN9AS instance (ABAP): 00, pahnd MUCCBC
Provisioning Blueprints
I > ° HNA: NetWeaver ABAP 7.77, cshna Muccec
Custom Pr

{8 Ul Customizations

B Monitoring

3\ Configuration

2 Configuration Extensions
& Infrastructure

£ Setup

v v |V v [ v

Description

V/ Hide Filters

Ve W

BE A N & @

Assigned Host Virtualized
sap-nx32 V Search I:l
sap-Inx32 48 Clone System

sap-inx32 Manage System Snapshots

2. Geben Sie die angeforderten Werte ein. Bildschirm 1 des Assistenten fragt nach dem Poolnamen fiir das
geklonte System. Dieser Schritt gibt die Instanzen (virtuell oder physisch) an, auf denen das geklonte
System gestartet werden soll. Standardmafig wird das System in demselben Pool wie das Zielsystem

geklont.
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Clone System [f]
HN9: NetWeaver ABAP 7.77, cshn9

Basic » Hosts ) HostNames » CustomClone X Consistency ) RevertTo DB Snapshot )» lsolation

Provide Basic Data for Target System

*Pool

[ Mucese

*Short Name

[ clone

Description

[ ctone of system Hg

»  Summary

Validate Step  Reset Step

. Bildschirm 2 des Assistenten fordert die Zielhosts auf, auf denen die neuen SAP-Instanzen gestartet

werden. Die Zielhosts fir diese Instanz kdnnen aus dem im vorherigen Bildschirm angegebenen Host-Pool
ausgewahlt werden. Jede Instanz oder jeder Service kann auf einem anderen Host gestartet werden. In

unserem Beispiel laufen alle drei Dienste auf demselben Host.

Clone System g
HNS: NetWeaver ABAP 7.77, cshn®

Basic M Hosts M HostNames » CustomClone » Consistency ) RevertToDB Snapshot ) Isolation

Host Selection of Target System

Instance

System database: MASTER (configured) : SAP HANA 02
AS instance: 00

Central services: 01

Provisioned/Cloned Virtual Hosts

Target Virtual Host

No data

»  Summary

Target Host/Virtual Host

| sap-imxag

[ sapinxas

[ sapinxas

Validate Step  Reset Step

< Previous Finish £ Cancel

Stellen Sie die in Bildschirm 3 angeforderten Informationen bereit, die Sie nach virtuellen Hosthamen und
Netzwerken fragen. In der Regel werden die Hostnamen in DNS gehalten, sodass die IP-Adressen

entsprechend vorbelegt sind.



Clone System [ Show Source Data
HN9: NetWeaver ABAP 7.77, cshn9

Basic ) Hosts ) HostNames ») CustomClone »» Consistency ) RevertTo DB Snapshot ) Isolation » Summary

Virtual Host Names and Networks

Host Name Auto IP Address 1P Address Target Network Instance/Virtual Host Host Name Usage

[ dbhoscione.muccbe hqneta.. | [] [1723015.157 | [muccecsaprront ~ | [ system database: MASTER (co... | Communication Host Name

[ pahnacione.muccbe.hg netap... | [ [ 1723015159 | [mucceesap-Font | [ As instance: 00 | Communication Host Name

[ eshngcione mucebe hanetap... | [ [ 1723015158 | [Muccee-sap-Fron: v \ \ Central services: 01 ‘ Communication Host Name

Validate Step  Reset Step < Previous Fnish  Exe. Cancel

5. In Bildschirm 4 werden die benutzerdefinierten Klonvorgange aufgelistet. Es werden ein Klon und ein
SnapPostfix Name bereitgestellt, die wahrend der Speicherklonoperation fir das FlexClone Volume bzw.
den Snapshot-Namen verwendet werden. Wenn Sie diese Felder leer lassen, wird der Standardwert im
Bereich Variable des Provider-Skripts konfiguriert netapp clone.sh Verwendet wird.

Clone System 5
HN9: NetWeaver ABAP 7.77, cshn9

Basic ) Hosts X HostNames » CustomClone » Consistency »» RevertTo DB Snapshot » Isolation »» Summary

Custom Clone

Operation Hook Selected Instances

Central services (ABAP): 01, cshnd, AS instance (ABAP): 00, pahnd, System database

Clone Volumes Slind Volrnes (ABAP): MASTER : HO9, SAP HANA 02, dbh0%

Central services (ABAP): 01, cshind, AS instance (ABAP): 00, pahing, System database

Finalize Clone Volumes Modify Mountpoints and add Custom Properties (ABAP): MASTER : HNS, SAP HANA 02, dbh09

Operation Parameters Show All Parameters

ClonePostFix

[ _ctone 20221115

SnapPostFix

[ “snap_20221115

Validate Step  Reset Step < Previsis Gl

6. In Bildschirm 5 ist die Option Datenbankkonsistenz ausgewahlt. In unserem Beispiel haben wir Online:
Clone mit DB ausgewahlt.
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Clone System [
HNSO: NetWeaver ABAP 7.77, cshn9

Basic )» Hosts » HostNames J»» CustomClone ) Consistency »» RevertToDB Snapshot »» Isolation »  Summary

Database Consistency [

) No Consistency
Online: Clone Running DB
Online: Backup/Suspend 10 Mode
Offline: Stop and Restart System
Offline: Database already stopped

Database was stopped during system snapshot

Scheduled Execution of Cloning Step &

[[] Schedule execution of cloning step

Validate Step  Reset Step < Previous Finish

7. In Bildschirm 6 ist eine Eingabe nur erforderlich, wenn Sie einen Mandantenklon durchfihren.

Clone System

HN9: NetWeaver ABAP 7.77, cshn9

Basic )» Hosts ) HostNames »» CustomClone »» Consistency > RevertToDBSnapshot »» Isolation ) Summary

[i] This step is required only for HANA single tenant database clone, using a database snapshot. For any other scenarios you can proceed without entering any credentials.

Provide Usermame and Password

Source SystemDB Administrator User

Source SystemDB Administrator Password

Validate Step ~ Reset Step ¢ previous  [[ESIRM) Finish e Cancel

8. In Bildschirm 7 kann die Systemisolierung konfiguriert werden.
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Clone System
P 7.77, cshn9

M HostNames 3 Custom Clone Consistency M) Revert To DB Snapshot ) Isolation %)  Summary

Define Allowed Outgoing Connections for System Isolation Read Connections Of: | Source Host | HostName: | sap-nxd9 | Get Connections

Rule Type Target Host Target Port Predefined Explanation

0 Allow communication to host (localhost) on al
localhost Any port 4]
- ports

O Allow communication to all hosts on

Any host name
y ice (rifs)

= ¥ communication to all hosts on
Any host name

ommunication to all hosts on
Any host name
L vice (ldaps)

¥ communication to all hosts on
Any host name /
e (cifs)

ommunication to all hosts on
Any host name microsoft-ds
e (microsoft-ds)

Validate Step ~ Reset St < Previous Finish

9. In Bildschirm 8 enthalt eine Ubersichtsseite alle Einstellungen zur endgliltigen Bestétigung, bevor der
Workflow gestartet wird. Klicken Sie auf Ausfiihren, um den Workflow zu starten.

Clone System [ Show Source Data  Create Provisioning Blueprint  Remote Execution
HINg: N ABAP 7.77, cshnd

Basic ) Hosts ) HostNames » CustomClone » Consistency ) RevertToDB Snapshot ) Isolation »  Summary

Vv Host Names

Virtual Host Names and Networks

Host Name Auto IP Address 1P Address Target Network Instance/Virtual Host Host Name Usage

dbh09clone. muccbe hq.netapp.com | [] [1723015157 | BC-SAP-Fro System database: MASTER (configu... | Communication Host Name
pahndclone.muccbe.hg.netapp.com | (] [172 BC-SAP:Front AS instance: 00 Communication Host Name
cshngelone.mucebe.hqnetappicom | [ [172301558 | B Front Central services: 01 Communication Host Name

v Custom Clone

Custom Clone

Operation Hook Selected Instances

Central services (ABAP): 01, cshn2, AS instance (ABAP): 00, pahng, System

Clone Vol 3 Cle Volume:
S one velmes database (ABAP): MASTER : H0S, SAP HANA 02, dbh09

Central services (ABAP): 01, cshng, AS instance (ABAP): 00, pahng, System

Finalize Clone Vol Modify Mountpoints and add Custom Properties
nelize Clone Volumes odlfy Mouniooints and add Custom Properte database (ABAP): MASTER : HNS, SAP HANA 02, dbh09

Operation Parameters Show All Parameters

ClonePostFix

_clone_20221115

snap_20221115

< Previous

SAP Lama fihrt nun alle in der Konfiguration angegebenen Aktionen durch. Dazu gehdren die Erstellung
von Klonen und Exports fiir das Storage-Volume, das Mounten auf dem Ziel-Host, das Hinzufligen von
Firewall-Regeln zur Isolierung sowie der Start der HANA-Datenbank und der SAP-Services.

10. Sie kénnen den Fortschritt des Klon-Workflows im Menii Uberwachung tiberwachen.
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SAP  SAP Landscape Management Q  Refresh Working Set: All  LN1 on sap-inx44 (17:23) (@  lamaadmin

- iew* [ @ :
New view *[\/] @ Y Hide Filters

Dashboard
Latest Server Time: 2022-11-15 17:23:53 (CET)
Visualization

SAP Database Administration Name Status Activity Number
Search [ string | [ setect vatue ~ | [1854 Y% %
o Operations >
B Prousioning Activities (1) e N 8 8
% Automation Studio v
Name Activity Number  Progress Note Start Time Duration User Retry Of Root Activity

Provider Definitions
I wp System Clone 1854 0% 2022-11-15 17:28:45 0:00 lamaadmin Actions V' >

Custom Operations

Custom Hooks

Custom Notifications

Custom Provisioning

Provisioning Blueprints

Custom Processes

Ul Customizations. >

B &

Monitoring v
Activities

Logs

Performance

Configuration

a »

Configuration Extensions

Infrastructure

vovov v

=

Setup

Innerhalb des detaillierten Protokolls werden die Vorgange Clone Volume und Mountpunkte andern und
Benutzerdefinierte Eigenschaften hinzufiigen auf dem Ansible-Knoten ausgefihrt, dem sap-jump
Host: Diese Schritte werden fir jeden Service, die HANA-Datenbank, die SAP-Zentraldienste und den
SAP-ALS-Service ausgefuhrt.

SAP Landscape Management

PX  Overview ~ % &%
= New view* v [ Mo actions Y System Clone ['supponintormation | £7 X
Dashboard Activity | Activity Number 1854
Visualization
noral  Steps
SAF Database Administration —
Search Steps (29) | 7 Hide Fitters L
& Operations. >
o
B8 Provisioning - % %
% Automatio v
Provids % % Gopratlns D i Pravious Mook forfp TETanceninasl HosyParent Vinual StopTime DR
Custom Operations
Hook o i 2
e Activities (1) e nW 8 & o e T 1 23,4 000 000
stem
m Netiications i
Name
Custom Provisianing —
Provisiankg Bispints = System Clone Actions @ Clone Volumes 2 7.8,9,10 i it
st s o @ Clone Volumes 3 7.8,9,10 o 013
: J
o Start Time: 2022-11-15 17:28:45 £ o :;z':” o8 4 5 000 0:1
@ Finalize Source i e 02
o 5 6 1 021
>
>
5 @ Clone Volumes 6 7,8,9,10 5 37 o3
>
o Geriocal 7 1 235 15 000
8 23,6 15 0:09
3 2,3,6 15 009

11. Durch Auswahl der Task Clone Volumes wird das detaillierte Protokoll fiir diesen Schritt angezeigt und die
Ausfihrung des Ansible Playbook wird hier angezeigt. Wie Sie sehen, das Ansible-Playbook
netapp lama CloneVolumes.yml Wird fir jedes HANA Datenbank-Volume, die Daten, das Protokoll
und die gemeinsame Nutzung ausgefuhrt.
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SAP  5AP Landscape Managemen

Overview

Dashboard

Visualization

SAP Database Administration

Search
Operations

Provisioning

Automation Studio
Provider Definitions
Custom Operations
Custom Hooks
Custom Notifications
Custom Provisioning
Provisioning Blueprints
Custom Processes

Ul Gustomizations

Monitoring

Activities
Logs

Performance

% Configuration
% Configuration Extensians
8 Infrastructure

Setup

vV v v

New view * ~ [

Sarver Time: 2022-11
15

17:31:39
(CET)

Name

Activities (1)

Name
= System Clone

Activity Number: 1854
Progress: @S

Note:

Start Tima: 2022-11-15 17:28:45

Y %

Actions v

System Clone

Activity | Activity Num
General  Steps

Next: 7,8,9,10
Previous: 1

Haok far ID:

@ Prepare DB copy
1D: 4

t 5

Previous: 1

Haook for ID:

@ Finalize Source DB
5%

Next: &

Previous: 4
Hook for ID:

@ Clone Volumes

Previous: 5

Hook for ID:

@ Clesr Local Cache

Previous: 2,3,6
Haok for ID:

@ Modify Mountpoints and add Custom
Properties

0:8 ¥

Next

Previous: 2,3,6

Hook for 1D

@ Modify Mountpeints and add Custom
Properties

D:9 %
Nex:

Previous: 2,3,6

Clone Volumes [V HideFiters] T2 %
Step | 1D 6 | Activity Number 1
verity
String Debugx v %
Messages (20) DU -

((DEBUG)) | ID: 59 | Message Code: OSP-0200
Enty Time: 0:38

10:58 | Message Code: TMP-1001
Time: 2022-11-15 17:30.0% ) Time: 073

Temp File /tmp/VCM/saplvmgdMDYH removed

Message Code: FWD-0003

Y Time: 0:38

me: 202211

No valid sapacext not found. Request will be handled by sapacosprep. See log for further details

letApp Clone for Custom Provis

1D: 39 | Message Code:

Running ansible playbook netapp_lama_CloneVolumes ymi on Volume HO9_shared

UG) | ID: 31 | Message Code: NetApp Clone for Custom Provis

Time: 2022-11-15 17:29:40 | Entry Tim

Running ansible playbook netapp._Lama_CloneVolumes yml on Volume HO9_log

(BE8UG) | ID: 23

Message Code: NetApp Clone for Custom Pravis
Time: 2 9.40 o

9:40 | Entry Time: 0:17

Running ansible playbook

pp_Lama_CloneVolumes yml on Volume HO3_data

DEBUG ) | ID: 22 | Message Code: NetApp Clane for Custom Provis
i Encry Time: 0:17

saving mount config..

ID: 21 | Message Cade: NetApp Clone for Custom Provis
1115 17.28.40 | Enry Time: 0:17
netapp_clone.sh --HookOy es -SAPSYST]
_XML_§ mpVCM/saplvmgIMDYH --PARAM_ClonePostFi
PARAM_SnapPostFix=_snap, 20221115 --PROP_ClonePostFix=
SAP_LVM_TARGET_SID=HM;

~SAPSYSTEM=02 -
=_clone_20221115 -
-PROP_SnapPostFix= ~SAP_LVM_SRC_SID=HNS --

Message Code: Netépp Clone for Custom Provis

pp_clone.sh Version 0.9

12. In der Detailansicht des Schritts Mountpoints @ndern und Benutzerdefinierte Eigenschaften
hinzufiigen finden Sie Informationen zu den Mount-Punkten und den vom Ausfiihrungsskript Gibergebenen
benutzerdefinierten Eigenschaften.

SAP  5AP Landscape Management

Overview
Dashboard

Visualization

SAP Database Administration

Search
s Operations
B Provisioning

&

Automation Studio
Provider Definitions
Custom Operations
Custom Hooks
Custom Notifications.
Custom Provisianing
Provisioning Blueprints

Custom Processes

& Ul Customizations
& Monitoring
Logs
Performance

%, Configuration
Configuration Extensions
Infrastructure

Setup

A A E AR

New view * v [

Latest Server Time: 2022-11
15

17:32:39
(CET)

Status

Select Value v
Activity Number

| 1834
Activities (1) 5 )
Name

= System Clane

Activity Number: 1854
Progress:

Note

Start Time: 2022-11-1517:28:45

System Clone

Activity | Activity Num.

General  Steps

Previous: 1

Hoak for 1D

Previous: 4
Hook for ID:

@ Clone Volumes
D: 6 ¥

Next: 7,8, 9,10
Previous: 5

Hook for ID:

@ Clear Local Cache

D: 7

2.3.6
Hook for D

@ Modity Mountpoints and add Custom
Properties

Previous: 2,3,6
Hook for ID

@ Modity Mountpoints and add Custom
Properties

ID: 9

MNext:

Previous: 2, 3,6
Haok for 1D

@ Madify Mountgoints and add Custom
Properties

ID: 10
Next
Previous: 2,3,6

Haak for ID:

Working Set: All LN on sap-Inx

| ¥ HideFitters | £ X

Modify Mountpoints and add Custom Properties
Step | 1D 10 | Activity Number 1854

Message Severity
Debug X/ | Result x v Y %

Messages (15)

(DEBUG)) | D: 40 | Message Code: LVM
me: 201 5 1 | Entry Time: 0:30

Updates Persisted

((DEBUG) | ID: 39 | Message Code: LVM

2022-11-15 17:30:31 | Entry o

.

Message Code: Netipp Clone for Custom Provis

RESULT) | ID: 24
T 15 17:30:

aperty SnapPostFix=_snap_20221115

ID: 23 | Message Code: NetApp Clone for Custom Provis

operty ClonePostFix=_clene_20221115

ID: 22 | Message Cade: NetApp Clane for Custom Provis
517:30:20 | Enury Time: 0:18

KO ~SAPSYSTI ME=HNS --SAPSYSTEM=01
PARAM_ClonePostFi ne_20221115 --PARAM_SnapPostFix=_snap_20221115 -
PROP_SnapPostFix= --SAP_LVM_SRC_SID=HNG --SAP_LVM_TARGET_SID=HNg

ID: 21 | Message Code: NetApp Clone for Custom Provis
s 0 | Entry Time: 0:16

Running Script netapp_clone.sh Version 0.9

Message Code: LVM
oy Time: 0:00

Retrieved the following parameters from hostagent [name: ClanePostFix, is a CustomProperty, name: Cl Lisa
C s perty, name: MOUNT_XML_PATH, name: SAPSYSTEMNAME
name: SAP_LVM_SRC_SID, name:

. name:

name: Hook name: Snap|
SAP_LVM_TARGET_SID, name: SAPSYSTEM]

(DEBUG)) | 1D: 10 | Message Code: LVM
T 145 17:30:01 1y Time: 6:00

Updating logs

BEBUG)) | ID: 9 | Message Code: LVM

sic Transferred Parameters

CustomOpld: ‘e0c689cc-6017-11ed-c30e-000000729672

HookOperationName: FinalizeCloneVolumes'

Hostiame: ‘sap-Inx49

Previous Service ID: ‘SystemID HNS, Number 01 InstanceHost cshnd

Serviceld: 'SystemID.HNS, Number 01 InstanceHost.cshn3clone. muccbe hq netapp.com
srcServiceld; "SystemiD.HNS.Number.OL.InstanceHost.cshng

Nach Abschluss des Workflows ist das geklonte SAP-System vorbereitet, gestartet und betriebsbereit.
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Workflow zur Deprovisionierung von SAP Lama -
Systemzerstore

Die folgende Abbildung zeigt die wichtigsten Schritte, die mit dem Workflow zum Léschen
des Systems ausgeflihrt werden.

Systemn Destroy

1. Um ein geklontes System auller Betrieb zu nehmen, muss es vorab angehalten und vorbereitet werden.
Anschlielend kann der Workflow zum Ldschen des Systems gestartet werden.

v

SAP LaMa (sap-Inx4d)

Ansible Control Node
netapp_clone.sh

SAP Host Agent (sap-jump)

a8 | SAP-CS: HN9 cshn9
‘SAP-AS: HNS pahn8

*os SAP Host Agent (sap-Inx32) 1 Stop System and Unprepare

! o Delete Storage Clone + Snapshot
| (netapp_lama_ServiceConfigRemoval.yml)

o

1NS_sap_cl

2 Delete System Configuration

2. In diesem Beispiel wird fur das zuvor erstellte System ein Workflow zur Systemzerstérung ausgefuhrt. Wir
wahlen das System im Bildschirm Systemansicht aus und starten den System Workflow zerstéren unter
Prozesse zerstoren.

3. Hier werden alle wahrend der Bereitstellungsphase gepflegten Mount-Punkte angezeigt und wahrend des
Workflow-Prozesses zur Systemzerstérung geléscht.
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Destroy System [fj]

HNS, ver ABAP 7.77, dbh0Sclone.muccbe.hq.netapp.com

Delete Storage Volumes ¥  Delete Host Names 3 Summary

Storage Volumes

Delete Volume

Storage Manager

Mount Data Without Corresponding Storage Volume

Instance
AS instance: 00
AS instance: 00
AS instance: 00
AS instance: 00

AS instance: 00

Storage Type
NETFS
NETFS
NETFS
NETFS

NETFS

System database: MASTER : HO9, SAP HANA D2 NETFS

System database: MASTER : HO9, SAP HANA 02 NETFS

System database: MASTER : HO9, SAP HANAD2  NETFS

Central services: 01
Central services:
Central services
Central servic

Central services:

NETFS

NETFS

NETFS

NETFS

NETFS

Storage System

Export Path

192.168.10.147

192.168.10.14:/

192.168.10.14:

192.168.10.14:/

192.168.10.14
192.168.10.14:

192.168.10.14

192.168.10.141

192.168.10.143

192.168.10.14;

192.168.10.14;

192.168.10.14;

192.168.10.14:/

Storage Pool

HN9_sap_clone_20221115/hnSa...
HNS_sap_clone_20221115/sapmnt
HN3_sap_clone_20221115/HN9

HN9_sap._clone_20221115/ccms

JHN9_sap_clone_20221115/saptr

H09_data_clone_20221115/data

/H09_log_clone_20221115/log

H09_shared_clone_20221115/sh.
HN9_sap_clone_20221115/hn%a...
HNG_s lone_20221115/sapmnt
HN9_sap_clone_20221115/HNS
HNS_sap_clone_20221115/ccms

HN9_sap_clone_20221115/saptr...

Volume Group

Mount Point
Ihome/hnadm
IsapmntHNG
Iusrlsap/HNS
lusrisaplcems/HNS_00
lusrlsaphans
/hana/data/HO3
Ihanallog/HO3
fhanalshared/HO9
fhomelhngadm
Isapmnt/HNY
lusrlsap/HNS
lusrlsaplcems/HNG_00

lusrisapltrans

Latest Monitoring Time

Mount Options
fwinoatime vers=3,rsize=65536,

rwinoatime vers=3,rsize=65536,wsize=65536,na.
rwinoatime vers=3,rsize=65536 wsize:
fw,noatime vers=3,rsize=65536,
rwinoatimeyvers=3,rsize=65536 wsize=6
rw,noatime vers=3,rsize=65536 65536.na
rwnoatime vers=3,rsize=65536 wsize:

rw.noatime,vers=3,rsize=65536 w

rw,noatime,vers=3,rsize=65536 wsize=65536,na...

rw,noatimevers=3,rsize=65536 wsize=6
rw,noatime,vers=3,rsize=65536 wsize=6!
rw,noatime vers=3,rsize=65536 wsize=8

rwnoatime vers=3,rsize=65536 wsize:

Monitoring Time:

| [ Monitoring Data

Validate Step  Reset Step LU Finish

Es werden keine virtuellen Hosthamen geldscht, da sie Uber DNS gepflegt und automatisch zugewiesen
wurden.

Destroy System [
HNS9: NetWeaver ABAP 7.77, dbh09clone.muccbe.hg.netapp.com

Delete Storage Volumes 3  Delete HostNames 3  Summary

Host Names

Delete DNS Server Host Name IP Address

No data

< prevous Frish Eeecte Goncel

Validate Step ~ Reset Step

4. Klicken Sie auf die Schaltflache Ausfihren, um den Vorgang zu starten.
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Destroy System [ Show Source Data  Create Provisioning Blueprint ~ Remote Execution
HNO: NetWeaver ABAP 7.77, dbh09clone.mucche.hg.netapp.com

Delete Storage Volumes 3  Delete Host Names 3 Summary

[il SAP advises that it is the customer's responsibility to ensure that no data is lost when the selected volumes/virtual hosts are deleted by SAP Landscape Management

“ Delete Storage Volumes

Storage Volumes
Delete Volume Starage Manager Storage System Storage Pool Volume Group Latest Monitoring Time
No data

Mount Data Without Corresponding Storage Volume

Instance Storage Type Export Path Mount Point Mount Options

AS instance: 00 NETFS 192.168.10.14:/HN9_sap_clone_20221115Mn9...  /home/nIadm rw,noatime vers=3, i M
AS instance: 00 NETFS 192.168.10.14:/HN9_sap_clone_20221115/sap...  fsapmnt/HNI rw.noatime vers=3, i T
AS instance: 00 NETFS 192.168.10.14:/HN9_sap_clone_20221115/HNS  /usrisap/HN rw,noatime vers=3, i M
AS instance: 00 NETFS 192.168.10.14:/HN9_sap_clone_20221115fccms  Jusrisapleems/HNG_00 rw.noatime vers=3, i T
AS instance: 00 NETFS 192.168.10.14:/HN9_sap_clone_20221115/sapt... /usr/sapftrans rw,noatimi .
System database: MASTER : H09, SAP HANA 02  NETFS 192.168.10.14:/H09_data_clone_20221115/data  /hanaldata/HO9 rw,noatim; e
System database: MASTER : H09, SAP HANA 02 NETFS 192.168.10.14:/H09_log clone_20221115/log fhanaflog/HO9 rw,noatimi .
System database: MASTER : H09, SAP HANA 02  NETFS 192.168.10.14:/H09_shared_clone_20221115/s...  /hana/shared/H02 rw,noatim; e
Central services: 01 NETFS 192.168.10.14:/HN9_sap_clone_20221115/hn9...  fhome/hn9adm rwnoatime vers=3,rsi

Central services: 01 NETFS 192.168.10.14:/HN9_sap_clone_20221115/sap...  /sapmnt/HNG rw,noatime vers=3,

Central services: 01 NETFS 192.168.10.14:/HN9_sap_clone_20221115/HNS  Jusrisap/HNS rw,noatime vers=3,rst i .
Central services: 01 NETFS 192.168.10.14:/HN9_sap_clone_20221115fcems  /usrisaplcems/HNG_00 rw,noatime vers=3, i M
Central services: 01 NETFS 192.168.10.14:/HN9_sap_clone_20221115/sapt...  fusrisapitrans rw,noatime vers=3, : e

Monitring Time: | (moni

SAP Lama flhrt jetzt das Loschen der Volume-Klone durch und I6scht die Konfiguration des geklonten
Systems.

5. Sie kénnen den Fortschritt des Klon-Workflows im Menii Uberwachung iiberwachen.

SAP  SAP Landscape Management Refresh Working Set: All x4 (1752) lamaadmin
B i C — v System dest = X
New view * ~ [ m———— ystem aestroy upport Information | £7
Dashboard Activity | Activity Number 1861
Latest Server Time: 2022-11-15 17:52:54
Visualization (CED
General  Steps
SAP Database Administration —_—
Name
Search [ee ‘ Steps (4) ¥ HideFilters || 14 &
s Operations >
Status Status Operation
B Prwicnig [ setect Vetue v [ select value ~ | [ string Ve Y%
Tx  Automation Studio b4 Activty Number
Provider Definitions [1861 | % % Operation D Next Previous  Hookfor D/ Iistance/Virtual HosifE atantViuat StepTime Duration
Element Element
Custom Operations
HNS Central services
Custom Hooks s
Activities (1) e N 8 & Dol 1 2,34 4 (ABAPROL sap-ump 000 o1 >
. NetAppClone cshnSclone.mucche.h
Custom Notifications e
| e q.netapp.com
| Custom Provisioning HNO AS instance
| Provisioning Blueprints. & Srmdety ® © Delete 2 3,4 1 4 (ABARKE, sap-jump >
| = NetAppClone pahnSclone.muccbe.
Custom Processes Aeybiennce e ha.netapp.com
| Progress: (0%
48 Ul Customizations > HO9 System
. R database (ABAP)
| @& Monitoring M Start Time: 2022-11-15 17:55:03 4 © Delete 5 1 12 4 MASTER:SAP HANA g
Activities ‘ NetAppClone . . sap-jump
_— A bneuedia
Logs ha.netapp.com
P HNS: NetWeaver
© Remove ABAP7.77,
2 Configuration > Instance ¢ Les dbhoSclone.mucche. ’

A Configuration Extensions > haq.netapp.com

& Infrastructure >

‘ & Setup >

6. Durch Auswahl der Task NetAppClone I6schen wird das detaillierte Protokoll fir diesen Schritt angezeigt.
Die Ausfiihrung des Ansible Playbook ist hier dargestellt. Wie Sie sehen, das Ansible Playbook
netapp lama ServiceConfigRemoval.yml Wird fir jedes HANA Datenbank-Volume, die Daten, das
Protokoll und die gemeinsame Nutzung ausgefuhrt.
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SAP  5AP Landscape Management Q. Reffesh ~  Working Set:All  LN1 on sap-Inx44 (17:56) lamaadmin

oz —_—
Overview ~ S 2
% . - v
New view * ~ @ System destroy Delete NetAppClone V Hide g %
Dashboard Activity | Activity Numb. Step | 1D 3 | Activity Number 1861
Latest Server Time: 2022-11
Visualization 15
17:56:28 | Steps e Severity
SAP Database Administration (CET) — e i’
[ s Debug %/ | Resultx v % Y
Search Steps (4) (THdeFites] | T @
Name
& Operations > =
) Messages (19 P
B Provisioning ges (19) L &
% i ode: 0SP-0200
%t Automation Studio ~
v Operation
Provider Definitions Activity Number String | % %
Custom Operations 1861 % % ode: THP-1001
Custom Hooks Operation Temp File Amp/NCMisaplvmZ JM1D2 removed
Custom Notfications Activities (1) 5% &8 6 @ Delato NetAppClone FWD-0003
Custom Provisioning 18
N No valid sapacext not found. Request will be handled by sapacosprep. See log for further details
Prowi 8l ame Next: 2,3,4
rovisioning Blueprints
(_DEBUG 1D: 57 | Message Code: HALo,
- T Previous [DEBUG g g
o ook for ID: 4 kASULlog from host sap-jump
& Ul Customizations > Ao eheriiie @ Delete NetAppClone | d
= Progress: QKA ’ 3 (CDEBUG ) | ID: 56 | Message Code: LVM
B Monitoring 2 e D2 ¥ s 2 G
No ¥ & 03
Activities Start Time: 2022-11-15 17:55.03 Mext: 3,4 ‘ Remov i File Amp/VCM/saplvmZIM1D2now
Logs 1

D: 39 | Message Code: NetApp Clone for Custom Provis
7:56:00 | Erary Time: 0:14

ok for ID: 4
Performance Hook for ID: 4

Running ansible playbook netapp_lama_ServiceConfigRemovalymi on Volume HO9_shared

2 Configuration @ Delete NetAppClone

> ((DEBUG) | ID: 31 | Message Code: NetApp Clone for Custom Provis
= o { oty Time: 018
% Configuration Extensions > e .
Next: 4 Running ansible playbook netapp_lama_ServiceConfigRemovalymi on Volume HOS_log
& Infrastructure > —
s Previous: 1,2 ((DEBUG) | ID: 23 | Message Code: NetApp Clone for Custom Provis
& sewp > Hook for ID: 4 e ey S

le playbook netapp_lama_ServiceConfigRemovalyml on Volume H09_data
= Remove Instance

D: 4 &

A & NetApp Clone for Custom Provis
< 2 014
Netapp_clone.sh - HOOKOParalionhame= Servicec.ont; A WNAME=HOD -
MOUNT_XML_P pIVCM/saplvmZIMID2 --PARAM_ClonePostFix= --PARAM_SnapPostFi
PROP_ClonePostFix=_clone_20221115 --PROP_SnapPostFix=_snap_20221115 --SAP_LUM_SRC.
SAP_(VM_TARGET_SID=

ssage Code: NetApp Clone for Custom Provis
Envy 14

t netapp._clone.sh Version 0.9

D: 13 | Message Code: LVM
5 | E o

wing parameters from hostagent [name: ClonePostFix, is a CustomProperty, name: ClonePostFix, is a

Workflow zur Bereitstellung von SAP Lama — Kopiersystem

Die folgende Abbildung zeigt die primaren Schritte, die mit dem Workflow fur
Systemkopien ausgeflhrt werden.

Systemn Copy

Activate  System

Start Import Configuration + Deactivate
Isolation Rename System Post Copy Automation Isolation

v

In diesem Kapitel besprechen wir kurz die Unterschiede zwischen dem Workflow und den Eingabebildschirmen
von Systemklonen. Wie im folgenden Bild zu sehen ist, werden im Storage-Workflow keine Anderungen
vorgenommen.
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HANA: HO2 dbh02

HANA:  H10 dbh10 _
SAP-CS: HN2 cshn2

SAP-CS: HNA cshna
SAP-AS: HNA pahna

2| SAP Host Agent (sap-inx33)

SAP-AS: HN2 pahn2

4
H10_data H10_data _cl

HA PAIR

H10_shared

HNA_sap

TR ([ .

'1

4

Ansible Control Node

netapp_clone.sh
'SAP Host Agent (sap-jump)

Create System Configuration

Create Storage Snapshot + Clone
(netapp_lama_CloneVolumes.yml)

Create Mount Point Configuration +
Set Custom Properties

Prepare + Rename System +
Start Startsystem (+....)

1. Der Workflow der Systemkopie kann gestartet werden, wenn das System entsprechend vorbereitet wird.
Dies ist fur diese Konfiguration keine spezifische Aufgabe, und wir erklaren sie nicht im Detail. Weitere

Informationen finden Sie in der Dokumentation zu SAP Lama.

SAP  SAP Landscape Management

Set:All  LN1onsapinx44 (11:13) @

sz
I8 Overview v Systems  Virtualization  Cloud

Dashboard

Visualization Provisioning Systems View v @

SAP Database Administration Systems: 2, Instances: 6

Search

= Name Status Pool
% Operations > r
ksl String. | [ select vatue ~ | [ setect Value ~
B& Provisioning
% Automation Studio >
Systems (2)
{& Ul Customizations
Name
& Monitoring
> @ HN9: NetWeaver ABAP 7.77, cshnd
Activities
> @ HNA: NetWeaver ABAP 7.77, cshna
Logs
Performance

2 Configuration

% Configuration Extensions

o

Infrastructure

v v v v

& setp

Pool
MuCCBC

MUCCBC

Description

Assigned Host

V Hide Filters

Y% W

B an a8 8

Virtualized
Vseach | |

{& Clone System

{& Copy System

2. Wahrend des Kopieworkflows wird das System umbenannt, was im ersten Bildschirm angegeben werden

muss.
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Copy System @

HNA: NetWeaver ABAP 7.77, cshna

Basic ) Hosts ) HostNames ) Instance Number ) CustomClone ») Consistency ) Users » Rename ») Isolaion » ABAPPCA ) Summary

Provide Basic Data for Target System

*System ID *Pool
(e Muccee @]
7] Use different Database Name Description
*HANA SID Copy of System 'HNA
HO2

Set Master Password for OS and DB Users [

*Password

*Confirm Password

Validate Step ~ Reset Step Cancel

3. Wahrend des Workflows kdnnen Sie die Instanznummern andern.

Copy System g
HNA: NetWeaver ABAP 7.7, cshina

Basic ) Hosts ) HostNames ) Instance Number ) CustomClone M) Consistency » Users ) Rename ») Isolstion ) ABAPPCA » Summary

SAP Instance Numbers

*System database: MASTER (configured) : SAP HANA 02
| 02

*AS instance: 00

[0

#Central services: 01

[o1

Validate Step ~ Reset Step < Previous Finish £ Cancel

@ Das Andern von Instanznummern wurde nicht getestet und erfordert méglicherweise
Anderungen im Provider-Skript.

4. Wie hier beschrieben, unterscheidet sich der Custom Clone-Bildschirm nicht vom Klon-Workflow, wie hier
dargestellt.
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Copy System 3

HNA: NetWeaver ABAP 7.77, cshna

Basic ) Hosts ) HostNames »» Instance Number

Custom Clone
Operation

Clone Valumes
Post Clone Volumes

Operation Parameters

ClonePostFix

» Consistency M Users

Hook

Clone Volumes

Modify Mountpoints and add Custom Properties

» Rename » Isolaton » ABAPPCA » Summary

Selected Instances

System database (ABAP): MASTER : H10, SAP HANA 02, dbh10, Central services
(ABAP): 01, cshna, AS instance (ABAP): 00, pahna

System database (ABAP): MASTER : HN2, SAP HANA 02, dbh10, Central services
(ABAP): 01, cshna, AS instance (ABAP): 00, pahna

Show All Parameters

[(string

SnapPostFix

String

Validate Step ~ Reset Step

< Previous Finish  Exe Cancel

5. Wie wir bereits beschrieben haben, weichen die restlichen Eingabemasken nicht vom Standard ab, und wir
gehen hier nicht weiter hinein. Der letzte Bildschirm zeigt eine Zusammenfassung, und die Ausflihrung

kann nun gestartet werden.

Copy System g
HNA: NetWeaver ABAP 7.77, cshna

Basic ) Hosts ) HostNames M) Instance Number

» Consistency % Users

Show Source Data  Create Provisioning Blueprint  Remote Execution

» Rename » Isolaton » ABAPPCA » Summary

m

SAP aduises that it is the customer's responsibility to ensure that it has all necessary third party license rights required to clone and/or copy an environment using this software, and the customer has obtained and will maintain all such license rights necessary

to use the functionality described herein, including, without limitation, the license right to operate the target system landscape after cloning and/or copying.

v Basic
Provide Basic Data for Target System

*System ID

HN2

[¥] Use different Database Name
*HANA SID

Ho2
Set Master Password for 0S and DB Users

*Password

#Confirm Password

v Hosts

Host Selection of Target System
Instance

System database: MASTER (configured) : SAP HANA 02

*Pool

[ Mucese

Description

Copy of System 'HNA'

Target Host/Virtual Host

sapnkd5 |

< Previous [ Execute JECRET

Nach dem Kopiervorgang ist die Zielinstanz flr den benutzerdefinierten Klonprozess nicht aktiviert.
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wundsmpe Management Warking Set seacn [ [{j(Ba)  qecp UN1onsapdnxsd(1156), Related Links & Help, lemaadmin,,

B g -1

Automation Studio Configuration Infrastructure Setup

? HNS: Hetieaver ABAP 7.77. cshng

= MUCCEC
> HNA:NetWeaver ABAP 7.7, cshna [

MuccBC

[Bio)

Intersystom Dependencies

System Name: i
sio: + [ Outgaing (0) I
Instance 1D |+ [ incoming (9) |

Solution Manager settings

Assign Solution Manager System: [ 3] Entiy Relations

Focused Run Seftings
Assign Facused Run System: 1 ]
Disable Workmode Management o

(&) Table is empty.

E-Mail Notification

System and A Provisioning. Enable Email Nofification:  []

This system was provided by: (Copy. ] Custom Notification
‘Source System: [HNA NetWeaver ABAP 777 Gstna | Exdtle sl oincapon:
This system can be used for [ Gloning [C) Application Server (Un-instaliation ACM Sattings.
[copying [] Diagnostic Agent (Un-jinstallation AGM-Managed o
[ Renaming [CInZDM dava
[ Standaione PGA ] Replication Configuration
Use Custom Provisioning Process: o] ——
Use a5 TOMS Control Sysiem: ]
Is BYY Source System: =]

Use Repieation for Single Tenant Database Refresh: []

‘Enable Network Fencing: [V]

Es muss manuell angenommen werden, um den Pre-Hook-Schritt wahrend des System Destroy-Prozesses
auszufihren, weil eine Bedingung festgelegt ist und die Ausfiihrung verhindert.

.3.!~’ Landscape Management WorkingSet (AI> ¥]  semen [ (3)(60) qap  LNTonsapimdd(11:50), Related Links & Help, lamaadmin ,
Automation Studio ‘Configuration Infrastructure Setup

Contguration] |  Fitering | | [Ex

| > HNo: Netweaver ABAP 7.77. eshng
P HNA: Netveaver ABAP 7.7, cshna =

systems 3 Selected: HNZ: NetWeaver ABAP 7.7, dbh02.mucchc.hq.netapp.com

General Intersystem Dependencies
System Hame- [HN2. NefWeaver ABAP 7.17. dbh0Z mucche hq nefapp com ' ins o nst ‘
it S + [ Outooing 1) i
Instance 1D e r ‘
Solution Manager settings
Assign Solution Manager System: D Entity Relations
Focused Run Settings.
‘Assign Focused Run System: ( 3]
Oisable Warkmade Management: o —
‘System and AS Provisioning Enable Emai Notiicaton:  []]
This system was provided by: (Copy ) Custom Notification
Source System: [HNA: HefWeaver ABAP 7,77, cshna. Enable Custer Noifcation: ]
Thikiayatzon can be used fit! [ Cioning 7] Application Server (Un-installation ACH Settings.
[ Gopying [] Diagnostic Agent (Un-)installation ACM-Managed: [u]

Use Custom Provisioning Process
Use as TDMS Contral System: m
Is BW Source System: o
Use Repication for Single Tenant Database Refresn: [}

Allowed
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SAP Lama-Bereitstellungs-Workflow —
Systemaktualisierung

Die folgende Abbildung zeigt die wichtigsten Schritte, die bei der Systemaktualisierung
ausgefuhrt werden.

System Refresh

Wahrend des Aktualisierungs-Workflows muss der Storage-Klon geléscht werden. Sie kdnnen dasselbe
Ansible-Playbook wie fiir den Workflow zum Zerstoren des Systems verwenden. Der Custom Hook wird jedoch
in einem anderen Schritt definiert, sodass das Playbook entsprechend benannt wird. Der Prozessschrittn’t
Klons unterscheidet sich nicht.

v

SAP LaMa (sap-inx44)
A > LaMa, _
[ A |

' Ansible Control Node

netapp_clone.sh

o 21 AP Host Agent (sap-jump)

HANA:  HO2 dbho2
SAP-CS: HN2 cshn2
SAP-AS: HN2 pahn2

g HANA: H10 dbh10

SAP-CS: HNA cshna sand

A SAP-AS: HNA pahna
=) SAP Host Agent (sap-Inx33)

1 Export Configuration + Stop + Unprepare

| Delete Storage Clone + Snapshot
(netapp_lama_ClearMountConfig.yml)

Create Storage Snapshot + Clone
(netapp_lama_CloneVolumes.yml})

Create Mount Point Configuration
Set Custom Properties

H1ﬂi - G Prepare + Rename System +
0_data

5 Start Startsystem (+ ....)
-—
>

Der Aktualisierungs-Workflow kann tber den Bereitstellungsbildschirm fir ein kopiertes System ausgelost
werden.

28



SAP

Overview

o
ar

Dashboard

Visualization

SAP Database Administration

Search
% Operations

Operations

Operation Templates

Schedules
Provisioning
Automation Studio

Ul Customizations

B, & oF |5

Monitoring
Activities
Logs
Performance

Configuration

ap

Configuration Exter

Infrastructure

&

Setup

nsions

s v | |

SAP Landscape Management

Systems  Virtualizaton  Cloud

Provisioning Systems View v [

Systems: 3, Instances: 9

Status

| [ setect vatue

Value

Systems (3)

Name
I > @ HN2: NetWeaver ABAP 7.77, dbh02.muccbe.hg.netapp.com
I > @ HN9: NetWeaver ABAP 7.77, cshnd
I > @ HNA: NetWeaver ABAP 7.77, cshna

Pool

MUCCBC
MUCCBC
MuccBC

Q  Refresh Working Set: Al LN1 on sap-Inx44 (11:55)

Description

Copy of System 'HNA

Assigned Host

lamaadmin

V Hide Fitters | |

Virtualized

[Provisioning ~

Destroy Processes

{& Refresh System

Refresh Processes

>

¥ Search |

{8 Refresh Database

{8 Restore-Based Refresh

Manage System Snapshots

Auch hier unterscheidet sich nichts von den Eingabemasken vom Standard, und die Workflow-Ausfiihrung
kann Uber den Ubersichtsbildschirm gestartet werden.

Refresh System &

HN2: NetWeaver ABAP 7.77, dbh0Z.mucebc. hg.netapp.com

Basic ) Hosts

» HostNames J)» CustomClone »» Consistency 3

Users

»

Rename

»

Isolation

»

ABAP PCA

»

Summary

Show Source Data

Create Provisioning Blueprint

Remote Execution

fo use the functionality described herein, including, without imitation, the license right to operate the target system landscape after cloning and/or copying.

[l SAP advises that itis the customer's responsibility to ensure that t has all necessary third party license rights required to clone and/or copy an environment using this software, and the customer has obtained and will maintain all such license rights necessary

wv Basic

Basic Data

of System to Be Refreshed [&

Refresh from System HNA: NetWeaver ABAP 7.77, cshna

Export of System Configuration Data

[[] Export already exists

*Export to Directory

1tmpNCM_pca/HN2/

[ Remove Export After Import

Set Master Password for OS and DB Users [l

*Password

v Hosts

*Confirm Password

Host Selection of Target System

Instance

Target HostVirtual Host

< Previous

(e R

Provider-Skriptkonfiguration und Ansible Playbooks

Die folgende Provider-Konfigurationsdatei, das Ausfuhrungsskript und Ansible-Playbooks
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werden wahrend der Beispielimplementierung und der Workflow-Ausflhrung in dieser
Dokumentation verwendet.

(D Die Beispielskripte werden wie IS bereitgestellt und von NetApp nicht unterstiitzt. Sie kdnnen
die aktuelle Version der Skripte per E-Mail an ng-sapcc@netapp.com anfordern.

Konfigurationsdatei des Anbieters netapp_Clone.conf

Die Konfigurationsdatei wird wie im beschrieben erstellt "SAP Lama Documentation — Konfigurieren von
registrierten Skripten fur SAP-Host-Agent". Diese Konfigurationsdatei muss sich auf dem Ansible-
Steuerungsknoten befinden, auf dem der SAP-Host-Agent installiert ist.

Der konfigurierte os-Benutzer sapuser Zum Ausfihren des Skripts und der sogenannten Ansible Playbooks
mussen die entsprechenden Berechtigungen vorhanden sein. Sie kdnnen das Skript in einem gemeinsamen
Skriptverzeichnis platzieren. SAP Lama kann beim Aufruf des Skripts mehrere Parameter bereitstellen.

Zusatzlich zu den benutzerdefinierten Parametern PARAM ClonePostFix, PROP_ClonePostFix,
PARAM ClonePostFix, und PROP ClonePostFix, Viele andere konnen ubergeben werden, wie in der
gezeigt "SAP Lama-Dokumentation".

root@sap-jump:~# cat /usr/sap/hostctrl/exe/operations.d/netapp clone.conf
Name: netapp clone

Username: sapuser

Description: NetApp Clone for Custom Provisioning

Command: /usr/sap/scripts/netapp clone.sh

--HookOperationName=$ [HookOperationName] --SAPSYSTEMNAME=S [SAPSYSTEMNAME ]
--SAPSYSTEM=$ [SAPSYSTEM] ——MOUNT_XML_PATH=$[MOUNT_XML_PATH]
——PARAM_ClonePostFix=$[PARAM—ClonePostFix] ——PARAM_SnapPostFix=$[PARAM
-SnapPostFix] --PROP ClonePostFix=$[PROP-ClonePostFix]

--PROP_ SnapPostFix=$[PROP-SnapPostFix]

--SAP LVM SRC_SID=$[SAP LVM SRC SID]

--SAP_LVM TARGET SID=$[SAP LVM TARGET SID]

ResulConverter: hook

Platform: Unix

Provider-Skript netapp_clone.sh

Das Provider-Skript muss in gespeichert sein /usr/sap/scripts Wie in der Provider-Konfigurationsdatei
konfiguriert.

Variablen

Die folgenden Variablen sind im Skript hartcodiert und missen entsprechend angepasst werden.

* PRIMARY CLUSTER=<hostname of netapp cluster>

* PRIMARY SvM=<SVM name where source system volumes are stored>

Die Zertifikatdateien PRIMARY KEYFILE=/usr/sap/scripts/ansible/certs/ontap.key Und
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PRIMARY CERTFILE=/usr/sap/scripts/ansible/certs/ontap.pem Muss wie in beschrieben
bereitgestellt werden "NetApp Ansible Module — ONTAP vorbereiten”.

@ Wenn flr verschiedene SAP-Systeme unterschiedliche Cluster oder SVMs erforderlich sind,
kénnen diese Variablen als Parameter in der SAP Lama-Provider-Definition hinzugefligt werden.

Funktion: Inventurdatei erstellen

Um die Ansible-Playbook-Ausfihrung dynamischer zu machen inventory. yml Datei wird wahrend des
Betriebs erstellt. Einige statische Werte werden im Abschnitt Variable konfiguriert und einige werden wahrend
der Ausfiihrung dynamisch erzeugt.

Funktion: Ansible-Playbook ausfiihren

Diese Funktion wird verwendet, um das Ansible-Playbook zusammen mit dem dynamisch erstellten
auszufiihren inventory.yml Datei: Die Namenskonvention fir Playbooks lautet

netapp lama_${HookOperationName}.yml. Die Werte fir $ {HookOperationName} Ist von der Lama-
Operation abhangig und wird von Lama als Kommandozeilenparameter Gbergeben.

Abschnitt Main

Dieser Abschnitt enthalt den Hauptausfiihrungsplan. Die Variable $ {HookOperationName} Enthalt den
Namen des Lama-Ersatzschritts und wird von Lama zur Verfigung gestellt, wenn das Skript aufgerufen wird.
» Werte mit dem Bereitstellungs-Workflow fur Systemklone und Systemkopien:
o KlonVolumes
> PostCloneVolumes
» Wert mit dem Workflow zum Léschen des Systems:
> ServiceConfigRemoval
* Nutzen des Workflows zur Systemaktualisierung:

o ClearMountConfig

HookOperationName = CloneVolumes

Mit diesem Schritt wird das Ansible Playbook ausgeflihrt und der Snapshot Kopier- und Klonvorgang wird
gestartet. Die Volume-Namen und Mount-Konfiguration werden von SAP Lama Uber eine in der Variable
definierte XML-Datei Gbergeben $sMOUNT XML PATH. Diese Datei wird gespeichert, da sie spater im Schritt
verwendet wird FinalizeCloneVolumes So erstellen Sie die neue Mount-Point-Konfiguration. Die Volume-
Namen werden aus der XML-Datei extrahiert und das Ansible-Klon-Playbook flr jedes Volume wird
ausgefinhrt.

In diesem Beispiel teilen sich DIE AS-Instanz und die zentralen Dienste dasselbe Volume.

@ Daher wird das Klonen von Volumes nur dann ausgefihrt, wenn die SAP Instanznummer
angegeben ist (SSAPSYSTEM) Ist nicht 01. Dies kann in anderen Umgebungen variieren und
muss entsprechend geandert werden.

HookOperationName = PostCloneVolumes

In diesem Schritt werden die benutzerdefinierten Eigenschaften angezeigt ClonePostFix Und
SnapPostFix Und die Mount-Point-Konfiguration fir das Zielsystem bleibt erhalten.
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Die benutzerdefinierten Eigenschaften werden zu einem spateren Zeitpunkt als Eingabe verwendet, wenn das
System wahrend des auler Betrieb gesetzt wird ServiceConfigRemoval Oder ClearMountConfig
Signifikant. Das System ist so entworfen, dass die Einstellungen der benutzerdefinierten Parameter
beibehalten werden, die wahrend des Workflows zur Systembereitstellung angegeben wurden.

Die in diesem Beispiel verwendeten Werte sind ClonePostFix= clone 20221115 Und
SnapPostFix= snap 20221115.

Fur das Volume HN9 sap, Die dynamisch erstellte Ansible-Datei enthalt die folgenden Werte:
datavolumename: HN9 sap, snapshotpostfix: snap 20221115, und clonepostfix:
_clone 20221115.

Was zu dem Snapshot-Namen auf dem Volume HN9_sap flhrt HN9 sap snap 20221115 Und den Namen
des erstellten Volume-Klons HN9 sap clone 20221115.

@ Benutzerdefinierte Eigenschaften kdnnen in jeder Hinsicht verwendet werden, um Parameter zu
erhalten, die wahrend des Bereitstellungsprozesses verwendet werden.

Die Mount-Point-Konfiguration wird aus der XML-Datei extrahiert, die Lama im Ubergeben hat Clonevolume
Schritt: Der ClonePostFix Wird den Volume-Namen hinzugefiigt und dber die Standard-Skriptausgabe an
Lama zurtickgesendet. Die Funktionalitat wird in beschrieben "SAP-Hinweis 1889590".

In diesem Beispiel werden qtrees auf dem Storage-System als gemeinsame Methode zum

Speichern verschiedener Daten auf einem einzelnen Volume verwendet. Beispiel: HN9 sap Halt
@ die Mount-Punkte flr /usr/sap/HN9, /sapmnt/HN9, und /home/hn9%adm.

Unterverzeichnisse funktionieren auf die gleiche Weise. Dies kann in anderen Umgebungen

variieren und muss entsprechend geandert werden.

HookOperationName = ServiceConfigRemoval

In diesem Schritt wird das Ansible-Playbook, das fir das Loschen der Volume-Klone verantwortlich ist,
ausgefihrt.

Die Volume-Namen werden von SAP Lama Uber die Mount-Konfigurationsdatei und die benutzerdefinierten
Eigenschaften Ubergeben ClonePostFix Und SnapPostFix Werden verwendet, um die Werte der
Parameter, die urspriinglich wahrend des System-Provisioning-Workflows angegeben wurden, zu Ubergeben
(siehe Hinweis unter HookOperationName = PostCloneVolumes).

Die Volume-Namen werden aus der XML-Datei extrahiert und das Ansible-Klon-Playbook fiir jedes Volume
wird ausgefihrt.

In diesem Beispiel teilen sich DIE AS-Instanz und die zentralen Dienste dasselbe Volume.

@ Daher wird das Volume-Ldschen nur bei der SAP-Instanznummer ausgefihrt (SSAPSYSTEM) Ist
nicht 01. Dies kann in anderen Umgebungen variieren und muss entsprechend geandert
werden.

HookOperationName = ClearMountConfig

In diesem Schritt wird das Ansible-Playbook ausgeflihrt, das wahrend der Systemaktualisierung die Léschung
von Volume-Klonen Ubernimmt.

Die Volume-Namen werden von SAP Lama Uber die Mount-Konfigurationsdatei und die benutzerdefinierten
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Eigenschaften Ubergeben ClonePostFix Und SnapPostFix Werden verwendet, um die Werte der
Parameter zu Uibergeben, die urspringlich wahrend des System-Provisioning-Workflows angegeben wurden.

Die Volume-Namen werden aus der XML-Datei extrahiert und das Ansible-Klon-Playbook fiir jedes Volume
wird ausgefihrt.

In diesem Beispiel teilen sich DIE AS-Instanz und die zentralen Dienste dasselbe Volume.

@ Daher wird das Loschen von Volumes nur bei der SAP-Instanznummer ausgefihrt
($SAPSYSTEM) Ist nicht 01. Dies kann in anderen Umgebungen variieren und muss
entsprechend geandert werden.

root@sap-jump:~# cat /usr/sap/scripts/netapp clone.sh
#!/bin/bash

#Section - Variables

FHAHHHH A A AR A A AR AR H AR S

VERSION="Version 0.9"

#Path for ansible play-books

ANSIBLE PATH=/usr/sap/scripts/ansible

#Values for Ansible Inventory File

PRIMARY CLUSTER=grenada

PRIMARY SVM=svm-sapOl

PRIMARY KEYFILE=/usr/sap/scripts/ansible/certs/ontap.key
PRIMARY CERTFILE=/usr/sap/scripts/ansible/certs/ontap.pem
#Default Variable if PARAM ClonePostFix / SnapPostFix i1s not maintained in
LaMa

DefaultPostFix= clone 1

#TMP Files - used during execution

YAML TMP=/tmp/inventory ansible clone tmp $S$.yml
TMPFILE=/tmp/tmpfile.$$

MY NAME="'basename $0°"

BASE SCRIPT DIR="'dirname 50"

#Sendig Script Version and run options to LaMa Log

echo " [DEBUG]: Running Script S$MY NAME S$SVERSION"

echo " [DEBUG] : $MY_NAME SECRY

#Command declared in the netapp clone.conf Provider definition
#Command: /usr/sap/scripts/netapp clone.sh
--HookOperationName=$ [HookOperationName] --SAPSYSTEMNAME=S [SAPSYSTEMNAME ]
-—SAPSYSTEM=$ [SAPSYSTEM] ——MOUNT_XML_PATH=$[MOUNT_XML_PATH]
-—PARAM ClonePostFix=$[PARAM-ClonePostFix] —--PARAM SnapPostFix=$[PARAM
-SnapPostFix] --PROP ClonePostFix=$[PROP-ClonePostFix]

--PROP SnapPostFix=$[PROP-SnapPostFix]

--SAP_LVM SRC_SID=$[SAP LVM SRC SID]

--SAP_LVM TARGET SID=$[SAP LVM TARGET SID]

#Reading Input Variables hand over by LaMa

for i in "S$@"

do

case $1 1in
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--HookOperationName=*)
HookOperationName="S${i#*=}";shift;;
—-—SAPSYSTEMNAME="*)
SAPSYSTEMNAME="S{i#*=}";shift;;
—-—SAPSYSTEM=*)
SAPSYSTEM="S${i#*=}";shift;;
--MOUNT_ XML _PATH=%*)

MOUNT XML PATH="S${i#*=}";shift;;
-—PARAM ClonePostFix=%*)

PARAM ClonePostFix="${i#*=}";shift;;
-—PARAM SnapPostFix=%*)

PARAM SnapPostFix="${i#*=}";shift;;
-—PROP ClonePostFix=%*)

PROP ClonePostFix="S${i#*=}";shift;;
-—PROP SnapPostFix=*)

PROP SnapPostFix="${i#*=}";shift;;
--SAP_LVM SRC_SID=*)

SAP_LVM SRC SID="${i#*=}";shift;;
-—SAP_LVM TARGET SID=%*)

SAP_LVM TARGET SID="S${i#*=}";shift;;
*)

# unknown option

esac

done

#If Parameters not provided by the User - defaulting to DefaultPostFix

if [ -z SPARAM ClonePostFix ]; then PARAM ClonePostFix=$DefaultPostFix;fi
if [ -z SPARAM SnapPostFix ]; then PARAM SnapPostFix=S$DefaultPostFix;fi
#Section - Functions

FHAHH A
#Function Create (Inventory) YML File
it EE AL AL AL LR EEEEEEEEEEEEEEE L
create yml file()

{

echo "ontapservers:">$SYAML TMP

echo " hosts:">>$YAML TMP

echo " ${PRIMARY CLUSTER}:">>SYAML TMP

echo " ansible_host: "'"'$PRIMARY_CLUSTER'"'>>$YAML_TMP
echo " keyfile: "'"'$PRIMARY_KEYFILE'"'>>$YAML_TMP

echo " certfile: "'"'SPRIMARY CERTFILE'"'>>SYAML TMP

echo " svmname : "'"'$PRIMARY_SVM'"'>>$YAML_TMP

echo " datavolumename: "'"'Sdatavolumename'"'>>SYAML TMP
echo " snapshotpostfix: "'"'Ssnapshotpostfix'"'>>SYAML TMP
echo " clonepostfix: "'"'Sclonepostfix'"'>>SYAML TMP

}

#Function run ansible-playbook
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run_ansible playbook ()

{

echo "[DEBUG]: Running ansible playbook

netapp lama ${HookOperationName}.yml on Volume $datavolumename"
ansible-playbook -i $YAML TMP

SANSIBLE PATH/netapp lama ${HookOperationName}.yml

}

#Section - Main

ifgssssEas s EE LA EEEEEEEEEEEEEEEEE

#HookOperationName - CloneVolumes

it dasaga A RAREARAREAEAEEEEAEEE AR

if [ SHookOperationName = CloneVolumes ] ;then

#save mount xml for later usage - used in Section FinalizeCloneVolues to
generate the mountpoints

echo "[DEBUG]: saving mount config...."

cp SMOUNT XML PATH /tmp/mount config ${SAPSYSTEMNAME} ${SAPSYSTEM}.xml
#Instance 00 + 01 share the same volumes - clone needs to be done once
if [ $SAPSYSTEM != 01 ]; then

#generating Volume List - assuming usage of gtrees - "IP-

Adress:/VolumeName/gtree"
xmlFile=/tmp/mount config ${SAPSYSTEMNAME} ${SAPSYSTEM} .xml

if [ -e STMPFILE ];then rm $TMPFILE;fi
numMounts="xml grep --count "/mountconfig/mount" S$xmlFile | grep "total: "
| awk '{ print $2 }'°
i=1
while [ $i -le $numMounts ]; do
xmllint --xpath "/mountconfig/mount[$i]/exportpath/text ()" S$xmlFile

lawk -F"/" '"{print $2}' >>STMPFILE

i=S$((1i + 1))

done

DATAVOLUMES="cat $TMPFILE |sort -u’

#Create yml file and rund playbook for each volume
for I in $DATAVOLUMES; do

datavolumename="S1"

snapshotpostfix="$PARAM SnapPostFix"
clonepostfix="$PARAM ClonePostFix"

create yml file

run_ansible playbook

done

else

echo "[DEBUG]: Doing nothing .... Volume cloned in different Task"
fi

fi

#HookOperationName - PostCloneVolumes

G
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if [ $HookOperationName = PostCloneVolumes] ;then

#Reporting Properties back to LaMa Config for Cloned System

echo " [RESULT] :Property:ClonePostFix=$PARAM ClonePostFix"

echo " [RESULT] :Property:SnapPostFix=SPARAM SnapPostFix"

#Create MountPoint Config for Cloned Instances and report back to LaMa
according to SAP Note: https://launchpad.support.sap.com/#/notes/1889590
echo "MountDataBegin"

echo '<?xml version="1.0" encoding="UTF-8"?>'

echo "<mountconfig>"
xmlFile=/tmp/mount config ${SAPSYSTEMNAME} ${SAPSYSTEM}.xml

numMounts="xml grep --count "/mountconfig/mount” $xmlFile | grep "total:
| awk '{ print $2 }'°

i=1

while [ $1i -le S$SnumMounts ]; do

MOUNTPOINT= xmllint —--xpath "/mountconfig/mount[$i]/mountpoint/text ()"
SxmlFile ;

EXPORTPATH="xmllint --xpath
"/mountconfig/mount [$i] /exportpath/text ()" S$xmlFile";

OPTIONS="xmllint --xpath "/mountconfig/mount[$i]/options/text ()"
SxmlFile";
#Adopt Exportpath and add Clonepostfix - assuming usage of gtrees - "IP-
Adress:/VolumeName/gtree"
TMPFIELD1="echo $EXPORTPATH|awk -F":/" '{print $1}'"
TMPFIELD2="echo S$SEXPORTPATH|awk -F"/" '{print $2}'"
TMPFIELD3="echo S$EXPORTPATH|awk -F"/" '{print $3}'"
EXPORTPATH=$TMPFIELD1" :/"${TMPFIELD2} $PARAM_ClonePostFix"/"$TMPFIELD3
echo -e '\t<mount fstype="nfs" storagetype="NETEFS">'
echo -e "\t\t<mountpoint>${MOUNTPOINT}</mountpoint>"
echo -e "\t\t<exportpath>${EXPORTPATH}</exportpath>"
echo -e "\t\t<options>${OPTIONS}</options>"
echo -e "\t</mount>"
i=S((1i + 1))
done
echo "</mountconfig>"
echo "MountDataEnd"
#Finished MountPoint Config
#Cleanup Temporary Files
rm $SxmlFile
fi
#HookOperationName - ServiceConfigRemoval
FHAFH A H AR AR H AR H SR RHHHH
if [ SHookOperationName = ServiceConfigRemoval ] ;then
#Assure that Properties ClonePostFix and SnapPostfix has been configured
through the provisioning process
if [ -z SPROP ClonePostFix ]; then echo "[ERROR]: Propertiy ClonePostFix
is not handed over - please investigate";exit 5;fi
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if [ -z SPROP_SnapPostFix ]; then echo "[ERROR]: Propertiy SnapPostFix is
not handed over - please investigate";exit 5;fi

#Instance 00 + 01 share the same volumes - clone delete needs to be done
once

if [ $SAPSYSTEM != 01 ]; then

#generating Volume List - assuming usage of gtrees - "IP-

Adress:/VolumeName/gtree"
xml1File=SMOUNT XML PATH

if [ -e STMPFILE ];then rm $TMPFILE;fi
numMounts="xml grep --count "/mountconfig/mount" S$xmlFile | grep "total: "
| awk '{ print $2 }'°
i=1
while [ $i -le S$numMounts ]; do
xmllint --xpath "/mountconfig/mount[$i]/exportpath/text ()" S$xmlFile

lawk -F"/" '"{print $2}' >>STMPFILE
i=$((1 + 1))
done
DATAVOLUMES="cat S$TMPFILE |sort -ul| awk -F SPROP_ClonePostFix '{ print $1
poe
#Create yml file and rund playbook for each volume
for I in $DATAVOLUMES; do
datavolumename="SI"
snapshotpostfix="$PROP SnapPostFix"
clonepostfix="$PROP ClonePostFix"
create yml file
run_ansible playbook
done
else
echo "[DEBUG]: Doing nothing .... Volume deleted in different Task"
fi
#Cleanup Temporary Files
rm $xmlFile
fi
#HookOperationName - ClearMountConfig
S i i
if [ SHookOperationName = ClearMountConfig ] ;then
#Assure that Properties ClonePostFix and SnapPostfix has been
configured through the provisioning process

if [ -z SPROP ClonePostFix ]; then echo "[ERROR]: Propertiy
ClonePostFix is not handed over - please investigate";exit 5;fi
if [ -z $PROP_SnapPostFix ]; then echo "[ERROR]: Propertiy

SnapPostFix is not handed over - please investigate";exit 5;fi
#Instance 00 + 01 share the same volumes - clone delete needs to
be done once
if [ SSAPSYSTEM != 01 ]; then
#generating Volume List - assuming usage of gtrees - "IP-
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Adress:/VolumeName/gtree"
xm1File=$MOUNT XML PATH
if [ -e S$STMPFILE ];then rm S$STMPFILE;fi
numMounts="xml grep --count "/mountconfig/mount" S$xmlFile
| grep "total: " | awk '{ print $2 }'"
i=1
while [ $i -le $numMounts ]; do
xmllint --xpath
"/mountconfig/mount[$i]/exportpath/text ()" $xmlFile |awk -F"/" '{print
$2}' >>STMPFILE
i=S$((1 + 1))
done
DATAVOLUMES="cat S$TMPFILE |sort -ul| awk -F
SPROP ClonePostFix '{ print $1 }'"
#Create yml file and rund playbook for each volume
for I in $DATAVOLUMES; do
datavolumename="$1"
snapshotpostfix="3PROP SnapPostFix"
clonepostfix="$PROP ClonePostFix"
create yml file
run_ansible playbook
done
else
echo "[DEBUG]: Doing nothing .... Volume deleted in
different Task"
fi
#Cleanup Temporary Files
rm S$xmlFile
fi
#Cleanup
FHAHHHH AR A AR A A AR AR H AR A H AR REHHHH
#Cleanup Temporary Files

if [ -e STMPFILE ];then rm S$STMPFILE;fi
if [ -e SYAML TMP ];then rm $YAML TMP; fi
exit O

Ansible-Playbook netapp_lama_KlonVolumes.yml

Das Playbook, das wahrend des CloneVolumes-Schritts des Arbeitsablaufs des Lama-Systems ausgefuhrt
wird, ist eine Kombination aus create snapshot.yml Und create clone.yml (Siehe "NetApp Ansible
Module — YAML-Dateien"). Dieses Playbook kann einfach erweitert werden, um weitere Anwendungsfalle wie
das Klonen von sekundaren Operationen und Klontrennungen abzudecken.

38


https://github.com/sap-linuxlab/demo.netapp_ontap/blob/main/netapp_ontap.md
https://github.com/sap-linuxlab/demo.netapp_ontap/blob/main/netapp_ontap.md

root@sap-jump:~# cat /usr/sap/scripts/ansible/netapp lama CloneVolumes.yml
- hosts: ontapservers
connection: local
collections:
- netapp.ontap
gather facts: false
name: netapp lama CloneVolumes
tasks:
- name: Create SnapShot
na ontap snapshot:
state: present
snapshot: "{{ datavolumename }}{{ snapshotpostfix }}"
use rest: always

volume: "{{ datavolumename }}"
vserver: "{{ svmname }}"
hostname: "{{ inventory hostname }}"

cert filepath: "{{ certfile }}"
key filepath: "{{ keyfile }}"
https: true
validate certs: false

- name: Clone Volume

na ontap volume clone:

state: present
name: "{{ datavolumename }}{{ clonepostfix }}"
use rest: always

vserver: "{{ svmname }}"

junction path: '/{{ datavolumename }}{{ clonepostfix }}'
parent volume: "{{ datavolumename }}"

parent snapshot: "{{ datavolumename }}{{ snapshotpostfix }}"
hostname: "{{ inventory hostname }}"

cert filepath: "{{ certfile }}"
key filepath: "{{ keyfile }}"
https: true

validate certs: false

Ansible-Playbook netapp_lama_ServiceConfigRemoval.yml

Das Playbook, das wahrend des ausgefiihrt wird ServiceConfigRemoval Phase des Lama-System

zerstorenden Workflows ist eine Kombination von delete clone.yml Und delete snapshot.yml (Siehe

"NetApp Ansible Module — YAML-Dateien"). Sie muss an den Ausfuhrungsschritten des ausgerichtet sein
netapp lama CloneVolumes playbook.
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root@sap-jump:~# cat
/usr/sap/scripts/ansible/netapp lama ServiceConfigRemoval.yml
- hosts: ontapservers
connection: local
collections:
- netapp.ontap
gather facts: false
name: netapp lama ServiceConfigRemoval
tasks:
- name: Delete Clone
na_ontap volume:
state: absent
name: "{{ datavolumename }}{{ clonepostfix }}"
use rest: always
vserver: "{{ svmname }}"
wait for completion: True
hostname: "{{ inventory hostname }}"
cert filepath: "{{ certfile }}"
key filepath: "{{ keyfile }}"
https: true
validate certs: false
- name: Delete SnapShot
na ontap snapshot:
state: absent
snapshot: "{{ datavolumename }}{{ snapshotpostfix }}"
use rest: always

volume: "{{ datavolumename }}"
vserver: "{{ svmname }}"
hostname: "{{ inventory hostname }}"

cert filepath: "{{ certfile }}"

key filepath: "{{ keyfile }}"

https: true

validate certs: false
root@sap-jump: ~#

Ansible Playbook netapp_lama_ClearMountConfig.Yml

Das Playbook, das wahrend des ausgefiihrt wird netapp lama ClearMountConfig Die Phase des
Arbeitsablaufs zur Systemaktualisierung ist eine Kombination aus delete clone.yml Und

delete snapshot.yml (Siehe "NetApp Ansible Module — YAML-Dateien"). Sie muss an den
Ausfuhrungsschritten des ausgerichtet sein netapp lama CloneVolumes playbook.
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root@sap-jump:~# cat
/usr/sap/scripts/ansible/netapp lama ServiceConfigRemoval.yml
- hosts: ontapservers
connection: local
collections:
- netapp.ontap
gather facts: false
name: netapp lama ServiceConfigRemoval
tasks:
- name: Delete Clone
na_ontap volume:
state: absent
name: "{{ datavolumename }}{{ clonepostfix }}"
use rest: always
vserver: "{{ svmname }}"
wait for completion: True
hostname: "{{ inventory hostname }}"
cert filepath: "{{ certfile }}"
key filepath: "{{ keyfile }}"
https: true
validate certs: false
- name: Delete SnapShot
na ontap snapshot:
state: absent

snapshot: "{{ datavolumename }}{{ snapshotpostfix }}"
use rest: always

volume: "{{ datavolumename }}"

vserver: "{{ svmname }}"

hostname: "{{ inventory hostname }}"

cert filepath: "{{ certfile }}"

key filepath: "{{ keyfile }}"

https: true

validate certs: false
root@sap-jump: ~#

Beispiel fur Ansible-Inventar.YML

Diese Bestandsdatei wird wahrend der Workflow-Ausflihrung dynamisch erstellt, und sie wird hier nur zur
lllustration angezeigt.
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ontapservers:
hosts:
grenada:
ansible host: "grenada"
keyfile: "/usr/sap/scripts/ansible/certs/ontap.key"
certfile: "/usr/sap/scripts/ansible/certs/ontap.pem"
svmname: "svm-sap0l1"
datavolumename: "HN9 sap"
snapshotpostfix: " snap 20221115"
clonepostfix: " clone 20221115"

Schlussfolgerung

Die Integration eines modernen Automatisierungs-Frameworks wie Ansible in SAP Lama-
Bereitstellungs-Workflows bietet Kunden eine flexible Losung, die
Standardanforderungen und komplexere Infrastrukturanforderungen erfullt.

Wo Sie weitere Informationen finden

Sehen Sie sich die folgenden Dokumente und/oder Websites an, um mehr Gber die in diesem Dokument
beschriebenen Informationen zu erfahren:

« Sammlungen im NetApp Namespace
"https://docs.ansible.com/ansible/latest/collections/netapp/index.html"

» Dokumentation zu Ansible Integration und Beispiel Ansible Playbooks
"https://github.com/sap-linuxlab/demo.netapp_ontap"

* Allgemeine Integration mit Ansible und NetApp
"https://www.ansible.com/integrations/infrastructure/netapp"

* Blog zum Thema Integration von SAP Lama mit Ansible

"https://blogs.sap.com/2020/06/08/outgoing-api-calls-from-sap-landscape-management-lama-with-
automation-studio/"

* SAP Landscape Management 3.0, Enterprise Edition Documentation

"https://help.sap.com/doc/700f9a7e52c7497cad37f7c46023b7{f/3.0.11.0/en-
US/4df88a8f418c5059e10000000a42189c.htmli#loio4df88a8f418c5059e10000000a42189c"

* SAP Lama-Dokumentation — Provider-Definitionen

"https://help.sap.com/doc/700f9a7e52c7497cad37f7c46023b7ff/3.0.11.0/en-
US/bf6b3e43340a4cbcb0c0f3089715c068.html"

SAP Lama-Dokumentation - Custom Hooks
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"https://help.sap.com/doc/700f9a7e52c7497cad37f7c46023b7ff/3.0.11.0/en-
US/139eca2f925e48738a20dbf0b56674c5.html"

+ SAP Lama Documentation — Konfigurieren von registrierten Skripten fliir SAP-Host-Agent

"https://help.sap.com/doc/700f9a7e52c7497cad37f7c46023b7ff/3.0.11.0/en-
US/250dfc5eef4047a38bab466c295d3a49.html"

* SAP Lama-Dokumentation - Parameter fir benutzerdefinierte Operationen und benutzerdefinierte Haken

"https://help.sap.com/doc/700f9a7e52c7497cad37f7c46023b7ff/3.0.11.0/en-
US/0148e495174943de8c1c3ee1b7c9cc65.html"

+ SAP Lama-Dokumentation - Adaptive Design

"https://help.sap.com/doc/700f9a7e52c7497cad37f7c46023b7{f/3.0.11.0/en-
US/737a99e86f8743bdb8d1f6cf4b862¢79.html"

* NetApp Produktdokumentation

"https://www.netapp.com/support-and-training/documentation/"

Versionsverlauf

Version Datum Versionsverlauf des Dokuments

Version 1.0 Januar 2023 Erste Version
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