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SAP HANA System Replication Backup und
Recovery mit SnapCenter

TR-4719: SAP HANA System Replication — Backup und
Recovery mit SnapCenter

SAP HANA System Replication wird haufig als Hochverfligbarkeits- oder Disaster-
Recovery-Losung fur SAP HANA Datenbanken verwendet. SAP HANA System
Replication bietet verschiedene Betriebsmodi, die Sie je nach Anwendungsfall oder
Verfigbarkeitsanforderungen verwenden kdnnen.

Autor: Nils Bauer, NetApp
Es gibt zwei primare Anwendungsfalle, die miteinander kombiniert werden konnen:

* Hochverfligbarkeit mit einem Recovery Point Objective (RPO) von null und einem minimalen Recovery
Time Objective (RTO) unter Verwendung eines dedizierten sekundaren SAP HANA-Hosts

 Disaster Recovery Uber grof3e Entfernungen: Der sekundare SAP HANA-Host kann auch im normalen
Betrieb fur Entwicklung oder Tests verwendet werden.

Hochverfugbarkeit ohne RPO und mit minimalem RTO-Aufwand

System Replication ist mit synchroner Replizierung konfiguriert und verwendet Tabellen, die auf dem
sekundaren SAP HANA-Host vorab in den Speicher geladen sind. Diese Hochverfiigbarkeitslésung lasst sich
bei Hardware- oder Softwareausfallen einsetzen und reduziert zudem geplante Ausfallzeiten wahrend SAP
HANA Software-Upgrades (Betrieb fast ohne Ausfallzeit).

Failover-Vorgange werden oft mithilfe von Cluster-Software eines Drittanbieters oder mit einem Workflow mit
SAP Landscape Management Software mit nur einem Klick automatisiert.

Aus der Perspektive der Backup-Anforderungen missen Backups erstellt werden kénnen, unabhangig davon,
welcher SAP HANA Host primarer oder sekundarer ist. Eine gemeinsam genutzte Backup-Infrastruktur wird
verwendet, um alle Backups wiederherzustellen, unabhangig davon, auf welchem Host das Backup erstellt
wurde.

Der Rest dieses Dokuments konzentriert sich auf Backup-Vorgange mit SAP System Replication, konfiguriert
als Hochverfligbarkeitsldsung.
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Disaster Recovery liber groRe Entfernungen

Die Systemreplizierung kann mit asynchroner Replizierung konfiguriert werden, ohne dass Tabelle auf dem
sekundaren Host vorab in den Speicher geladen wird. Diese Losung dient der Behebung von Datacenter-
Ausfallen. Failover-Vorgange werden normalerweise manuell durchgefihrt.

Hinsichtlich der Backup-Anforderungen missen Sie in der Lage sein, Backups wahrend des normalen Betriebs
in Datacenter 1 und bei Disaster Recovery in Datacenter 2 zu erstellen. In Datacentern 1 und 2 ist eine
separate Backup-Infrastruktur verfigbar, Backup-Vorgange werden als Teil des Disaster Failover aktiviert. Die
Backup-Infrastruktur ist in der Regel nicht gemeinsam genutzt und ein Restore eines Backups, das auf dem
anderen Datacenter erstellt wurde, ist nicht moglich.

Disaster Recovery
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Storage Snapshot Backups und SAP System Replication
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Backup-Vorgange werden immer auf dem primaren SAP HANA-Host durchgefihrt. Die
erforderlichen SQL-Befehle fur den Backup-Vorgang konnen nicht auf dem sekundaren
SAP HANA-Host ausgefuhrt werden.

Far SAP HANA-Backup-Vorgange sind die primaren und sekundaren SAP HANA-Hosts eine Einheit. Sie
verwenden denselben SAP HANA Backup-Katalog und nutzen die Backups flr die Wiederherstellung und das
Recovery, unabhangig davon, ob das Backup auf dem primaren oder sekundaren SAP HANA-Host erstellt
wurde.

Da jedes Backup fiir die Wiederherstellung verwendet und mithilfe von Log-Backups von beiden Hosts
durchgefihrt werden kann, ist ein gemeinsamer Backup-Ort fur Protokolle erforderlich, auf den von beiden
Hosts zugegriffen werden kann. NetApp empfiehlt die Verwendung eines Shared Storage Volume. Sie sollten
jedoch auch das Ziel der Protokollsicherung in Unterverzeichnisse innerhalb des gemeinsam genutzten
Volumes trennen.

Jeder SAP HANA-Host verfligt Gber ein eigenes Storage-Volume. Wenn Sie einen Storage-basierten Snapshot



fur ein Backup verwenden, wird ein Datenbank-konsistenter Snapshot auf dem Speicher-Volume des primaren
SAP HANA-Hosts erstellt.
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Das auf Host 2 erstellte Backup kann direkt auf der Speicherebene wiederhergestellt werden. Wenn Sie ein
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SnapCenter Konfigurationsoptionen fur SAP System
Replication

Es gibt zwei Optionen zur Konfiguration der Datensicherung mit der NetApp SnapCenter
Software in einer SAP HANA System Replication Umgebung:

* Eine SnapCenter-Ressourcengruppe, die sowohl SAP HANA-Hosts als auch automatische Erkennung mit
SnapCenter Version 4.6 oder hoher enthalt

* Eine einzige SnapCenter-Ressource fur beide SAP HANA-Hosts, die eine virtuelle IP-Adresse verwendet

Option 1: SnapCenter 4.6 auto discovery Option 2: SnapCenter manual resource
of HANA System Replication configuration with central HANA plug-in
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Ab SnapCenter 4.6 unterstitzt SnapCenter die automatische Erkennung von HANA-Systemen, die in einer
HANA-System-Replizierungsbeziehung konfiguriert sind. Jeder Host wird mit seiner physischen IP-Adresse
(Host-Name) und seinem individuellen Daten-Volume auf der Storage-Ebene konfiguriert. Die beiden
SnapCenter Ressourcen werden zu einer Ressourcengruppe kombiniert. SnapCenter erkennt automatisch,
welcher Host sich auf einem primaren oder sekundaren Volume befindet, und fihrt die erforderlichen Backup-
Vorgange entsprechend aus. Das Aufbewahrungsmanagement fiir Snapshot und dateibasierte Backups, die
durch SnapCenter erstellt wurden, erfolgt tiber beide Hosts hinweg. So wird sichergestellt, dass alte Backups
auch am aktuellen sekundaren Host geldscht werden.

Mit einer Einzelressourcenkonfiguration fiur beide SAP HANA-Hosts ist die einzelne SnapCenter-Ressource
unter Verwendung der virtuellen IP-Adresse der SAP HANA System Replication-Hosts konfiguriert. Beide
Datenvolumen der SAP HANA-Hosts sind in der SnapCenter-Ressource enthalten. Da es sich um eine
einzelne SnapCenter Ressource handelt, funktioniert das Aufbewahrungsmanagement fir Snapshot und
dateibasierte Backups, die von SnapCenter erstellt wurden, unabhangig davon, welcher Host derzeit als
primarer oder sekundarer Host gilt. Diese Option ist bei allen SnapCenter Versionen madglich.

In der folgenden Tabelle sind die wichtigsten Unterschiede der beiden Konfigurationsoptionen
zusammengefasst.



Backup-Vorgang (Snapshot und
dateibasiert)

Aufbewahrungsmanagement

(Snapshot und dateibasiert)

Kapazitatsanforderungen des
Backups

Wiederherstellungsvorgang

Recovery-Vorgang

Ressourcengruppe mit
SnapCenter 4.6

Automatische Identifizierung des
primaren Hosts in der
Ressourcengruppe

Automatisch auf beiden Hosts
ausgefuhrt

Backups werden nur auf dem
primaren Host Volume erstellt
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zur Verfliigung

Alle verfiigbaren Recovery-

Einzelne SnapCenter-Ressource
und virtuelle IP-Adresse

Virtuelle IP-Adresse automatisch
verwenden

Automatische Verwendung
einzelner Ressourcen

Backups werden immer auf beiden
Hosts Volumes erstellt. Das Backup
des zweiten Hosts ist nur
absturzkonsistent und kann nicht
verwendet werden, um eine
Rollback durchzufiihren.

Skript zur Vorsicherung erforderlich,
um zu ermitteln, welche Backups
gultig sind und fir die
Wiederherstellung verwendet
werden kdonnen

Manuelle Wiederherstellung

Optionen, wie bei jeder automatisch erforderlich

erkannten Ressource

Im Allgemeinen empfiehlt NetApp, die Konfigurationsoption fiir Ressourcengruppen mit
SnapCenter 4.6 zu verwenden, um HANA Systeme mit aktivierter HANA System Replication zu
@ schitzen. Eine einzelne SnapCenter-Ressourcenkonfiguration ist nur erforderlich, wenn der
SnapCenter-Operationsansatz auf einem zentralen Plug-in-Host basiert und das HANA-Plug-in
nicht auf den HANA-Datenbank-Hosts implementiert ist.

Die beiden Optionen werden in den folgenden Abschnitten naher erlautert.

Konfiguration von SnapCenter 4.6 unter Verwendung einer

Ressourcengruppe

SnapCenter 4.6 unterstutzt die automatische Erkennung von HANA-Systemen, die mit
HANA System Replication konfiguriert sind. SnapCenter 4.6 umfasst die Logik zur
Identifizierung primarer und sekundarer HANA-Hosts wahrend des Backup-Betriebs
sowie fur das Management der Datenaufbewahrung tUber beide HANA-Hosts hinweg.
Daruber hinaus sind jetzt auch automatisierte Wiederherstellungen und Recovery fur
HANA System Replication-Umgebungen verflgbar.

SnapCenter 4.6-Konfiguration von HANA System Replication-Umgebungen

Die folgende Abbildung zeigt die fur dieses Kapitel verwendete Laboreinrichtung. Zwei HANA-Hosts, hana-3
und hana-4, wurden mit HANA System Replication konfiguriert.

Fir die HANA-Systemdatenbank wurde ein Datenbankbenutzer namens ,SnapCenter” mit den erforderlichen
Berechtigungen zum Ausfiihren von Sicherungs- und Wiederherstellungsvorgangen erstellt (siehe
"Technischer Bericht: SAP HANA Backup and Recovery with SnapCenter"). Auf beiden Hosts muss ein HANA-


https://docs.netapp.com/de-de/netapp-solutions-sap/backup/hana-sc-generic-scope.html

Benutzerspeicherschlissel unter Verwendung des oben genannten Datenbankbenutzers konfiguriert werden.

ss2adm@hana- 3: / > hdbuserstore set SS2KEY hana- 3:33313 SNAPCENTER

<password>

ss2adm@hana- 4:/ > hdbuserstore set SS2KEY hana-4:33313 SNAPCENTER

<password>

Aus einer Uibergeordneten Sicht missen Sie die folgenden Schritte durchfiihren, um HANA System Replication
in SnapCenter einzurichten.

1. Das HANA-Plug-in wird auf dem primaren und sekundaren Host installiert. Die automatische Ermittlung
wird ausgefuhrt und der Status der HANA-Systemreplizierung wird fir jeden primaren oder sekundaren

Host erkannt.

2. Ausfiihren von SnapCenter configure database Und stellen die bereit hdbuserstore Taste. Weitere
automatische Erkennungsvorgange werden ausgefihrt.

3. Erstellen Sie eine Ressourcengruppen, einschlieBlich beider Hosts, und konfigurieren Sie den Schutz.

SnapCenter Resource Group

Host 1: hana-3 Host 2: hana-4
Primary Secondary
HANA System Replication
HANA plug-in HANA plug-in

Log Backup
File-based Backup
Shared volume(s) for —

=
c 3 - |

Host 1 Log and File-based Host 2
Data catalog backup Data
backup

Nachdem Sie das SnapCenter HANA Plug-in auf beiden HANA-Hosts installiert haben, werden die HANA-
Systeme in der Ansicht der SnapCenter-Ressourcen wie andere automatisch erkannte Ressourcen angezeigt.
Ab SnapCenter 4.6 wird eine zusatzliche Spalte angezeigt, in der der Status der HANA-Systemreplizierung

(aktiviert/deaktiviert, primar/sekundar) angezeigt wird.




M NetApp SnapCenter® = % sapec\scadmin  SnapCenterAdmin W Sign Out

sapHana B

VOl tiuititenant Database Container = W Sesrch databases -

Rl Resurcrs Add SAP HANA Dasbnsn | New Besouren Grous

o™ System System 1D (510} Tenant Databases Replication Plugrin Host Resource Groups Policies Lastbackup  Overall Status
ss2 552 552 Enabled hana-3.sapcestlnetapp.c Mot protacted
(Primary) am
8 ss2 ss2 ss2 Enabled hana-4 sapccstlnetapp.c Not protected
(Secondary) am

Durch Klicken auf die Ressource fordert SnapCenter den HANA-Benutzerspeicherschlissel fir das HANA-
System an.

Configure Database "
Plug-in host hana-3.5apocstlnetapp.com
HOBS0L OS5 User gsZadm

HD8 Securs User Store

SSIKEY 1]
Hey .

Weitere Schritte zur automatischen Ermittlung werden ausgefiihrt, und SnapCenter zeigen die
Ressourcendetails an. In SnapCenter 4.6 werden der Replikationsstatus des Systems und der sekundare
Server in dieser Ansicht aufgelistet.



M NetApp SnapCenter® = =  $eapocscadmin SnapCenterAdmin. [ SignOut

Resource - Detalls x

Details for selected resource
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R @

B
B

552 HANA System Name 552

5D

-

Tenant Databases

=
-

Plug-in Host sapccstinetspp.com

HDB Securs User Store Key

i

HDBSQL OS User

A Log backup location

Backup catzlog Iocation
System Replication
Secondary Servers

plugrin name

Last ackup none
Resource Groups None
Palicy None

Discovery Type A0

Storage Footprint

SVM velume Junction Path LuNsQuree
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Nach Durchflhrung der gleichen Schritte fir die zweite HANA-Ressource ist die automatische Ermittlung
abgeschlossen, und beide HANA-Ressourcen werden in SnapCenter konfiguriert.

M NetApp SnapCenter® ] @~ % sapcoscadmin SnapCenteradmin  WSign Out

SAP HANA -

UM Muktitenan: Database Container = Search databasss | v : + +
Refoech st Add SAPHANA Gtz ewe R G

o System System 1D (SID) Tenznt Databases Replication Plugein Host Resource Groups Pollcies Lostbackup  OverallStatus
352 ss2 552 Ensbied hana-3:sapcestinetappic Notprotected
(Frimary) om
552 552 552 Enabled hana-4.sapecstlnetapp.c Not protected
(5zcondary om

Fir HANA System Replication-fahige Systeme missen Sie eine SnapCenter-Ressourcengruppe,
einschlief3lich beider HANA-Ressourcen, konfigurieren.

N NetApp SnapCenter® @ - % sapocscadmin SnapCenterAdmin [l Sign Out

sienans

.t
e

Last backup

Name Resource Count Tags Policies Overall Status

There Iz no match for your s2arch or dats 1= not vailable.

NetApp empfiehlt die Verwendung eines benutzerdefinierten Namensformats fir den Snapshot-Namen. Dieser
sollte den Hostnamen, die Richtlinie und den Zeitplan enthalten.



M NetApp SnapCenter®

SAP HANA ‘

(ER L] System - : s
° 2 37 |4 H 6 |
552 £ :

Farne Resources Agplication setings Palicias Motification Summary

MNew Resource Group

To configure an SMTF Server to send email notifications for scheduted or on-demand jobs, go to Settings=Global Sattings=latification Saryer Settings.

552

Provide a name and tags for the resource group

Hame | 552 - HANA System Replication

Tags |
Uise custom name format for Snapshot copy

SnapCenier

Sie mussen der Ressourcengruppe beide HANA-Hosts hinzufligen.

M NetApp SnapCenter®
SAF HANA ‘

. —o—  — — —.
(5] System -

Mame Aesources Application Sattings Policies Motification Summary

Mew Resource Group

552

552
Add resources [o resource group

Host Resource Type

&1l = || an = |
Available Resources Selected Resources
| search avaslable resources Ja

[ 552 (hana-3: mMOC)
552 (hana-d4: MDC)

]

a

Die Richtlinien und Zeitplane fir die Ressourcengruppe werden konfiguriert.

Die in der Richtlinie definierte Aufbewahrung wird fir beide HANA-Hosts verwendet. Wenn z. B.
eine Aufbewahrung von 10 in der Richtlinie definiert ist, wird die Summe der Backups beider

@ Hosts als Kriterien flr das Loschen von Backups verwendet. SnapCenter [6scht das alteste
Backup unabhangig davon, wenn es auf dem aktuellen primaren oder sekundaren Host erstellt
wurde.



K NetApp SnapCenter®

SAP HANA ’ New Resource Group

Search databases

o—© © o—- )
Name | 3

MHame Rasourcas Application Settings Paollcies Motification Summary

There is no match for your search or data ts not |
availabla,

Select one or more polices and configure schedules

Localsnap = + | @

" Localsnap
BlockimagrityChack 5

Policy Ik Applied Schedules Configure Schedules

LotcalSnap Hourly: Repeat every 1 hours. d | x

Total 1

Die Konfiguration der Ressourcengruppe ist jetzt abgeschlossen und Backups kénnen ausgefihrt werden.

M NetApp SnapCenter® = @ - £ sopociscadmin SnapCenterAdmin Il Sign Out
SAP HANA - 552 - HANA System Replication Details X

- ‘ @ X i
o=

ModtyRewonyGrop EackipNow  Mimenunce

>

Name Resource Name Type Host
552 - HANA Systam Replicanan ss2 MultipleContainers hana-3.sapce.stl.nstapp.com

s52 MultipleContainers hana<.sapecstl.netapp.com

2 sapcc\scadmin  SnapCenterAdmin [ Sign Out

saenann B

I [ Mauiticenant Database Container = |l Sea s 1

RefrwhRecrrn A% SADHANA Dsbans Now Fsourcs Goup.

E M System System ID (51D} Tenant Databases Replication Plug-in Host Resource Groups Policies Last backup Overall Status
552 552 52 Enabled hana-3sapecstlnetapp.c 552- HANA System Repli | Localsnap Backup nat run
(Primary) om cation
ss52 552 552 Enabled hana«sapecstl.netapp.c 552 HANA System Repli | Localsnap Backup not run
(Secondzry] om cation

Snapshot-Backup-Vorgange

Wenn ein Backup-Vorgang der Ressourcengruppe ausgefihrt wird, identifiziert SnapCenter den primaren Host
und 16st nur ein Backup auf dem primaren Host aus. Das bedeutet, dass nur das Daten-Volume des primaren
Hosts mit Snapshots erstellt werden wird. in unserem Beispiel ist hana-3 der aktuelle primare Host und ein
Backup wird auf diesem Host ausgefihrt.
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Secondary SnapCenter identifies
primary host in resource
group and only creates a

______________________________________________________________________ Snapshot backup for the

primary HANA system

(hana-3).
File-based Backup

HANA System Replication
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Das SnapCenter-Jobprotokoll zeigt den Identifizierungsvorgang und die Ausfiihrung des Backups auf dem
aktuellen primaren Host hana-3.

HA PAIR
1

11



Job Details ®

Backup of Resource Group 'S52 - HAMA System Replication” with policy 'Localsnap'

o ¥ Backup of Resource Group ‘552 - HANA System Replication” with policy "Localsnap’

¥ Refrosh HANA replication rasources on hosts) hana-3.capocstlnetapp.com, hana-
4sapccsthnetapp.com

¥ hana-3sapccstlhetapp.com

[ Backup
w b Validate Dataset Paramezsrs

k Valldate Plugin Paramsters

k Complate Application Discovery
P Imitialize Filezysiem Plugin
W F Discover Fil2system Resources
W F validate Retention Ssttings

F Quiesce Applicanion
P Quiesce Filesystem

F Creale Snapshot

o F UnQuiesce Filesystem
w k Unuiezce Application
F Get Snapshot Detalls
F Get FI|E’5-}'5EE'M Meta Data
P Finalize Filesystem Plugin
W F Collect Autosupport data
W F Register Backup and Apply Retention

¥ Register Snapshotattnbures

+ Application Clean-Up

€ Task Mame: Backup Start Time: 1271 3/2021 5:35:33 AM End Tima: =
View Logs : =l | Clase

Ein Snapshot-Backup wurde jetzt auf der primaren HANA-Ressource erstellt. Der im Backup-Namen
enthaltene Hostname zeigt hana-3.

M NetApp SnapCenter® e - i SnapCenterAdmin  1Sign Out

EEEL - | | s X

Name Resource Name
Manage Copies
552 HANA System Replication 582
1 Backup
552 -
=

0 Clones

Local copies

Primary Backupls)

me Count F End Date
SnapCenter_hana-3_LocalSnap_Hourly_12-13-2021_08.35.30.7075 I { 2/13/2021 8:36:32 AM B
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Das Snapshot-Backup ist auch im HANA-Backup-Katalog sichtbar.

J hdbstudio - System: SYSTEMDBA@S52 Host: hana-3 Instance; 33 Conn

File Edit [avigate Search Bun Window Help
DR e-ro-|m
o Systems 3 B @j-m@5% i=0
» A2+ FCS - SAN with Linu LV
» (= Q51 - System Refresh Target
» (= SM1 - MDC multiple tenants - 2.03PS3
w =+ 551« MDC single tenant - 2.05PS5
5 [ 5510551 (SYSTEM) 557 - MDC siny
> [ SYSTEMDB@SST (SYSTEM) 5
v (= 551 Repair System
> [T SS10S51 (SVSTEM) 551 epair Tenant
~ (2§52 HSR hona-3 -> hana-4
> % S52@552 (SYSTEM) 552 - HER Sou
> (G $529552 (SVSTEM) 557 - HSR Target 5
> & SYSTEMOB@SS2 (SYSTEM) 552 - HSR 5 wtem
> [ SVSTEMDB@SS2 (SVSTEM) 552 - H3R Target System

ected User: SYSTEM System Usage: Test System - SAP HANA Studio

B sysTEMDB@SS2 B4 SYSTEMDE@SS2 (%, Backup SYSTEMDBESS2 {SYSTEM) 552 - HSR Source System £8

) Backup SYSTEMDB@S52 (SYSTEM) 552 - HSR Source System

o o

Q

Last Updote:B:3916 AM o |

Pt

=gl
B ]

B | Ge

Ovenview | Configuration | Backup Catalog |
Backup Catalog Backup Details
Database: |SYSTEMDB - 3 1630402557528
st - Status: Successful
[ Shew Log Backups [ Show Delta Backups Backup Type: Datz Backup
- - - Destination Type: Snapshot

Status  Started Duration Size Backup Type  Destinatio... Stanted: Dec 13, 2021 &:35:57 AM (America/lndianapolic)

a Dec 13,2021 83557, | 00h00m 155:  1.76GB. DetaBackup  Snapshet Finished: Dec 13, 2021 &:36:13 AM (America/Indianapolis)

a8 Dec 13,2021 70458.. 00h0OmOds  143GE DataBackup  File Duratihé 00h D0m 152
Size: 17668
Threughput: na
Systemn ID:
Camment: I | SnapCenter_hana-3_LocalSnap_Hourly_12-13-2021 08.35.30.7075 I

!

Location:

Additional Information:

<okx

Jhanaldata/S52/matO0001/

He
hanss3

Service

namesener

Size  Name
17668  hdb000OT

Source Type  EBID

volume  SnapC..

Falls ein Ubernahmevorgang ausgefiihrt wird, identifizieren weitere SnapCenter Backups jetzt den friiheren
sekundaren Host (hana-4) als primar und der Backup-Vorgang wird auf hana-4 ausgefihrt. Erneut wird nur das
Daten-Volume des neuen primaren Hosts (hana-4) mit Snapshots erstellt.

[ =

HA PAIR

c E|
Host1
Data

Ti:Backuphost1

Host2: hana-4

Same shared volume(s) for
host 1 and host 2

Log and
catalog
backup

File-based
backup

Die SnapCenter-ldentifizierungslogik deckt nur Szenarien ab, in denen sich die HANA-Hosts in
einer primaren/sekundaren Beziehung befinden oder wenn einer der HANA-Hosts offline ist.

SnapCenter identifies
primary host in resource
group and only creates a
Snapshot backup for the

primary HANA system

(hana-4).

New backup.

Das SnapCenter-Jobprotokoll zeigt den Identifizierungsvorgang und die Ausfliihrung des Backups auf dem
aktuellen primaren Host hana-4.
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|ob Details X

Backup of Resource Group '552 - HANA System Replication” with policy "LecalSnap'

+ ¥ Backup of Resource Group "552 - HANA System Replication” with policy "Localsnap’

¥ Refresh HANA replication resources on host{s]: hana-3sapcestlnetapp.com, hanas
4 sapcc sthnetapp.com

¥ hana-4.sapeestl.netappeom

o Backtp

W Ik Validats Diatasst Parametsrs

v F Validate Plugin Parameters

W F Camplate Application Discovery
v F |nitialize Flesrstem Plugin

v F [Driscover Filesystermn Resources
v F Validate Retention Settings

Quiesce Application

F Qulesce Filesysiem

" F Create Snapshot
W F UnCuiesce Filesystem
W F Unduiezce Application

%
L

et Snapshot Detalls

%
¥

Get Filesysiem Meta Data

L F Finalize Filesystem Flugin

v F Coflect Autosupport data

W F Regisier Backup and Apply Retention
E

Reglster Snapshot atiributes

F Application Clean-Up

& Task Mame: Backup Start Time: 12/13/2021 5:56:44 AM End Time: =
Wiew Logs Canes Clozs |

Ein Snapshot-Backup wurde jetzt auf der primaren HANA-Ressource erstellt. Der im Backup-Namen
enthaltene Hostname zeigt hana-4.

K NetApp SnapCenter® - % sapeiscadmin  SnapCenterAdmin B Sign Out
sapnana [ 552 - HANA System Replication ... X | ss2opology X
=

forat
System Resource Name 3
¥ IManage Copies
552 - HANA System Replication 552
1 Back mm. T
552 - et Summary Card
= | oclones 1 Backug
Lacal coples 1 Snapsnorbssea naciup
0 FieSases backips (0
o clones
Primary Backup(s)
( search | v) ] .
Backup Name: Count I End Date
I ShapCenter_hana-d_LocalSnap_Hourly_12.13-2021_08.56:42.1331 I ' 121132021 8:57:41 M B
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Das Snapshot-Backup ist auch im HANA-Backup-Katalog sichtbar.

1B hdbstudio - System: SYSTEMDBE@SS2 Host: hana-4 Instance: 33 Connested User: SYSTEM System Usage: Test System - S4P HANA Studic =
Fle Edit MNavigate Search Fun Vindow Help
b v R o ey Q. e[
G Systeme 52 BB -m@E% § = 0 [PSvSTMOBES2  §) SYSTEMDB@SS2 (%) Backup SYSTEMDB@SS2 (SYSTEM) $52- HSR Source System  [RVSYSTEMDB®SS2 () Backup SYSTEMDB@®SS2 (SYSTEM) 552 - HSR Targer System 13 =8
> & FC5- SAN with Linu VM (%, Backup SYSTEMDB{DSS2 (SYSTEM) 552 - HSA Target System Lost Updatesaas aM o | 1| e
3 (& 051 - System Refrech Target x :
3 =+ 5M1 - MDC multiple tenants - 2.05P55 Querview | Configuration |Backup Cataleg |
v+ (=5 551 - MDC singfe tenant  2.05P55 Backup Catalog Backup Details
5 IR SSI@SST (SYSTEM) 557 - MDC single tenant - 205PS3 S = 5 s
(G SYSTEMOBESS | (SYSTEM) 551 - MOC 2ingie tonant - 205955 | Datsbase: |SVSTENIDR = d 63403427300
v &5 551 Repait System ; Status: Successful
> [ SS10551 (SYSTEM) 557 Repair T [ Show Log Backups []Show Delta Backups Backup Type: Dats Backup
5 852 HSR han~3 -> hana-4 = - Destination Type: Snapshot
> [ 5528352 (SYSTEM) & | Status  Started Duration Size BackupType  Destinatio... Started: Dec 13, 2021 B:57:07 AM (Amedica/lndianapelic)
» [EG 5520552 (SVSTEM) S =] Dec 3, 2021 £:57.07... | 00h 00m 152 16968 DateBackup  Snapshot | Finished: Dec 13, 2021 8:57:22 AM (America/Indianapolis}
» b SYSTEMDB@SS? (5V: s m @ Dec13,20218:5040..  0ONCOm 14z 176GB DataBackup  Snzpchot Dbdeas O0h 0 155
B (SYSTEM) 552 HSR Dec13, 2021 8:43:43..  0ONOOm®4s 14868 DataBackup  File S 1698
a Dec3, 201 20458, OONOOmOds  148G8 DataBackup  File Thisugheit i
e
| Comnient: [ SnapCenter_hano-2 LocalSnap_Hourly_12-13-2021_06.58.42.1331 | ‘
[
Additional nformation: [ - gk ‘
Location: fhanaldata/ SS2/mnt00001/ ‘
Host Service Size | Mame Source Type  EBID
hanad  nemeserver 16968 hdb000dT vehume SnopC..

Block-Integritatsprifung mit dateibasierten Backups

SnapCenter 4.6 verwendet dieselbe Logik wie fur Snapshot Backup-Vorgange bei dateibasierten Backups
beschrieben zur Uberpriifung der Blockintegritat. SnapCenter identifiziert den aktuellen primaren HANA-Host
und fUhrt das dateibasierte Backup fiir diesen Host aus. Das Aufbewahrungsmanagement wird auch auf
beiden Hosts durchgefihrt, sodass das alteste Backup unabhangig davon, welcher Host sich derzeit im
primaren System befindet, geldscht wird.

SnapVault Replizierung

Damit transparente Backup-Vorgange ohne manuelle Interaktion méglich sind, muss im Falle einer Ubernahme
und unabhangig davon, dass der HANA-Host derzeit der primare Host ist, eine SnapVault-Beziehung fiir die
Daten-Volumes beider Hosts konfiguriert werden. SnapCenter flihrt bei jedem Backup-Durchlauf einen
SnapVault Update-Vorgang fur den aktuellen primaren Host durch.

@ Wenn ein Takeover an den sekundaren Host nicht fur lange Zeit ausgefuhrt wird, ist die Anzahl
der geanderten Blocke flir das erste SnapVault Update am sekundaren Host hoch.

Da die Retention Management am SnapVault-Ziel auerhalb von SnapCenter durch ONTAP verwaltet wird,
kann die Aufbewahrung nicht Gber beide HANA-Hosts abgewickelt werden. Daher werden Backups, die vor
einem Takeover erstellt wurden, nicht mit Backup-Vorgangen auf dem ehemaligen Sekundarstandort geldscht.
Diese Backups bleiben so lange erhalten, bis der friihere primare wieder auf den primaren Speicher
zurlickgeht. Damit diese Backups das Aufbewahrungsmanagement von Log-Backups nicht blockieren, miissen
sie entweder am SnapVault-Ziel oder im HANA-Backup-Katalog manuell geléscht werden.

Eine Bereinigung aller SnapVault Snapshot-Kopien ist nicht moglich, da eine Snapshot-Kopie
als Synchronisierungspunkt gesperrt wird. Wenn auch die neueste Snapshot Kopie geldscht

@ werden muss, muss die SnapVault Replizierungsbeziehung geldscht werden. In diesem Fall
empfiehlt NetApp, die Backups im HANA-Backup-Katalog zu I6schen, um das Backup-
Aufbewahrungsmanagement fur das Protokoll abzuldsen.
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Host 1: hana-3 Host 2: hana-4

Primary Secondary
HANA System Replication

Retention across both hosts
managed by SnapCenter

SnapVault SnapVault

HA PAIR HA PAIR
Individual S
retention,

Individual

retention,
managed by
ONTAP

managed by
ONTAP

Retentionmanagement

SnapCenter 4.6 verwaltet Aufbewahrung flr Snapshot-Backups, Block-Integritdt-Check Operationen, HANA
Backup-Katalog Eintréage, und Log-Backups (wenn nicht deaktiviert) iber beide HANA-Hosts, so ist es egal,
welcher Host derzeit primar oder sekundar ist. Backups (Daten und Protokoll) und Eintrage im HANA-Katalog
werden basierend auf der definierten Aufbewahrung geléscht, unabhangig davon, ob ein Léschvorgang auf
dem aktuellen primaren oder sekundaren Host erforderlich ist. Das bedeutet, dass keine manuelle Interaktion
erforderlich ist, wenn ein Ubernahmemodus durchgefihrt wird und/oder die Replizierung in andere Richtung
konfiguriert wird.

Wenn die SnapVault-Replizierung Teil der Datensicherungsstrategie ist, ist fir bestimmte Szenarien eine
manuelle Interaktion erforderlich, wie in Abschnitt beschrieben "SnapVault-Replizierung"

Restore und Recovery

Die folgende Abbildung zeigt ein Szenario, in dem mehrere Ubernahmen ausgefiihrt und Snapshot Backups
an beiden Standorten erstellt wurden. Mit dem aktuellen Status ist der Host hana-3 der primare Host und das
neueste Backup T4, das auf Host hana-3 erstellt wurde. Wenn Sie einen Restore- und Recovery-Vorgang
durchfihren mussen, sind die Backups T1 und T4 fir die Wiederherstellung im SnapCenter verfligbar. Die
Backups, die auf dem Host hana-4 (T2, T3) erstellt wurden, kénnen mit SnapCenter nicht wiederhergestellt
werden. Diese Backups missen zur Wiederherstellung manuell auf das Datenvolumen von hana-3 kopiert
werden.
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SnapCenter Resource Group

Host 1: hana-3 Host 2: hana-4
Primary Secondary
HANA System Replication
HANA plug-in HANA plug-in

Log Backup

File-based Backup

Shared volume(s) for
host 1 and host 2

= HA PAIR
1

= HA PAIR
c |

> Backups created at current

secondary host can only be

Host 1 o Log and File-based TS __ restored and recovered
Data . catalog backup Data II } manually (clone, mount,
B backup - = py).

Backups created at current
T1: Backup host 1 primary host can be restored T2: Backup host 1

T4: Backup host 1 and recovered with T3: Backup host 1
SnapCenter.

Die Wiederherstellungs- und Instandsetzungsvorgange fir eine SnapCenter 4.6-
Ressourcengruppenkonfiguration sind identisch mit denen einer automatisch erkannten Konfiguration ohne
Systemreplikation. Alle Optionen zur Wiederherstellung und automatisierten Datenrettung stehen zur
Verfigung. Weitere Einzelheiten finden Sie im technischen Bericht. "Technischer Bericht: SAP HANA Backup
and Recovery with SnapCenter"Die

Ein Wiederherstellungsvorgang aus einem Backup, das auf dem anderen Host erstellt wurde, wird im Abschnitt
beschrieben"Wiederherstellung aus einem Backup, das auf dem anderen Host erstellt wurde".

SnapCenter Konfiguration mit einer einzigen Ressource

Eine SnapCenter-Ressource wird mit der virtuellen IP-Adresse (Hostname) der HANA
System Replication-Umgebung konfiguriert. Bei diesem Ansatz kommuniziert
SnapCenter immer mit dem primaren Host, unabhangig davon, ob Host 1 oder Host 2 der
primare Host ist. Die Datenvolumen beider SAP HANA-Hosts sind in der SnapCenter
Ressource enthalten.

Wir gehen davon aus, dass die virtuelle IP-Adresse immer an den primaren SAP HANA-Host
@ gebunden ist. Das Failover der virtuellen IP-Adresse erfolgt auerhalb von SnapCenter im
Rahmen des Failover-Workflows zur HANA-Systemreplizierung.

Wird ein Backup mit Host 1 als primarer Host ausgeflhrt, wird ein datenbankkonsistentes Snapshot-Backup
auf dem Datenvolumen von Host 1 erstellt. Da das Daten-Volume des Hosts 2 Teil der SnapCenter Ressource
ist, wird fUr dieses Volume eine weitere Snapshot Kopie erstellt. Diese Snapshot Kopie ist nicht
datenbankkonsistent, sondern nur ein Crash-Image des sekundaren Hosts.

Der SAP HANA Backup-Katalog und die SnapCenter-Ressource umfassen das auf Host 1 erstellte Backup.
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SnapCenter
Resource SnapCenter always communicates with the

primary HANA host. 9

Virtual hostname

System Replication

HANA Backup Catalog ; Both data volumes are included in the
Data Backup Host 1 SnapCenter resource.

II | _| SnapCenter Resource

— Data Backup Host 1
Valid Backup Crash Image

Die folgende Abbildung zeigt den Backup-Vorgang nach dem Failover auf Host 2 und die Replizierung von
Host 2 zu Host 1. SnapCenter kommuniziert automatisch mit Host 2, indem die in der SnapCenter-Ressource
konfigurierte virtuelle IP-Adresse verwendet wird. Backups werden jetzt auf Host 2 erstellt. Von SnapCenter
werden zwei Snapshot-Kopien erstellt: Ein datenbankkonsistentes Backup auf dem Daten-Volume bei Host 2
und eine Snapshot-Kopie des Crash-Images am Daten-Volume beim Host 1. Der SAP HANA-Backup-Katalog
und die SnapCenter-Ressource enthalten nun das bei Host 1 erstellte Backup und das auf Host 2 erstellte
Backup.

Die allgemeine Ordnung und Sauberkeit der Daten- und Log-Backups basiert auf der definierten SnapCenter-
Aufbewahrungsrichtlinie und die Backups werden unabhangig vom primaren oder sekundaren Host geldscht.

SnapCenter .
The SnapCenter resource automatically

communicates with the new primary host after
failover.

Virtual hostname

Automated housekeeping of data and log
HANA Backup Catalog backups, independent of which HANA host is

Data Backup Host 2 primary or secondary.
Data Backup Host 1

II || _| SnapCenter Resource |
- - Data Backup Host 1 . —
Valid Backup Data Backup Host 2 Crash Image

Crash lmage L "~ Valid Backup

Wie im Abschnitt erlautert”"Storage Snapshot Backups und SAP System Replication", unterscheidet sich ein
Restore-Vorgang mit Storage-basierten Snapshot Backups, je nachdem, welches Backup wiederhergestellt
werden muss. Es ist wichtig zu ermitteln, auf welchem Host das Backup erstellt wurde, um festzustellen, ob die
Wiederherstellung auf dem lokalen Speichervolumen durchgefiihrt werden kann, oder ob die
Wiederherstellung auf dem Speichervolumen des anderen Hosts durchgefiihrt werden muss.

A new backup is created at host 2.
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Bei einer SnapCenter-Konfiguration mit nur einem Mitarbeiter ist SnapCenter nicht bewusst, wo das Backup
erstellt wurde. NetApp empfiehlt daher, dem SnapCenter Backup-Workflow ein Pre-Backup-Skript
hinzuzufiigen, um zu ermitteln, welcher Host derzeit der primare SAP HANA-Host ist.

Die folgende Abbildung zeigt die Identifikation des Backup-Hosts.
SnapCenter
Resource

—

= System Replication

HANA Backup Catalog i
Data Backup Host 2 SnapCenter resource data does not include

Data Backup Host 1 information about the host name or where ~ _
------- backup was created. (X))
e

II SnapCenter resource
- Data Backup Host 1 =
Valid Backup Data Backup Host 2 Crash Image

Crash lmage — [___—~ Valid Backup

SnapCenter-Konfiguration

Die folgende Abbildung zeigt das Lab-Setup und eine Ubersicht Gber die erforderliche SnapCenter-
Konfiguration.
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SnapCenter Server

SnapCenter Resource
SSR SAP System Replication

SAP HANA
Plug-in

Virtual hostname

Secondary

— SYStem Replication

stlrx300s8-4 stlrx300s8-5

Bl HANA Host 1 HANA Host 2 [l
| E

Um Backup-Vorgange unabhéangig davon durchzufiihren, welcher SAP HANA Host primar ist und selbst wenn
ein Host ausfallt, muss das SnapCenter SAP HANA Plug-in auf einem zentralen Plug-in-Host implementiert
werden. In unserer Lab-Einrichtung wurde der SnapCenter Server als zentraler Plug-in-Host verwendet, und
wir haben das SAP HANA Plug-in auf dem SnapCenter Server implementiert.

In der HANA-Datenbank wurde ein Benutzer erstellt, um Backup-Vorgange durchzufiihren. Auf dem
SnapCenter-Server, auf dem das SAP HANA-Plug-in installiert wurde, wurde ein User-Store-Schlissel
konfiguriert. Der Benutzerspeicherschlissel enthalt die virtuelle IP-Adresse der SAP HANA System Replication
Hosts (ssr-vip).

hdbuserstore.exe -u SYSTEM set SSRKEY ssr-vip:31013 SNAPCENTER <password>

Weitere Informationen zu den Bereitstellungsoptionen fir SAP HANA-Plug-ins und zur Konfiguration des
Benutzerspeichers finden Sie im technischen Bericht TR-4614: "Technischer Bericht: SAP HANA Backup and
Recovery with SnapCenter"Die

In SnapCenter wird die Ressource wie in der folgenden Abbildung dargestellt mit dem Benutzer-

Speicherschlissel konfiguriert, vorher konfiguriert, und dem SnapCenter-Server als der konfiguriert hdbsgl
Kommunikations-Host.
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Add SAP HANA Database %

Provide Resource Details

2 | Storage Footprint () Single Container

Resource Type & Multitenant Databaze Contziner (MDC) - Single Tenant

3 Summary (7 Mon-data Volumes

HAMA System Name SSR- SAP Systam Replication

|
3SR |
|

|

sI0 | e

Tenant Database | SSR a

HDBSQL Client Host | SC30-V2.5apec.stlnetapp.com of | i

HDE Secure User Store | 35RKEY a

Kays 4

HDBSOL 05 Usar | SYSTEM | L
- Previous MNext

Die Datenvolumen der beiden SAP HANA-Hosts sind in der Storage-Platzbedarf-Konfiguration enthalten, wie
die folgende Abbildung zeigt.



Add SAP HANA Database

@ reame Provide Storage Footprint Details

2 |Storage Footprint Storage Systems for storage footprint
hana

3 | Resource Settings

Modify hana
4 'summary 8

selact one or mare volumes and if requirad thair associatad Qtreas and LUNS

Volume Name LUMs or Qtrees
‘ S5R_TRG_data_mnt00001 - ‘ Default is "Mone’ or type to find
‘ SSRSOC data mned000 - ‘ Default is ‘Mone’ or type to find

Save

Wie zuvor bereits besprochen, ist bei SnapCenter nicht bekannt, wo das Backup erstellt wurde. NetApp
empfiehlt daher, ein Skript vor dem Backup im SnapCenter Backup Workflow hinzuzufligen, um zu ermitteln,
welcher Host derzeit der primare SAP HANA Host ist. Sie kdnnen diese Identifizierung mithilfe einer SQL-
Anweisung durchfiihren, die dem Backup-Workflow hinzugefiigt wird, wie die folgende Abbildung zeigt.

Select host from “SYS”.M DATABASE
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n SnapCenter® ©@- 8 csopeoscadming SnapCenterAdmin
sap HANA [ SSR- SAP System Replication T-. X | multstenant Database Container - Protect
Search databases
™| .
9 M| Syem Manage Copies
FP1 MOC single tenant - SAN i P a A
o v Primary Backup(s) o ° ) ) &
I H23 MDC single tenant SP53 multiple Pa; T SE o
’lifl' \sear(h Resource Application Settings Policies Notification summary
I NF2 MDC single tenant - NFs — multiple
z Backup Name ‘
5P1 MDC single tenant — NFS
o SnapCeniter_LocalSnap_06-27-2018_07.12.2 Backups v
ol SSR - SAP Systemn Replication 51232
a SnapCanter_Localsnap_06-27-2018_07.08.4
= 9.2081 Enter commands to be executed hefore and after placing the application in consistent operational state @
B lecho SELECT HOST FROM "SYS"."M_DATABASE" | "c\Program
Pre Quiesce im\as\sap\hdbchanmdhsqi" U SSRKEY
Post Quiesce ‘ J
Enter commands to be executed before and after creating Snapshot copies @
Pre Snapshot Copy /J
Post Snapshot Copy J
4
Enter commands to be executed before and after returning the application to normal operational state @
Pra UnQuiesce | |
Total 5 Total 2

Activity,

The 5 most recent jobs are displayed

MSign Out

@ compieted @ owarnings g 15ed  @)ocancered @) oruniing (@) 0Queued

SnapCenter Backup-Vorgang

Backup-Vorgange werden jetzt wie gewohnt ausgefuhrt. Die allgemeine Ordnung und Sauberkeit der Daten
und Log-Backups wird unabhangig davon durchgefihrt, welcher SAP HANA-Host primarer oder sekundarer

ist.

Die Backup-Jobprotokolle enthalten die Ausgabe der SQL-Anweisung, mit der Sie den SAP HANA-Host
identifizieren konnen, auf dem das Backup erstellt wurde.

Die folgende Abbildung zeigt das Backup-Jobprotokoll mit Host 1 als primarer Host.

Il SnapCenter®

jobs  Schodules  Euonte

® = @ Xspcsodmn SnapCenterAdmin [ Sign Out

Plug in

© peourees Source ®| logleval (G Message @
2 vorier T T s N;I;::‘;’E:’H; o o e Y A e e e e |
2 201808277 4ot I0) 127 Co B SHEPISRIOT AR opér ) stanusfor
spare £C30:9 sapec sthnetapp.com hana_34750.1 OTHER . i
ekt opld=cOcafas feb731-56550670c513
Lo 201806 5.000067! INFO [pool-6-thread-115] 86 com net: £ 0 iy . -essful s
SC30:v2 sapecstinatspp.com hana 34790105 INFQ for jobid [34790] on SrspCent fpool-Gihre: 186 com netapp.snapcreatos ol o piated job siatus
Storage Systems
2018-06-2770712:36,0000545-04100 TRACE [ol-3-threas-1 308] 127 Caii 113pp SNApCIeator agent ne o 4 1l
5302 supcc.atl netaoo.com hana 34790.102 OTHER [pool-3-thread-1309) 127 cam.netapp snapereator.age
2018-06-27T07:12:26.0000545-04:00 TRACE ipool-4-thread-1209] 262 com.netapp.snapereator.workflow.Task -Command [echo SELECT HOST FROM “SYS5"."M_DATABASE" |
SC30V2.sapce.stl.natapp.com hana_34790.1og OTHER whdbsql” -U SSRKEY] finished with exit code: [0] stdout: [ Welcome to the SAP HANA Database intarzctive terminal, Type: vh for help with commands
row selected {overall time 7379 useq; server time 318 usec) ] stderr: [}
TRACE [poola-th 7 com.netapp. LssiUtl-Command fecha SELECT HOST FROM "SYS*,"M_DATARASE" |
SC30-V2:sapcc.athnetappicom hana_34790.l0g OTHER “ciProgram piclientihebsql” U SSREE code: [0} stdout: [ Welcome to the SAP obage interactve terminal, Type: th for help vith commands
Q10 quit HOST "stin300s5-4 {overall rime 7379 usec; server time 318 useq)] siderr: [f
s apssmoont bemiatiinl g 1 d-1309) 256 com.s 4 dlostTask Executing Pre application quiescs command [echo SELECT HOST FROM
i e S i ' hdbelientihdbsal - SSRKEY]
SC20-v2 sapec.stinatapp.com hana_3479610g bFO 6.0000545-04i00 INFO fpoal-a-thread-1 308) 256 comun sarkfiouTask -Pre completed successtuly
0184 7TOT:12: 545-04:00 INFD [oool-4-thread-1309] 1 d -Pre Applicari julgsce con ds finished
$C30:42.sapcc.stinetapp.corm hana_34790 1o S ::suuc;z“. 07:12:35.0000343-04:00 INFD [om0l 4 3hread-1309] 145 com e Application Quiesce commands finished
2018-06-27707112:35.00005¢ 305) 262 com.netapp.snape: wTask -Command [echo SELECT HOST FROM “S¥S™."M_DATABASE” |
5C30-v2 sapce.sthnetapp.com hana 34790.l0g OTHER “AProgram hed with exit code: (01 Stdout: [ Welcome to the SAP HANA D3tabase interactive torminal, Type: h for help vath commands
\qto quitHOST ected {oversll ime 7379 usec; server time 318 usec)] siderr: 1)
ORI IAn O er TIED. % S germe
SnapManageriieh 3479015 1HFO 33,3343609-04:00 INFO SnaphdsnagerWeb 34790 PiD=[2324
SnapManagerie_34790108 1NFO 2018-06-2770712:32.2574926-04:00 INFO 3 (23241 TID=(1 18] Enter
SnapManagerWeb_34750.108 1NFO 2018-06-27707:12:33. 7874526 04,00 1NFO SnaphianagerWeb_34790 PID=(2324] TID=T1 18] Enter Joblanage Provider: UpdatelobStaius gl

Diese Abbildung zeigt das Backup-Jobprotokoll mit Host 2 als primarer Host.
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1 SnapCenter® W  ©- 1 cpcscadmin SnapCenteradmin [ Sign out
Jobs  Scheoules  Events
<
e | R 2
L o
et oieiond
& rResources
Source @ Logtevel @ Massage ®
| SR — o e b e e i i b e e gt
o oo =

2018-06-27707:45:53.0000174-04:00 TRACE [peol-d-thread-1347] 262 com.netapp.snapcreator workflow.Task -Command [acho SELECT HOST FROM "SYS _DATABASE" |
50302 sapcc.stlnetapp.com hana_34759.1og OTHER "CNProgn; i \ aigat\ndbsgl” - SSRKEY] finished with exit code: [C] stdout: [ Welcome te the SAP HANA Database interactive terminal. Type: \h for halp with cormands
1q to quif HOST "stlr300s8-5" | row selected {oversll time 5613 usec; server time 202 usec) ] stderr: [

T Storoge Systems
Sn3oManagerWeb_3a795i108

=[61] Enter UpdatejobiStatus

SnapManagerieb_34795.log IHFS agerieb 2473 PIC{2324) TID=[81) Exis JoblManager Provider: UpdasejobStatus
SPapMaNagerweb 34795 168 HFD 3¢ =(2324] TID=[61] Exit L
ShapManageried,_34793.leg Fo lanogerWeb_34799 PIG={2324] TID={B1] Enter JobManagerProvider: UpdatajobStatus
2018-08-27707,45:53,0000174-04:00 TRACE [pooi-+4-thread1 347] 252 com.netapp.saapereatorworkliowTask -Command [eeho SELECT HOST FROM TS¥5"7 456" |
C30.v2.53pcc st netapp.com hans_34759.0g aTHER “c\Progr: hientihdbsal® - SSRKEY] fins exit I stdauts [ Welcome to the SAP HANA Database interacive terminal. Type: \ Ipwith commands
o guit vt salected (ovecall Ume 5613 usec: s @ 202 useq)] sderr: [}
SCI0-VZSIRCC.IR.NSIARP.COM hang_34753. 108 ) 20100527707 4:00 INFO {poci=4 343) s Quie: plication Quiesce for alugin : hana
SC30-VZS3pCESU.NRIIpR.COM hana_34759, 08 FD 2018-08-27707 0030174-0%00 INFO [poct 4 thread 1348 14 8 fog level minus
SC30-V2:s3pce.stinetapp.com hana 34759, 108 FO 2018-08-F7TO7:45:53,0000174-04100 INFO fpoel-4-thread-1343] pp.seapceas *Quiesce -Applic

SC30W2eapee.stlnetapp.com hana_34759,log s 0180837107

00 INFO [poal 3-thread-243] 145 com, netsppsnapcres Quieste -SKipping Quissee ; false

SC30X2.s3pce.stnatapp.com hana_3475910g ED 001740400 INFO [pocl-3ithread-243] 145 Com netapp.snapereator
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Die folgende Abbildung zeigt den SAP HANA Backup-Katalog in SAP HANA Studio. Ist die SAP HANA-
Datenbank online, ist der SAP HANA-Host, auf dem das Backup erstellt wurde, im SAP HANA Studio sichtbar.

Der SAP HANA-Backup-Katalog auf dem Filesystem, der wahrend eines Restore- und
Recovery-Vorgangs verwendet wird, enthalt nicht den Host-Namen, in dem das Backup erstellt

@ wurde. Der einzige Weg, um den Host zu identifizieren, wenn die Datenbank ausfallt, ist die
Kombination der Backup-Katalog-Eintrage mit dem backup. 1og Datei beider SAP HANA-
Hosts.
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Restore und Recovery

Wie bereits besprochen, miissen Sie feststellen kénnen, wo das ausgewahlite Backup erstellt wurde, um den
erforderlichen Wiederherstellungsvorgang zu definieren. Wenn die SAP HANA Datenbank noch online ist,
kann mit SAP HANA Studio der Host identifiziert werden, auf dem das Backup erstellt wurde. Wenn die
Datenbank offline ist, sind die Informationen nur im SnapCenter-Backup-Jobprotokoll verfligbar.

Die folgende Abbildung zeigt die verschiedenen Wiederherstellungsvorgange je nach ausgewahltem Backup.

Wenn ein Wiederherstellungsvorgang nach dem Zeitstempel T3 ausgefuhrt werden muss und Host 1 der
primare ist, konnen Sie das bei T1 oder T3 erstellte Backup mithilfe von SnapCenter wiederherstellen. Diese
Snapshot-Backups sind auf dem an Host 1 angebundenen Storage Volume verfligbar.

Wenn Sie mithilfe des Backup wiederherstellen missen, der am Host 2 (T2) erstellt wurde, eine Snapshot-
Kopie im Storage Volume von Host 2 ist, muss der Backup fir den Host 1 zur Verfligung gestellt werden. Sie
kénnen dieses Backup zur Verfliigung stellen, indem Sie eine NetApp FlexClone Kopie aus dem Backup
erstellen, die FlexClone Kopie in Host 1 mounten und die Daten am urspriinglichen Speicherort kopieren.

Failover Failover
to Host 2 to Host 1
Host 1 is primary Host 2 is primary Host 1 is primary
Log Backups Log Backups Log Backups
| | | | | "
T1: T2: T3:
Backup Host 1 Backup Host 2 Backup Host 1 Restore

Operation

Backup T1 SnapCenter
Backup T2 Create FlexClone from ,Backup host 2%, mount and copy
Backup T3 SnapCenter

Mit einer einzelnen SnapCenter Ressourcenkonfiguration werden Snapshot Kopien auf beiden Storage-
Volumes sowohl von SAP HANA System Replication Hosts erstellt. Nur das Snapshot-Backup, das auf dem
Storage-Volume des primaren SAP HANA-Hosts erstellt wird, ist fir die zuklnftige Recovery gliltig. Die auf
dem Storage Volume des sekundaren SAP HANA-Hosts erstellte Snapshot Kopie ist ein Crash-Image, das
nicht fir die zuklinftige Recovery verwendet werden kann.

Eine Wiederherstellung mit SnapCenter kann auf zwei verschiedene Arten durchgefiihrt werden:

« Stellen Sie nur das gultige Backup wieder her

« Stellen Sie die komplette Ressource einschlieRlich des glltigen Backups und des Crash-imageln den
folgenden Abschnitten werden die beiden verschiedenen Wiederherstellungsvorgange naher erlautert.

Ein Wiederherstellungsvorgang aus einem Backup, das auf dem anderen Host erstellt wurde, wird im Abschnitt
beschrieben"Wiederherstellung aus einem Backup, das auf dem anderen Host erstellt wurde".

Die folgende Abbildung zeigt die Wiederherstellungen mit einer einzelnen SnapCenter
Ressourcenkonfiguration.
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hana-sr-scs-restore-recovery-other-host-backup.html

Failover Failover

to Host 2 to Host 1
Host 1 is primary Host 2 is primary Host 1 is primary
Log Backups Log Backups Log Backups
| | | | | "
T1: T3:
alid Backup Host 1 alid Backup Host 1AL
Crash Image Host 2 Crash Image Host2 ~ Operation

SnapCenter Restore nur fiir giiltige Backups

Die folgende Abbildung zeigt einen Uberblick tiber das in diesem Abschnitt beschriebene
Wiederherstellungsszenario.

Bei T1 am Host 1 wurde ein Backup erstellt. Ein Failover wurde an Host 2 durchgefiihrt. Nach einem
bestimmten Zeitpunkt wurde ein weiteres Failover zurlick zu Host 1 durchgefuhrt. Zum aktuellen Zeitpunkt ist
Host 1 der primare Host.

1. Es ist ein Fehler aufgetreten, und Sie missen das am T1 erstellte Backup am Host 1 wiederherstellen.

2. Der sekundare Host (Host 2) wird heruntergefahren, aber es wird kein Wiederherstellungsvorgang
ausgefiihrt.

3. Das Speichervolumen von Host 1 wird auf dem bei T1 erstellten Backup wiederhergestellit.
4. Eine vorwarts gerichteten Wiederherstellung wird mit Protokollen von Host 1 und Host 2 durchgefihrt.

5. Host 2 wird gestartet, und die Neusynchronisierung der Systemreplizierung von Host 2 wird automatisch
gestartet.

Shutdown, Start and
no restore resync

Restore to
Snapshot
backup T1
Recovery using logs from host 1 and host 2

Host 1 is primary Host 2 is primary Host 1 is primary o
REE Log Backups Log Backups Failure

|
T1: I I

Valid Backup Host 1 Failover Failover

Crash Image Host 2 to Host 2 to Host 1

»
>

Die folgende Abbildung zeigt den SAP HANA Backup-Katalog in SAP HANA Studio. Die hervorgehobene
Sicherung zeigt die Sicherung, die am T1 bei Host 1 erstellt wurde.
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Im SAP HANA Studio wird eine Wiederherstellung gestartet. Wie die folgende Abbildung zeigt, ist der Name
des Hosts, auf dem das Backup erstellt wurde, im Wiederherstellungsworkflow nicht sichtbar.

In unserem Testszenario waren wir in der Lage, das richtige Backup (das Backup beim Host 1

@ erstellt wurde) in SAP HANA Studio zu identifizieren, als die Datenbank noch online war. Wenn
die Datenbank nicht verfligbar ist, missen Sie das SnapCenter Backup-Jobprotokoll prifen, um
das richtige Backup zu finden.

Speciy Recovery Type

Select o Backup

Select a recovery type. @ To recover this snapshat, it must be available in the data area.

(@ Fecoverthe detabase to its mostrecent satd © Locote Hackup Catalag Selected Point in Time

tothe intime 8 Spacify location of the backup catalog. Database will be recovered to its most recent state.
Backups
R The oveniew that in ! sful. The backup t the top i estimated to have the shartest recovery time.
P.'R?mm Sing e e oy Stat Time Lacation Backup Brefin Availale
® Search for the backup catalog in the file system only R e S
i 8ackup Catalog Location: | /mntleg_backup/SSR-Source/SYSTEMDE |[CEEmezrinse30 Tnona/datarssk SNApSHOT 8 1

() Hecover the database to a specific data backup ®
over without the backup catalog

Backint System Copy
Backint System Copy

Hostname is not visible in
recovery workflow. Gt S i

Start Time: P2018-06-21 11:35:30 Destination Type: SNAPSHOT Source System: SVSTEMDBESSR

Refresn | | Show More

Size: 147 6B Backup D 1529595350505 External Backup (D: SnspCenter LocalSnap_06-21-2018 11,36.28.7044
Backup Name: % /hana/data/SSR
Alternative Location:®

7 Beck | News @)
s = 1 @

¢
15
I

<Back | Neas Finish Cancel

In SnapCenter wird das Backup ausgewahlt und ein Restore-Vorgang auf Dateiebene durchgefiihrt. Auf dem
Bildschirm Wiederherstellung auf Dateiebene wird nur das Host 1 Volume ausgewahlt, sodass nur das gliltige
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Backup wiederhergestellt wird.

-] -~
L Restore from SnapCenter_LocalSnap_06-21-2018_11.36.28.7044 X
ad
1 Restone Scope
#

¥ 2, preOps Complete Resource @ Filelevel @
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4 Notification VolumeiQuree Al File Path

hana:ivoltSSR_TRG_data_mntd0001

@ banaivolSSR_SRC da

Single File SnapRestore of
data volume from host 1

Configure an SMTP Server to send email notfications for Restore jobs by going to Setting=>Global Settings> Notification Server Settiogs.

e |
Nach der Wiederherstellung wird das Backup in SAP HANA Studio griin hervorgehoben. Sie missen nicht

einen zusatzlichen Log-Backup-Speicherort eingeben, weil der Dateipfad der Log-Backups von Host 1 und
Host 2 im Backup-Katalog enthalten sind.

Select a Backup Lacate Log Backups
Select 8 backup to recover the SAP HANA database Specify location(s) of log backup files 1o be used to recover the dstabase.
Selected Point in Time
1o (@ Even if no log backups were created, 8 location i still needed to read data that will be used for recovery,
Backups f the log backups were wiitten to the file system and subsequently moved, you need to specify their current location, i you do not specify an altemative
The overview thews backups that were recorded in the backup catslog s successful. The Backup at the top is estimated to have the shortest recovery time. Iocation for the log backups, the system uses the location where the log backups were fi d, The di ¥ recursively,
Start Time Lecation Backup Prefx Lvailable Locations:
2018-06-22 10:04:12 hana/dats/SSR SNAPSHOT o o ckup/SSR-Source
20180621 113630 /hana/data/SSR SNAPSHOT @ et e S Eamone Ak
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SnapCenter restore
operation. Log backup location is
— included in backup
Refresh | Show More.
DetteofSlckhem catalog. No changes are
Start Time: 03018 06-21 11:36:30 Destination Type: SNAPSHOT Source Systern: SYSTEMDB@SSR. .
Siae: 14768 Backup D 1529595300505 Extemal Backup ID: SnapCenter_LocalSnap_06-21-2018_11.36. 287044 req ul red here 2
Backup Name: /hana/data/SSR
Attemative Location:™
)] Back Nest > Cancel i Back Cancel

Nach Abschluss der vorwarts gerichteten Recovery wird der sekundare Host (Host 2) gestartet und die
Resynchronisierung der SAP HANA System Replication gestartet.

Obwohl der sekundare Host aktuell ist (kein Restore-Vorgang fur Host 2 durchgefuhrt), fihrt
SAP HANA eine vollstandige Replizierung aller Daten durch. Dieses Verhalten ist Standard
nach einem Restore- und Recovery-Vorgang mit SAP HANA System Replication.
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SnapCenter Restore von giiltigem Backup- und Crash-Image

Die folgende Abbildung zeigt einen Uberblick (iber das in diesem Abschnitt beschriebene
Wiederherstellungsszenario.

Bei T1 am Host 1 wurde ein Backup erstellt. Ein Failover wurde an Host 2 durchgefihrt. Nach einem
bestimmten Zeitpunkt wurde ein weiteres Failover zurlick zu Host 1 durchgefiuhrt. Zum aktuellen Zeitpunkt ist

Host 1 der primare Host.

1. Es ist ein Fehler aufgetreten, und Sie missen das am T1 erstellte Backup am Host 1 wiederherstellen.

o s W N

gestartet.

. Das Speichervolumen von Host 1 wird auf dem bei T1 erstellten Backup wiederhergestellt.

. Der sekundare Host (Host 2) wird heruntergefahren und das T1-Absturzabbild wird wiederhergestellt.

Eine vorwarts gerichteten Wiederherstellung wird mit Protokollen von Host 1 und Host 2 durchgefihrt.

Host 2 wird gestartet und eine Resynchronisierung der Systemreplizierung von Host 2 wird automatisch
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Restore to S g
Snapshot resync
backup T1

Restore to
Snapshot
backup T1
Recovery using logs from host 1 and host 2

Host 1 is primary Host 2 is primary Host 1 is primary 0
Log Backups Log Backups Log Backups Failure
I >
T1: I I
alid Backup Host 1 Failover Failover
Crash Image Host 2 to Host 2 to Host 1

Der Wiederherstellungs- und Wiederherstellungsvorgang mit SAP HANA Studio ist identisch mit den im
Abschnitt beschriebenen Schritten "SnapCenter Restore nur fur gultige Backups".

Um den Wiederherstellungsvorgang durchzufihren, wahlen Sie in SnapCenter die Option Ressource
abschlielen. Die Volumes beider Hosts werden wiederhergestellt.

Flatesl @

W= B GENE

SSR- 54 Syem Repication Primary Backupis)

Backupame i

Volume based
SnapRestore of data
volumes from host 1 and
host 2

45 partof Complete 1ove, i resnues ; Footprint, then the fates
be deléted parmanently. Also, If there are other resources hostid or the same vokumes, than It will cesilt i1 data 0ss for suich rascurces

Configure an SWTP Server 10 send email notfications for Festore jobs by going to Sattings=Global SettirgysHotification Server Settin

Nach Abschluss der erweiterten Recovery wird der sekundare Host (Host 2) gestartet und die
Resynchronisierung von SAP HANA System Replication gestartet. Eine vollstandige Replizierung aller Daten
wird durchgefuhrt.
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Full sync after restore
operation.

Wiederherstellung und Recovery von einem auf dem
anderen Host erstellten Backup

Ein Restore-Vorgang aus einem Backup, das auf dem anderen SAP HANA-Host erstellt
wurde, ist ein gultiges Szenario fur beide SnapCenter-Konfigurationsoptionen.

Die folgende Abbildung zeigt einen Uberblick iber das in diesem Abschnitt beschriebene
Wiederherstellungsszenario.

Bei T1 am Host 1 wurde ein Backup erstellt. Ein Failover wurde an Host 2 durchgefihrt. Zum aktuellen
Zeitpunkt ist Host 2 der primare Host.

1.

Es ist ein Fehler aufgetreten, und Sie missen das am T1 erstellte Backup am Host 1 wiederherstellen.

2. Der primare Host (Host 1) wird heruntergefahren.

3. Die Backup-Daten T1 von Host 1 wird auf Host 2 wiederhergestellt.
4.
5

. Host 1 wird gestartet, und die Neusynchronisierung der Systemreplizierung von Host 1 wird automatisch

Eine Weiterleitung der Recovery erfolgt mithilfe von Protokollen von Host 1 und Host 2.

gestartet.
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Die folgende Abbildung zeigt den SAP HANA Backup-Katalog und hebt das auf Host 1 erstellte Backup hervor,
das fir den Restore- und Recovery-Vorgang verwendet wurde.
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 Prepare Recovery Wizard: (83%) -

Die Wiederherstellung umfasst die folgenden Schritte:

1. Erstellen Sie einen Klon aus dem Backup, das auf Host 1 erstellt wurde.

2. Mounten Sie das geklonte Volume unter Host 2.

3. Kopieren Sie die Daten vom geklonten Volume in den urspriinglichen Speicherort.

In SnapCenter wird das Backup ausgewahlt und der Klonvorgang gestartet.
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Sie mussen den Klon-Server und die NFS-Export-IP-Adresse angeben.

Bei einer SnapCenter-Konfiguration mit einer Einzelressource ist das SAP HANA-Plug-in nicht
auf dem Datenbank-Host installiert. Zum Ausfihren des SnapCenter Clone Workflows kann
jeder Host mit einem installierten HANA-Plug-in als Klon-Server verwendet werden.

+ in einer SnapCenter-Konfiguration mit separaten Ressourcen wird der HANA-Datenbank-Host als Klon-
Server ausgewahlt, und ein Mount-Skript wird verwendet, um den Klon auf dem Ziel-Host zu mounten.
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Clone from Backup
Loy Select the host to create the clone

S o | s Taemon . Any host with installed

HANA plug-in can be

dosmmay  Ages | |1s2eena used. Not required to
install the plug-in on the
System Replication host.

3 Netification Clone suffix

Configura an SMTP Server to send emall natifications for Clone jobs by going 1o Sattinge=Global Setting=>Notification Server Settings,

Um den Verbindungspfad zu bestimmen, der zum Mounten des geklonten Volume erforderlich ist, prifen Sie
das Jobprotokoll des Klonjobs, wie in der folgenden Abbildung dargestelit.

JunctionBath

Il SnapCenter®

Jobs.  Schadules,  Events

L Hast 5 Plug:|
Bestboard ogpe = | engn

Resources

<

source @ loglevel @ Message

| <IPfddress=192.163.173.104</1PAd dress» </SmiPAddress> <SmiPAddrass» <IPAddress=192.168.173,100</1PAdtress™ </SmiPAddrasss <
| <UserNamesvsadmin</UserNames <Port>443</Port <TransportTypesHips</Tra
| <niapIMInenarsion=110/0npIMInererslens <VarsiensNetin Relzsse 2,174

W
Manitar e=hana</Names>

y ypesDatsntape: ypes pa

Hosts OperationContexizscadmin/OperationContext> <Preferred ipaddress»</Preferr
nagementiP>192.168.173.102</ Wi <VServerhiame |
SR sEeTs 52.168.173.104¢/ <vsarve Pisend =

12.168.173.100</ManagemenilP> <VWServer E VWSer

621 <WSarverhamesh ‘Sarvarilan facelist>

Settings

<PlatformType xsknil< true's>

Log level DEBUG piaesiCpleatond : g °
- intizlized</LicensekeyType> <SnapMir 3 mid> <Volumes _TRG_data_mnt0000106291 B408422950</Name= <Type>

hra /Delated> <Auth> <ld»0</id» <Runisilames</RundsName>

[Host></Host> <Userilame></UserName> <Passpl B
FrauthMode> <UserNames</UsarNames <Passpharses</Passpharses <Ownerid=</Ownarlds <Instanceamass
<Chetkioradministrator g 2<fCheckio lage> <VargetURL></TargetURL> <isSudoEnabl <fAuth> <isClone>false</1sClone>
<Clonelevel>0</Clonelevel> <Hosts/ <Storageilames e & T . = e
<ResourceMameshanai/vol/SSR_TRG_data_mnt0d001 2918040842 <f> <Vsarversh ervars
<FullPath=hana:ol/S5R_TRG_dara_mnt000010629130108422980</FullPath= <l #/5¢fcc058b2-39¢2-4b70-2060-115d8ac42b54</JunctionPath>-
<JunctionParentName>hana_rost</junctionParentiafle <SizeTotsl>102005473280 | 7120</5izeUsed> <Snaph ource xsinil="true"s>
<SnapMirro f raphirrorDests <Snap = - —
<lsFlexClonestrues/isFiexClones <V IyStyle>Uni Mame>hana 1. Juld=78ecl 3e3-3110-4766-b722-
d5763(71465e</AggregateUid> <FlexCloneLevel xstnil="true™/> <lsLeaf>true</iseaf> <vol ‘olumestate> <Aggre; e xsinll="trues>
<ExportPoliymdefaulte/ExporPolicys <VolumaUuid-a3sasele-7h73-1168-8560-00a0985 1 fBre</Volumeliuid <Owning! 12 igiserverhlam
<VolurmeTyp: NalumeType> <lsFrotec eflsProtecieds <SioragaVmKey oragaVmKeys Vol lurmeKeys celluid>5eddsatd ea02-461

StorageKey></StorageKeys <ProtectionStatus xsknll="true"/>

0794-13¢393¢5df43</Volumelnstancelluid> <Size></Size> <IsRootVolume xsknil="trua"/> <isSelectable xs:nil="true"/
) loKey=> i "

<ConformanceStatus xsi:nil="true"s> J:d
<LogicalPath>192.168,173.107:/5cicc05802-39¢2-4b70-2b 6d-1 19dBac42b54</LogicalPath» <PhysicalPath=/Sciccd5802-392-4070-ab6d-11908ac42b54</PhysicalPath=

2l alPaih; 5 (calPath> <jund "al Tc058h2-22c2-4b° bSd-112d8acd2b5d</unctionPath> <NestjunctionPath/> <Nestolumes/>
<L SSR_TRG_data_mntdC0010629180408422980</LeafVolume= =Files/> </SD 5!
/> g AppFil P <SMApPPFil 124 ip> <Deleted>falsa</Deleted> <Auth> <id>D</1d> <AuthMode>None</AuthMode>
<CheckforadminisiratorPrivilagesfalsa</Checkior i <lssud udoEnableds </Auth> <lsClanesfalses/lsClones <Cloneleval>0s/CloneLeval>

<Hostsi <Kayr0</Key> <NsmObjectD=0=/NsmObjectiD= <Files/> <StorageFootPrint> <Deleted=falsec/Daleted> <isClone>false</isClone> <Clonalevel>0</Clonalevel> <Hosts/
<Key»De/Key> <NsmObjectiDe 0</NsmObjectD» <HostResourte> <Deletedfalses/Daletad> <isCionesfalse=/isClones <CloneLevel»D</Clonelevel <HOStS/ > <Kay>0</Key»
<NsmObjectiD>0</NsmObjectiD> <Rangesi> </Hosts cex y <5D urce xsitype="sDS y tol i

Das geklonte Volume kann jetzt angehangt werden.
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stlrx300s8-5:/mnt/tmp # mount 192.168.173.101:/Scc373da37-00ff-4694-blel-

8153dbd46caf /mnt/tmp

Das geklonte Volume enthalt die Daten der HANA-Datenbank.

stlrx300s8-5:/mnt/tmp/# 1s —-al

drwxr-x—--x 2 ssradm sapsys 4096 Jun 27 11:
drwx-—-—---- 2 ssradm sapsys 4096 Jun 21 09:
drwx—--——-——-— 2 ssradm sapsys 4096 Jun 27 11:
-rw-r—--r—-- 1 ssradm sapsys 22 Jun 27 11:

Die Daten werden an den urspriinglichen Speicherort kopiert.

12
38
12
12

hdb00001

hdb00002.00003
hdb00003.00003
nameserver.lck

stlrx300s8-5:/mnt/tmp # cp -Rp hdb00001 /hana/data/SSR/mnt00001/
stlrx300s8-5:/mnt/tmp # cp -Rp hdb00002.00003/ /hana/data/SSR/mnt00001/
stlrx300s8-5:/mnt/tmp # cp -Rp hdb00003.00003/ /hana/data/SSR/mnt00001/

Die Wiederherstellung mit SAP HANA Studio erfolgt wie im Abschnitt beschrieben"SnapCenter Restore nur fur

gultige Backups".

Wo Sie weitere Informationen finden

Weitere Informationen zu den in diesem Dokument beschriebenen Daten finden Sie in

den folgenden Dokumenten:

» "Technischer Bericht: SAP HANA Backup and Recovery with SnapCenter"

+ "Automatisierung von SAP HANA Systemkopie und Klonvorgangen mit SnapCenter"

» Technischer Bericht: SAP HANA Disaster Recovery with Storage Replication

"https://www.netapp.com/us/media/tr-4646.pdf"

Versionsverlauf

Versionsverlauf:

Version Datum
Version 1.0 Oktober 2018
Version 2.0 Januar 2022

Versionsverlauf Des Dokuments
Ausgangsversion

Update zur Unterstiitzung von
SnapCenter 4.6 HANA System
Replication
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hana-sr-scs-config-single-resource.html#snapcenter-restore-of-the-valid-backup-only
hana-sr-scs-config-single-resource.html#snapcenter-restore-of-the-valid-backup-only
https://docs.netapp.com/de-de/netapp-solutions-sap/backup/hana-sc-generic-scope.html
https://docs.netapp.com/de-de/netapp-solutions-sap/lifecycle/sc-copy-clone-introduction.html
https://www.netapp.com/pdf.html?item=/media/8584-tr4646pdf.pdf
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