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Lokale Bereitstellung

Voraussetzungen fur die Bereitstellung von Red Hat
OpenShift Virtualization mit ONTAP

Uberprifen Sie die Anforderungen fir die Installation und Bereitstellung der OpenShift-
Virtualisierung mit ONTAP -Speichersystemen.

Voraussetzungen

» Ein Red Hat OpenShift-Cluster (neuer als Version 4.6), installiert auf einer Bare-Metal-Infrastruktur mit
RHCOS-Worker-Knoten

» Fihren Sie Machine Health Checks durch, um HA fir VMs aufrechtzuerhalten

* Ein NetApp ONTAP -Cluster mit SVM, das mit dem richtigen Protokoll konfiguriert ist.
* Trident auf dem OpenShift-Cluster installiert

* Eine erstellte Trident Backend-Konfiguration

 Eine auf dem OpenShift-Cluster konfigurierte StorageClass mit Trident als Provisioner
Die oben genannten Trident -Voraussetzungen finden Sie unter"Trident -Installationsabschnitt" fir Details.

¢ Cluster-Admin-Zugriff auf den Red Hat OpenShift-Cluster
* Administratorzugriff auf NetApp ONTAP -Cluster
« Eine Admin-Workstation mit installierten und zu $PATH hinzugefligten Tridentctl- und OC-Tools

Da die OpenShift-Virtualisierung von einem auf dem OpenShift-Cluster installierten Operator verwaltet wird,
entsteht zusatzlicher Overhead fiir Arbeitsspeicher, CPU und Speicher, der bei der Planung der
Hardwareanforderungen fiir den Cluster berticksichtigt werden muss. Siehe die Dokumentation "hier," fir
weitere Details.

Optional kénnen Sie auch eine Teilmenge der OpenShift-Clusterknoten zum Hosten der OpenShift-
Virtualisierungsoperatoren, -Controller und -VMs angeben, indem Sie Regeln fir die Knotenplatzierung
konfigurieren. Um Knotenplatzierungsregeln flir OpenShift Virtualization zu konfigurieren, folgen Sie der
Dokumentation "hier," .

Fir den Speicher, der die OpenShift-Virtualisierung unterstitzt, empfiehlt NetApp eine dedizierte StorageClass,
die Speicher von einem bestimmten Trident Backend anfordert, das wiederum von einer dedizierten SVM
unterstitzt wird. Dadurch wird ein gewisses Maf} an Mandantenfahigkeit hinsichtlich der Daten
aufrechterhalten, die fur VM-basierte Workloads auf dem OpenShift-Cluster bereitgestellt werden.

Bereitstellen von Red Hat OpenShift Virtualization mit
ONTAP

Installieren Sie OpenShift Virtualization auf einem Red Hat OpenShift Bare-Metal-Cluster.
Dieses Verfahren umfasst die Anmeldung mit Cluster-Administratorzugriff, die Navigation
zum OperatorHub und die Installation des OpenShift Virtualization-Operators.

1. Melden Sie sich mit Cluster-Admin-Zugriff beim Red Hat OpenShift Bare-Metal-Cluster an.


osv-trident-install.html
https://docs.openshift.com/container-platform/4.7/virt/install/preparing-cluster-for-virt.html#virt-cluster-resource-requirements_preparing-cluster-for-virt
https://docs.openshift.com/container-platform/4.7/virt/install/virt-specifying-nodes-for-virtualization-components.html

2. Wahlen Sie ,Administrator® aus der Dropdown-Liste ,Perspektive” aus.

3. Navigieren Sie zu Operatoren > OperatorHub und suchen Sie nach OpenShift Virtualization.

2z Administrator

Home

Operators

OperatorHub

Installed Operators

4. Wahlen Sie die Kachel ,OpenShift-Virtualisierung“ aus und klicken Sie auf ,Installieren.

OpenShift Virtualization

ed Hat

Install

Latest version

wol Requirements

Copabiiylevs! Your cluster must be installed on bare metal infrastructure with Red Hat Enterprise Linux CoreQS
® Basic Install workers,

@ Seamless Upgrades D i
é Full Lifecycle etails

OpensShift Virtualization extends Red Hat OpenShift Container Platform, allowing you to host and

5 Bilat manage virtualized workloads on the same platform as container-based workloads. From the OpenShift

Container Platform web console, you can import a VMware virtual machine from vSphere, create new or

Provider type clone existing VMs, perform live migrations between nodes, and more. You can use OpenShift
Red Hat Virtualization to manage both Linux and Windows VMs.

The technology behind OpenShift Virtualization is developed in the KubeVirt open source community.
Provider

Red Hat

The KubeVirt project extends Kubern by adding additional virtualization resource types through

Custom Resource Definitions (CRDs). Administrators can use Custom Resource Definitions to manage

SOou

VirtualMachine resources alongside all other resources that Kubernetes provides



5. Behalten Sie auf dem Bildschirm ,,Operator installieren® alle Standardparameter bei und klicken Sie auf
Jnstallieren®.

Update channel * @ OpenShift Virtualization

o 21 provided by Red Hat

022 Provided APls

23

O 24 ({® openshift © Required

i Virtualization
® stable Deployment

i Represents the deployment of
Installation mode * B
OpenShift Virtualization

All namespaces an the clustsr (defal
This mode s not supportad by this Operator
@ A specific namespace on the cluster

Operator will be available n a single Namespace only.

Installed Namespace *

® Operator recommendead Namespace: @ openshift-cnv

8 Namespace creation

MNzmezpace openshift-cnv does not xst and will be created.

() Select a Namespace

Approval strategy *
@ Automatic

) Manual

Install Cancel

6. Warten Sie, bis die Operatorinstallation abgeschlossen ist.

Openshift Virtualization -
2.6.2 provided by Red Hat

Installing Operator

The Operator is being installed. This may take a few minutes.

View installed Operators in Namespace openshift-cnv

7. Klicken Sie nach der Installation des Operators auf ,Hyperkonvergente erstellen.



@ OpenShift Virtualization 0
2.6.2 provided by Red Hat

Installed operator - operand required

The Operator has installed successfully. Create the required custom resource to be able
to use this Operator.

GB HyperConverged @ Required
Creates and maintains an OpenShift Virtualization Deployment

Create HyperConverged View installed Operators in Namespace openshift-cnv

8. Klicken Sie auf dem Bildschirm ,Hyperkonvergente erstellen“ auf ,Erstellen” und akzeptieren Sie alle
Standardparameter. Mit diesem Schritt wird die Installation von OpenShift Virtualization gestartet.



Name *

kubevirt-hyperconverged

Labels

app=frontend

Infra >

infra HyperCanvergedConfig influences the pod configuration (currently only placement] for all the infra components nesded on the

virtuakzation enabled clustar but not neceszarely directly on each node running VMs/VMIs

Workloads »

workloads HyperConvergedConfig influences the pod configuration (currently only placement) of components which need to be running on a

node where virtualization workloads should be able to run. Changes to Workloads HyperConvergedCaonfig can be applied only without existing
workload

Bare Metal Platform

© -

BaraMetalPlatform indicates whether the infrastructure is baremetal

Feature Gates »

featureGates is a map of feature gate flags Setting a flag to “true ™ will enable the feature, Setting false ™ or removing the feature gate,

disables the featurs

Local Storage Class Name

LocalStorageClassMame the name of the local sterage class

Create Cance

9. Nachdem alle Pods im OpenShift-CNV-Namespace in den Status ,Ausgefiihrt* gewechselt sind und sich
der OpenShift-Virtualisierungsoperator im Status ,Erfolgreich® befindet, ist der Operator einsatzbereit. VMs
koénnen jetzt auf dem OpenShift-Cluster erstellt werden.

Project: openshift-cnv =+

Installed Operators

Installed Operators are represented by ClusterServiceVersions within this Namespace. For more information, see the Understanding Operators documentation . Or create an Operator and
ClusterServiceVersion using the Operator SDK .

Name «  Searchbyname.. /

Name t Managed Namespaces Status Last updated Provided APIs
O_pEnShiﬂ_ openshift-cnv @ Succeeded @ May 18, 8:02 pm OpenShift Virtualization
Virtualization Up to date Deployment
26.2 provided by Red Hat HostPathProvisioner deployment

Erstellen Sie eine VM auf ONTAP -Speicher mit Red Hat
OpenShift Virtualization

Erstellen Sie eine VM mit OpenShift Virtualization. Dieses Verfahren umfasst die Auswahl
einer Betriebssystemvorlage, die Konfiguration von Speicherklassen und die Anpassung
von VM-Parametern zur Erflllung bestimmter Anforderungen. Als Voraussetzung sollten



Sie bereits das Trident-Backend, die Speicherklasse und die Volume-Snapshot-
Klassenobjekte erstellt haben. Sie konnen sich auf die"Trident -Installationsabschnitt” fur
Details.

VM erstellen

VMs sind zustandsbehaftete Bereitstellungen, die Volumes zum Hosten des Betriebssystems und der Daten
bendtigen. Da die VMs bei CNV als Pods ausgefiihrt werden, werden sie durch PVs unterstitzt, die Gber
Trident auf NetApp ONTAP gehostet werden. Diese Volumes werden als Datentrager angeschlossen und
speichern das gesamte Dateisystem einschlieRlich der Bootquelle der VM.

Red Hat OpensShift Virtualization |
OpensShift
V-1 pod-Yi-1 pod-1 pod-2
| wimadigk i -nw Vi1 i pve-1 i i pyve-2
VM storageclass app storageclass
sl "
nntap-san volumeMode: Block, Access modi: rws - R |
niap-san volumehdodn: Block, Access mode; rem
TRIDENT NetApp

bl SV fapn] "

MetApp

Fuhren Sie die folgenden Schritte aus, um schnell eine virtuelle Maschine im OpenShift-Cluster zu erstellen:

1. Navigieren Sie zu Virtualisierung > Virtuelle Maschinen und klicken Sie auf Erstellen.

2. Wabhlen Sie ,Aus Vorlage® aus.

3. Wahlen Sie das gewtinschte Betriebssystem aus, fiir das die Bootquelle verfiigbar ist.

4. Aktivieren Sie das Kontrollkastchen ,Virtuelle Maschine nach der Erstellung starten®.

5. Klicken Sie auf ,Virtuelle Maschine schnell erstellen.
Die virtuelle Maschine wird erstellt und gestartet und gelangt in den Status Wird ausgefiihrt. Es erstellt
automatisch einen PVC und einen entsprechenden PV fiir die Bootdiskette unter Verwendung der
Standardspeicherklasse. Um die VM in Zukunft live migrieren zu kdnnen, missen Sie sicherstellen, dass die

fur die Datentrager verwendete Speicherklasse RWX-Volumes unterstitzen kann. Dies ist eine Voraussetzung
fur die Livemigration. ontap-nas und ontap-san (VolumeMode-Block fir iSCSI- und NVMe/TCP-Protokolle)


osv-trident-install.html

kénnen RWX-Zugriffsmodi fir die mit den jeweiligen Speicherklassen erstellten Volumes unterstiitzen.

Informationen zum Konfigurieren der Speicherklasse ontap-san auf dem Cluster finden Sie im"Abschnitt zum
Migrieren einer VM von VMware zu OpenShift Virtualization" .

Wenn Sie auf ,VirtualMachine schnell erstellen” klicken, wird die Standardspeicherklasse
verwendet, um PVC und PV fir die bootfahige Root-Disk fur die VM zu erstellen. Sie kénnen

@ eine andere Speicherklasse fur die Festplatte auswahlen, indem Sie ,Virtuelle Maschine

anpassen® > Parameter der virtuellen Maschine anpassen® > ,Festplatten® auswahlen und dann
die Festplatte so bearbeiten, dass sie die erforderliche Speicherklasse verwendet.

Normalerweise wird beim Bereitstellen der VM-Festplatten der Blockzugriffsmodus gegeniber Dateisystemen
bevorzugt.

Um die Erstellung der virtuellen Maschine anzupassen, nachdem Sie die Betriebssystemvorlage ausgewahlt
haben, klicken Sie auf ,Virtuelle Maschine anpassen® statt auf ,Schnell erstellen®.

1.

Wenn flr das ausgewabhlte Betriebssystem eine Startquelle konfiguriert ist, kdnnen Sie auf Parameter der
virtuellen Maschine anpassen klicken.

. Wenn fUr das ausgewahlte Betriebssystem keine Startquelle konfiguriert ist, missen Sie diese

konfigurieren. Details zu den dargestellten Verfahren finden Sie in der"Dokumentation” .

Nachdem Sie die Startdiskette konfiguriert haben, kdnnen Sie auf Parameter der virtuellen Maschine
anpassen Klicken.

Sie kénnen die VM Uber die Registerkarten auf dieser Seite anpassen. Klicken Sie beispielsweise auf die
Registerkarte Datentrager und dann auf Datentrager hinzufiigen, um der VM einen weiteren Datentrager
hinzuzufligen.

Klicken Sie auf ,Virtuelle Maschine erstellen®, um die virtuelle Maschine zu erstellen. Dadurch wird im
Hintergrund ein entsprechender Pod gestartet.

Wenn eine Boot-Quelle fur eine Vorlage oder ein Betriebssystem von einer URL oder einer
Registrierung konfiguriert wird, erstellt sie einen PVC in der openshift-virtualization-
os-images Projekt und ladt das KVM-Gastimage auf das PVC herunter. Sie mlssen

@ sicherstellen, dass die PVC-Vorlagen Uber gentigend Speicherplatz verfigen, um das KVM-

Gastimage fur das entsprechende Betriebssystem aufzunehmen. Diese PVCs werden dann
geklont und als Rootdisk an virtuelle Maschinen angehangt, wenn sie mithilfe der
entsprechenden Vorlagen in einem beliebigen Projekt erstellt werden.

You are logged in as & tamporsry sdministrative user. Update the ghter Qtuth configurstion 1o aliow others ta log in

ject openshift-virtuakzation-os-images =

VirtualMachines

tus

St
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Create new VirtualMachine

an option to create a VirtualMachine from

B instanceTypes

Default templates

Q Fiterby)

‘

Red Hat Enterprise Linux 8 VM
mal

Workdoad Server
cPul
Memacy 2

‘ Source svalable

Red Hat Enterprise Linux 9 VM

helg-zerver-small

Microsatt Windows 10VM
windows10-dezktop-mecum

6

Fedora VM

fedora-sarver-small

Project opes

Bitems




"!, CentOS Stream 9 VM

centos-streamS-server-small

Template info

Operating system CPU | Memory

CentQS Stream 9'WM 1 CPU| 2 GiB Memory #

Workload type Metwork interfaces (1)

Server (default) Name Network Type
default Pod networking Masguerade

Description

Template for CentOS Stream 9 VM or newer. A Disks (2)

PVC with the CentOS Stream disk image must Name Drive Size

be available rootdisk Dick 30 Gig
cloudinitdisk 5k -

Documentation

Refer to documentation Hardware devices (0)
GPU devices

Host devices
Quick create VirtualMachine @
VirtualMachine name * Project
centos-stream9-pleased-ham openshift-virtualization-os-images

Start this VirtualMachine after creation

Quick create VirtualMachine _ustomize Virt Cancel




Project openshift-virtualization-os-images =
; rrize VirnialMachne
Customize and create VirtualMachine
Ternpiste: CortOS Sream 5VM
Overview YAML Scheduding Emdronment Network interfaces Digks Scripas Metadata
Name Mtk &
- s Name Network
atat Pod networ
Namezpace
ponshitvirtu mage Disk
Drive Size
Description
Dk B
=/ D
Operating system Hardwars devions
EntS Stream O VM GPU devices &
CPU | Memory
F 3 y
Host devices #
Maching type
Fo-rhelS
Heaclens mode
Boot mode a
BIos #
Hostname
Startin pause mode enfos-sreami-plexac-hamster
Workioad profile
ot P
Create VirtuaiMachine —
?lr
o L :
Lt - u
1) centos-stream9-zealous-anaconda & QP v Ao ~
|—] Name 1 Source Size Drive. Interface Storage class [_l
@ -
s
File systems @
Name 1 File system type Mount point Total bytes Used bytes
0 O U

Videodemonstration

Das folgende Video zeigt eine Demonstration der Erstellung einer VM in OpenShift Virtualization mithilfe von
iISCSI-Speicher.

Erstellen Sie eine VM in OpenShift Virtualization mithilfe von Block Storage
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https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=497b868d-2917-4824-bbaa-b2d500f92dda

Migrieren Sie eine VM von VMware zu einem Red Hat
OpenShift-Cluster

Migrieren Sie VMs von VMware zu einem OpenShift-Cluster mithilfe des OpenShift
Virtualization-Migrations-Toolkits. Diese Migration umfasst die Installation des Migration
Toolkit for Virtualization (MTV), das Erstellen von Quell- und Zielanbietern, das Erstellen
eines Migrationsplans und die Durchfihrung einer kalten oder warmen Migration.

Kalte Migration

Dies ist der Standardmigrationstyp. Wahrend die Daten kopiert werden, werden die virtuellen
Quellmaschinen heruntergefahren.

Warme Migration

Bei dieser Art der Migration werden die meisten Daten wahrend der Vorkopierphase kopiert, wahrend die
virtuellen Quellmaschinen (VMs) ausgefiihrt werden. Anschlielend werden die VMs heruntergefahren
und die verbleibenden Daten wahrend der Umstellungsphase kopiert.

Videodemonstration

Das folgende Video zeigt eine Demonstration der Kaltmigration einer RHEL-VM von VMware zu OpenShift
Virtualization unter Verwendung der Speicherklasse ontap-san fir persistenten Speicher.

Verwenden von Red Hat MTV zum Migrieren von VMs zur OpenShift-Virtualisierung mit NetApp ONTAP
Storage

Migration von VMs von VMware zu OpenShift Virtualization mit dem Migration
Toolkit for Virtualization

In diesem Abschnitt erfahren Sie, wie Sie mit dem Migration Toolkit for Virtualization (MTV) virtuelle Maschinen
von VMware zu OpenShift Virtualization migrieren, das auf der OpenShift Container-Plattform ausgefihrt und
mithilfe von Trident in den NetApp ONTAP -Speicher integriert ist.

Das folgende Diagramm zeigt eine Ubersicht tiber die Migration einer VM von VMware zu Red Hat OpenShift
Virtualization.

11


https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=bac58645-dd75-4e92-b5fe-b12b015dc199
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Migration of VM from VMware to OpenShift Virtualization

//_ _ \ KT AT Red Hat OpenShit [ - \
(5 v CIENET S

ol Redan
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Wi e omm oo oo YLAN Lo pod network
""""""""" pod

W, gl PVC and PV created from
%‘-ﬁ‘a?b ‘_’:‘5’3 b storagl class usng Tridont

WODK coples dala | A -
/ from VM disks o PV ‘___-\ T *

ONTAPor , !

any datastore - i
svmz B |

Voraussetzungen fiir die Beispielmigration

Auf VMware

» Eine RHEL 9-VM mit RHEL 9.3 und den folgenden Konfigurationen wurde installiert:

o CPU: 2, Speicher: 20 GB, Festplatte: 20 GB
o Benutzeranmeldeinformationen: Root-Benutzer und Administrator-Benutzeranmeldeinformationen

* Nachdem die VM bereit war, wurde der PostgreSQL-Server installiert.

o Der PostgreSQL-Server wurde gestartet und fur den Start beim Booten aktiviert

systemctl start postgresqgl.service’
systemctl enable postgresqgl.service
The above command ensures that the server can start in the VM in

OpenShift Virtualization after migration

o Es wurden 2 Datenbanken hinzugefugt, 1 Tabelle und 1 Zeile in der Tabelle wurden hinzugefiigt.
Verweisen"hier," Anleitungen zur Installation des PostgreSQL-Servers auf RHEL sowie zum Erstellen
von Datenbank- und Tabelleneintragen finden Sie hier.

@ Stellen Sie sicher, dass Sie den PostgreSQL-Server starten und den Dienst so aktivieren, dass
er beim Booten gestartet wird.

Auf OpenShift-Cluster

Vor der Installation von MTV wurden folgende Installationen durchgefihrt:

* OpenShift Cluster 4.17 oder hoher

12


https://docs.redhat.com/en/documentation/red_hat_enterprise_linux/9/html/configuring_and_using_database_servers/using-postgresql_configuring-and-using-database-servers#configuring-postgresql_using-postgresql

* Multipath auf den Clusterknoten fur iISCSI aktiviert (fir die Speicherklasse ontap-san). Multipathing kann
einfach aktiviert werden, wenn Sie Trident 25.02 mit dem Node-Prep-Flag installieren. Sie kénnen sich auf
die"Trident -Installationsabschnitt” fir Details.

* Installieren Sie die erforderlichen Backend- und Speicherklassen sowie die Snapshot-Klasse. Weitere
Informationen finden Sie im"Trident -Installationsabschnitt" fir Details.

* "OpenShift-Virtualisierung"

Installieren von MTV

Jetzt kdnnen Sie das Migration Toolkit fur Virtualisierung (MTV) installieren. Beachten Sie die beigefiigten
Anweisungen"hier," fur Hilfe bei der Installation.

Die Benutzeroberflache des Migration Toolkit for Virtualization (MTV) ist in die OpenShift-Webkonsole
integriert. Sie kénnen verweisen'"hier," um die Benutzeroberflache fur verschiedene Aufgaben zu verwenden.

Quellanbieter erstellen

Um die RHEL-VM von VMware zu OpenShift Virtualization zu migrieren, missen Sie zuerst den Quellanbieter
fur VMware erstellen. Beachten Sie die Anweisungen'hier," um den Quellanbieter zu erstellen.

Zum Erstellen lhres VMware-Quellanbieters bendtigen Sie Folgendes:

» VCenter-URL
» VCenter-Anmeldeinformationen
» VCenter-Server-Fingerabdruck

+ VDDK-Image in einem Repository

Beispiel fur die Erstellung eines Quellanbieters:

13


osv-trident-install.html
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https://docs.openshift.com/container-platform/4.13/virt/install/installing-virt-web.html
https://access.redhat.com/documentation/en-us/migration_toolkit_for_virtualization/2.5/html/installing_and_using_the_migration_toolkit_for_virtualization/installing-the-operator
https://access.redhat.com/documentation/en-us/migration_toolkit_for_virtualization/2.5/html/installing_and_using_the_migration_toolkit_for_virtualization/migrating-vms-web-console#mtv-ui_mtv
https://access.redhat.com/documentation/en-us/migration_toolkit_for_virtualization/2.5/html/installing_and_using_the_migration_toolkit_for_virtualization/migrating-vms-web-console#adding-providers

Select prowder type *

Vm vSphere

Pravider resource name *

VImWara-souice - 5

Linsque Kubernates msoume neme identifigr

URL *

VDDK init image

dockerrepo eng netapp comy banum,/vddikc- 301 []

VODE contamer inage of the providen wiven Ty emply sorme functionahty wi
Username *

administratongvephere local

Password *

SSHA-] fingerprint *

Skip certificate validation

Das Migration Toolkit for Virtualization (MTV) verwendet das VMware Virtual Disk Development
Kit (VDDK) SDK, um die Ubertragung virtueller Festplatten von VMware vSphere zu

@ beschleunigen. Daher wird die Erstellung eines VDDK-Images, obwohl optional, dringend
empfohlen. Um diese Funktion zu nutzen, laden Sie das VMware Virtual Disk Development Kit
(VDDK) herunter, erstellen ein VDDK-Image und tbertragen das VDDK-Image in lhre Image-
Registrierung.

Befolgen Sie die Anweisungen"hier," um das VDDK-Image zu erstellen und in ein vom OpenShift-Cluster aus
zugangliches Register zu Gbertragen.

Zielanbieter erstellen

Der Hostcluster wird automatisch hinzugefligt, da der OpenShift-Virtualisierungsanbieter der Quellanbieter ist.
Migrationsplan erstellen

Befolgen Sie die Anweisungen"hier," um einen Migrationsplan zu erstellen.

Beim Erstellen eines Plans missen Sie Folgendes erstellen, sofern dies noch nicht geschehen ist:

14


https://access.redhat.com/documentation/en-us/migration_toolkit_for_virtualization/2.5/html/installing_and_using_the_migration_toolkit_for_virtualization/prerequisites#creating-vddk-image_mtv
https://access.redhat.com/documentation/en-us/migration_toolkit_for_virtualization/2.5/html/installing_and_using_the_migration_toolkit_for_virtualization/migrating-vms-web-console#creating-migration-plan_mtv

» Eine Netzwerkzuordnung zum Zuordnen des Quellnetzwerks zum Zielnetzwerk.

 Eine Speicherzuordnung zum Zuordnen des Quelldatenspeichers zur Zielspeicherklasse. Hierfir kdnnen
Sie die Speicherklasse ontap-san wahlen. Sobald der Migrationsplan erstellt ist, sollte der Status des Plans
.Bereit* anzeigen und Sie sollten nun in der Lage sein, den Plan zu ,starten.

Red Hat - o e =
OpenShift as © @ kubezadmin

You are logged in s a temporary administrative user, Update the chrster QAuth configuration to allow others to log in

Project: openshift-mty  +
Installed Operators

e
Worldoads
Virtualization Status Mame + O Filter byname > a St avchived -
Migration Mame 1 Source ... Target .. VMs Status Dascription
Overview G miv-migration-demo | cokd @ vrvare @ nost =3 © Ready e e M B iR i =
Providers for virtualization @ vrware-osv-migration | cold @ vrwsrez @D host a a o Migrating RHEL 9 vm 1o OpenShift Virty
Plans for virtualization
@ @ ot - — B
Netwo:
@ o @ ’ @ host = Succeeded 1ot | VMs migrated @ migrating AHEL 9 vm using ONTAP NFS.
e

MNetworking

Durchfiihren einer Cold Migration

Durch Klicken auf Start wird eine Reihe von Schritten ausgefiihrt, um die Migration der VM abzuschliel3en.

Wind i Mg 6 i By e L U T (i et COnr e 0 i 4R 13 0y

Migration details by VM

Workloadi

Wirtusliration

T - o i
Migratan
tor—e B L Trd irven Dta oapiedt Sl
o "
L S ]
Dhdgead b Sate
"
- ' i
L - i
(¥ T B Cogy i 1 dh v wind
B Comate Vit i
CRraren L}

Compale

User Managerment

Wenn alle Schritte abgeschlossen sind, kdnnen Sie die migrierten VMs sehen, indem Sie im linken
Navigationsmen( unter Virtualisierung auf die virtuellen Maschinen klicken. Anweisungen zum Zugriff auf
die virtuellen Maschinen werden bereitgestellt"hier," .

Sie kdnnen sich bei der virtuellen Maschine anmelden und den Inhalt der Posgresql-Datenbanken Uberprifen.

Die Datenbanken, Tabellen und Eintrage in der Tabelle sollten mit denen Ubereinstimmen, die auf der Quell-
VM erstellt wurden.
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Warme Migration durchfiihren

Um eine Warmmigration durchzufiihren, miissen Sie nach dem Erstellen eines Migrationsplans wie oben
gezeigt die Planeinstellungen bearbeiten, um den Standardmigrationstyp zu andern. Klicken Sie auf das
Bearbeitungssymbol neben der Kaltmigration und schalten Sie die Schaltflache um, um sie auf Warmmigration
umzustellen. Klicken Sie auf Speichern. Klicken Sie nun auf Start, um die Migration zu starten.

Stellen Sie sicher, dass Sie beim Verschieben vom Blockspeicher in VMware die

@ Blockspeicherklasse fur die OpenShift-Virtualisierungs-VM ausgewahlt haben. Dartber hinaus
sollte der Volumemodus auf ,Block® und der Zugriffsmodus auf ,rwx“ eingestellt werden, damit
Sie zu einem spateren Zeitpunkt eine Livemigration der VM durchfiihren kénnen.

Set warm migration

In warm migration, the VM disks are copied incrementally using changed block
tracking (CBT) snapshots. The snapshots are created at one-hour intervals by
default. You can change the snapshot interval by updating the forklift-controller
depleyment

Whether this is a warm migration

@ Warm migration, most of the data is copied during the
precopy stage while the source virtual machines (VMs) are
running.

Klicken Sie auf 0 von 1 VMs abgeschlossen, erweitern Sie die VM und Sie kénnen den Fortschritt der
Migration sehen.

=
Status  ~ Name ~ Q Filterbyname 2 o Show archived o
Name 1 Source provider Virtual ... Status Migration started
@ warm-migration-plan1 ( Warm @ vmware-source @ 1VMs Running® 0 0f 1VMs migrated @ Feb11,2025,10:28 AM & Cutover

Nach einiger Zeit ist die Datentrageriibertragung abgeschlossen und die Migration wartet darauf, in den
Cutover-Status Uberzugehen. Das Datenvolumen befindet sich im angehaltenen Zustand. Gehen Sie zurtick
zum Plan und klicken Sie auf die Schaltflache Umstellung.
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Project: openshift-mtv  «
Pun: > Pian Details
@ warm-migration-planl & funing
YAML Virtual Machines  Resources ~ Mappings  Hooks
Virtual Machines
Pipelinestatus Name ~ Q Filte ame > m Cancel virtual machines
Name 1 Started at Completed at Disk transfer Disk counter Pipeline status
v vl @ Feb1,2025,1028 AM - 20480 / 20480 MB 1/ 1Disks ® @
PersistentVolumeClaims
Name Status
@D varm-migration-planl-vm-43432- g Pending
DataVolumes
Name Status
@D warm-migration-plani-vm-43432 Paused
Pipeline
Name Description Tasks Started at Error
@ Initialize initialize migration @ Feb 11,2025,1028 AM
@ DiskTransfer Transfer disks. ] @ Feb 11,2025,1028 AM
Cutover Finalize disk transfer |0/
ImageConversion Convert image to kubevirt
VirtualMachineCreation Create VM
Plans Create Plan
Stats v Neme v QF 3 (@ showarchived m
Name 1 Source provider Virtual machines Status Migration started
@ varm-migration-plan)  Warm © viware-source © VM Running ® £1VMs migrated @ Feb1, 20251028 AM % O

Die aktuelle Uhrzeit wird im Dialogfeld angezeigt. Andern Sie die Zeit auf einen spateren Zeitpunkt, wenn Sie
eine Umstellung auf einen spateren Zeitpunkt planen méchten. Wenn nicht, klicken Sie auf Umstellung
festlegen, um jetzt eine Umstellung durchzufihren.
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Cutover

chedule the cutover for migration warm-migration-plan1?

L

You can schedule cutover for now or a future date and time. VMs included
migration plan will be shut down when cutover starts.

in the

2025-02-11

.04 AM

@

Set cutover ‘ Remove cutov

e

r || Cancel |

Nach einigen Sekunden wechselt das Datenvolumen vom angehaltenen Zustand tUber den ImportScheduled-
Zustand zum ImportinProgress-Zustand, wenn die Umstellungsphase beginnt.

Virtual Machines
Pipeline status  ~ Name ~ Q Filterbyname > m ancel virtual machines
Name 1 Started at Completed at Disk transfer Disk counter Pipeline status
v vmi @ Feb11, 2025, 1028 AM 20480/ 20480 M8 1/1Disks ® ® @
PersistentVolumeClaims
Status
& Pending
Name Status
@D ver ImportinProgress
464rs
Pipeline
Name Description Tasks Started at Error
@ Intialize Initialize migration. @ Feb 11,2025,1028 AM
@® DiskTransfer Transfer disks ai @ reb 11,2025, 1028 AM
@ Cutover Finalize disk transfer 8o/! @ Feb 11,2025, 1107 AM
ImageConversion Convert image to kubevirt
VirtualMachineCreation Create VM

Wenn die Umstellungsphase abgeschlossen ist, erreicht das Datenvolumen den Status ,erfolgreich” und der

PVC ist gebunden.
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Virtual Machines

Pipelinestatus  « Name ~ Q@ Filterbyname > m Cancel virtual machines
Name 1 Started at Completed at Disk transfer Disk counter Pipeline status
v vmi @ Feb 11, 2025,10:28 AM - 20480/ 20480 MB 1/ 1Disks ® ® @ @
Pods
Pod Status Pod logs Created at

warm-migration-plani-vm- Pending Logs Feb 11, 2025, 1117 AM
g ] g

PersistentVolumeClaims
Name Status

G varm n-planl- @ Bound

DataVolumes
Name Status

@D warm-

® Succeeded

Der Migrationsplan wird mit der Fertigstellung der ImageConversion-Phase und schliellich der
VirtualMachineCreation-Phase fortgesetzt. Die VM wird auf OpenShift Virtualization in den laufenden Zustand
versetzt.

VirtualMachines
Y Filter w Name « Search by name. m
Name 1 Namespace Status Conditions Node Created
O v @D test-migrations & Running © worker2 @ 7 minutes ago

Migrieren Sie eine VM zwischen zwei Knoten in einem Red
Hat OpenShift-Cluster

Migrieren Sie eine VM in OpenShift Virtualization ohne Ausfallzeiten zwischen zwei
Knoten im Cluster. Dieses Verfahren umfasst die Bestatigung, dass die Datentrager
RWX-kompatible Speicherklassen verwenden, das Initiieren der Migration und das

Uberwachen des Fortschritts.

VM Live Migration

Bei der Livemigration handelt es sich um einen Prozess, bei dem eine VM-Instanz ohne Ausfallzeiten von
einem Knoten zu einem anderen in einem OpenShift-Cluster migriert wird. Damit die Livemigration in einem
OpenShift-Cluster funktioniert, missen VMs an PVCs mit dem gemeinsamen ReadWriteMany-Zugriffsmodus
gebunden sein. Mit Ontap-Nas-Treibern konfigurierte Trident -Backends unterstlitzen den RWX-Zugriffsmodus
fur die Dateisystemprotokolle NFS und SMB. Weitere Informationen finden Sie in der Dokumentation"hier," .
Mit ontap-san-Treibern konfigurierte Trident -Backends unterstiitzen den RWX-Zugriffsmodus fiir den Block-
VolumeMode fur iISCSI- und NVMe/TCP-Protokolle. Weitere Informationen finden Sie in der
Dokumentation"hier," .

Damit die Livemigration erfolgreich ist, missen die VMs daher mit Festplatten (Boot-Festplatten und
zusatzlichen Hot-Plug-Festplatten) mit PVCs unter Verwendung der Speicherklassen ontap-nas oder ontap-
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san (VolumeMode: Block) ausgestattet werden. Wenn die PVCs erstellt werden, erstellt Trident ONTAP
Volumes in einer SVM, die NFS- oder iSCSI-fahig ist.

‘ R‘Ed Hat Openshift Virtualization
OpenShift
Vivi-1 ViM-1
vim-disk 9 vmedisk
node-1 node-2
project-1
X
vm-disk-py VM storageclass
anbipenas "
@ antapesan volumefode: Block, Access mode rwx
TRIDENT NetApp

Sl lij "

NetApp

Um eine Livemigration einer VM durchzuflihren, die zuvor erstellt wurde und sich im Status ,Ausgefuhrt®
befindet, fihren Sie die folgenden Schritte aus:

1. Wahlen Sie die VM aus, die Sie live migrieren mdchten.

2. Klicken Sie auf die Registerkarte Konfiguration.

3. Stellen Sie sicher, dass alle Datentrager der VM mit Speicherklassen erstellt werden, die den RWX-
Zugriffsmodus unterstitzen.

4. Klicken Sie in der rechten Ecke auf Aktionen und wahlen Sie dann Migrieren aus.

5. Um den Fortschritt der Migration anzuzeigen, gehen Sie im Menu auf der linken Seite zu Virtualisierung >
Ubersicht und klicken Sie dann auf die Registerkarte Migrationen. Die Migration der VM wechselt von
Ausstehend zu Geplant zu Erfolgreich

Eine VM-Instanz in einem OpenShift-Cluster wird automatisch auf einen anderen Knoten
migriert, wenn der urspringliche Knoten in den Wartungsmodus versetzt wird und die
evictionStrategy auf LiveMigrate gesetzt ist.
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Klonen Sie eine VM mit Red Hat OpenShift Virtualization

Klonen Sie eine VM in OpenShift Virtualization mit Trident. Dieses Verfahren umfasst die
Nutzung des Trident CSI-Volume-Klonens, sodass Sie eine neue VM erstellen konnen,
indem Sie die Quell-VM herunterfahren oder weiterlaufen lassen.

VM-Klonen

Das Klonen einer vorhandenen VM in OpenShift wird mit Unterstitzung der Volume-CSI-Klonfunktion von
Trident erreicht. Durch das Klonen von CSI-Volumes kann ein neues PVC erstellt werden, indem ein
vorhandenes PVC als Datenquelle verwendet wird, indem dessen PV dupliziert wird. Nachdem der neue PVC
erstellt wurde, funktioniert er als separate Einheit und ohne jegliche Verbindung zum Quell-PVC oder

Abhangigkeit davon.
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TRIDENT NetApp

T
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NetApp

Beim Klonen von CSI-Volumes sind bestimmte Einschrankungen zu beachten:

1. Quell-PVC und Ziel-PVC missen sich im selben Projekt befinden.
2. Das Klonen wird innerhalb derselben Speicherklasse unterstitzt.

3. Das Klonen kann nur durchgefiihrt werden, wenn Quell- und Zielvolumes dieselbe VolumeMode-

Einstellung verwenden. Beispielsweise kann ein Blockvolume nur in ein anderes Blockvolume geklont
werden.

VMs in einem OpenShift-Cluster kdnnen auf zwei Arten geklont werden:
1. Durch Herunterfahren der Quell-VM
2. Indem die Quell-VM aktiv bleibt

Durch Herunterfahren der Quell-VM

Das Klonen einer vorhandenen VM durch Herunterfahren der VM ist eine native OpenShift-Funktion, die mit
Unterstitzung von Trident implementiert wird. Fihren Sie die folgenden Schritte aus, um eine VM zu klonen.

1. Navigieren Sie zu Workloads > Virtualisierung > Virtuelle Maschinen und klicken Sie auf die
Auslassungspunkte neben der virtuellen Maschine, die Sie klonen mochten.

2. Klicken Sie auf ,Virtuelle Maschine klonen“ und geben Sie die Details fir die neue VM ein.
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Clone Virtual Machine

Name * rhel8-short-frog-clone

Description

Namespace * default -

Start virtual machine on clone

Configuration Operating System
Red Hat Enterprise Linux 8.0 or higher
Flavor

Small: 1CPU | 2 GiB Memory
Workload Profile

server

NICs

default - virtio

Disks

cloudinitdisk - cloud-init disk

rootdisk - 20Gi - basic

44 The VM rhel8-short-frog is still running. It will be powered off while
cloning.

Clone Virtual Machine

3. Klicken Sie auf ,Virtuelle Maschine klonen®. Dadurch wird die Quell-VM heruntergefahren und die
Erstellung der Klon-VM eingeleitet.

4. Nachdem dieser Schritt abgeschlossen ist, kbnnen Sie auf den Inhalt der geklonten VM zugreifen und ihn
Uberprifen.

23



Indem die Quell-VM aktiv bleibt

Eine vorhandene VM kann auch geklont werden, indem der vorhandene PVC der Quell-VM geklont und dann
mit dem geklonten PVC eine neue VM erstellt wird. Bei dieser Methode mussen Sie die Quell-VM nicht
herunterfahren. Fihren Sie die folgenden Schritte aus, um eine VM zu klonen, ohne sie herunterzufahren.

1. Navigieren Sie zu Speicher > PersistentVolumeClaims und klicken Sie auf die Auslassungspunkte neben
dem PVC, das an die Quell-VM angehangt ist.

2. Klicken Sie auf ,PVC klonen* und geben Sie die Details fiir das neue PVC an.

Clone

Mame *

rhel8-short-frog-rootdisk-28dvb-clone

Access Mode *
(O Single User (RWO) @ Shared Access (RWX) O Read Only (ROX)
Size *

20 GB =«

PVC details

Namespace Requested capacity Access mode

@ default 20GIiB Shared Access (RWX)
Storage Class Used capacity Volume mode

€S basic 22GiB Filesystem

Cancel Clone

3. Klicken Sie dann auf ,Klonen“. Dadurch wird ein PVC fir die neue VM erstellt.

4. Navigieren Sie zu Workloads > Virtualisierung > Virtuelle Maschinen und klicken Sie auf Erstellen > Mit
YAML.

5. Fugen Sie im Abschnitt ,spec > template > spec > volumes* das geklonte PVC anstelle der
Containerfestplatte an. Geben Sie alle weiteren Details zur neuen VM entsprechend Ihren Anforderungen
an.
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- name: rootdisk
persistentVolumeClaim:
claimName: rhel8-short-frog-rootdisk-28dvb-clone

6. Klicken Sie auf ,Erstellen”, um die neue VM zu erstellen.

7. Nachdem die VM erfolgreich erstellt wurde, greifen Sie darauf zu und Uberprifen Sie, ob die neue VM ein
Klon der Quell-VM ist.

Erstellen Sie eine VM aus einer Snapshot-Kopie mit Red Hat
OpenShift Virtualization

Erstellen Sie mit OpenShift Virtualization eine VM aus einem Snapshot. Dieses Verfahren
umfasst das Erstellen einer VolumeSnapshotClass, das Aufnehmen eines Snapshots des
Persistent Volume Claim (PVC) der VM, das Wiederherstellen des Snapshots auf einem
neuen PVC und das Bereitstellen einer neuen VM, die das wiederhergestellte PVC als
Root-Datentrager verwendet.

Erstellen einer VM aus einem Snapshot

Mit Trident und Red Hat OpenShift kbnnen Benutzer einen Snapshot eines persistenten Volumes auf den von
ihm bereitgestellten Speicherklassen erstellen. Mit dieser Funktion kénnen Benutzer eine zeitpunktbezogene
Kopie eines Volumes erstellen und damit ein neues Volume erstellen oder dasselbe Volume in einen friheren
Zustand zuruckversetzen. Dies ermdglicht oder unterstutzt eine Vielzahl von Anwendungsfallen, vom Rollback
Uber Klone bis hin zur Datenwiederherstellung.

Flr Snapshot-Operationen in OpenShift missen die Ressourcen VolumeSnapshotClass, VolumeSnapshot und
VolumeSnapshotContent definiert werden.

* Ein VolumeSnapshotContent ist der tatsachliche Snapshot, der von einem Volume im Cluster erstellt
wurde. Es handelt sich um eine clusterweite Ressource analog zu PersistentVolume fiir die Speicherung.

» Ein VolumeSnapshot ist eine Anforderung zum Erstellen des Snapshots eines Volumes. Es ist analog zu
einem PersistentVolumeClaim.

* Mit VolumeSnapshotClass kann der Administrator verschiedene Attribute fiir einen VolumeSnapshot
angeben. Sie kdnnen damit unterschiedliche Attribute flr unterschiedliche Snapshots festlegen, die vom
selben Datentrager erstellt wurden.
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Flhren Sie die folgenden Schritte aus, um einen Snapshot einer VM zu erstellen:

1. Erstellen Sie eine VolumeSnapshotClass, die dann zum Erstellen eines VolumeSnapshots verwendet
werden kann. Navigieren Sie zu Speicher > VolumeSnapshotClasses und klicken Sie auf
,VolumeSnapshotClass erstellen®.

2. Geben Sie den Namen der Snapshot-Klasse ein, geben Sie csi.trident.netapp.io flr den Treiber ein und
klicken Sie auf ,Erstellen”.
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© View shortcuts

apiVersion: snapshot.storage.k8s.io/v1l

kind: VolumeSnapshotClass
metadata:

name: trident-snapshot-clasﬂ
driver: csi.trident.netapp.io
deletionPolicy: Delete

‘ Cancel ‘ X Download

3. ldentifizieren Sie den PVC, der an die Quell-VM angeschlossen ist, und erstellen Sie dann einen Snapshot
dieses PVC. Navigieren Sie zu Storage > VolumeSnapshots und klicken Sie auf ,VolumeSnapshots
erstellen®.

4. Wahlen Sie das PVC aus, fur das Sie den Snapshot erstellen mochten, geben Sie den Namen des

Snapshots ein oder akzeptieren Sie den Standardnamen und wahlen Sie die entsprechende
VolumeSnapshotClass aus. Klicken Sie dann auf Erstellen.

Create VolumeSnapshot Edit YAML

PersistentVolumeClaim *

rhel8-short-frog-rootdisk-28dvb v

Name *

rhel8-short-frog-rootdisk-28dvb-snapshot

Snapshot Class *

@E® trident-snapshot-class v

=3

5. Dadurch wird der Snapshot des PVC zu diesem Zeitpunkt erstellt.
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Erstellen Sie eine neue VM aus dem Snapshot

1. Stellen Sie zunachst den Snapshot in einem neuen PVC wieder her. Navigieren Sie zu Speicher >
VolumeSnapshots, klicken Sie auf die Auslassungspunkte neben dem Snapshot, den Sie wiederherstellen
mochten, und klicken Sie auf Als neues PVC wiederherstellen.

2. Geben Sie die Details des neuen PVC ein und klicken Sie auf Wiederherstellen. Dadurch entsteht ein
neues PVC.

Restore as new PVC

When restore action for snapshot rhel8-short-frog-rootdisk-28dvb-snapshot is
finished a new crash-consistent PVC copy will be created.

MName *

rhel8-short-frog-rootdisk-28dvb-snapshot-restore

Storage Class *

€® basic v

Access Mode *

O Single User (RWO) @ Shared Access (RWX) O Read Only (ROX)
Size *

20 GB «

VeelumeSnapshot details

Created at Namespace

@ May 21,12:46 am @B default

Status API version

@ Ready snapshot.storage.k8s.io/vl
Size

20 GiB

3. Erstellen Sie als Nachstes eine neue VM aus diesem PVC. Navigieren Sie zu Virtualisierung > Virtuelle
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Maschinen und klicken Sie auf Erstellen > Mit YAML.

. Geben Sie im Abschnitt ,spec > template > spec > volumes* den neuen PVC an, der aus Snapshot und
nicht aus der Containerfestplatte erstellt wurde. Geben Sie alle weiteren Details zur neuen VM
entsprechend lhren Anforderungen an.

- name: rootdisk
persistentVolumeClaim:
claimName: rhel8-short-frog-rootdisk-28dvb-snapshot-restore

. Klicken Sie auf ,Erstellen”, um die neue VM zu erstellen.

. Nachdem die VM erfolgreich erstellt wurde, greifen Sie darauf zu und Uberprifen Sie, ob die neue VM
denselben Status hat wie die VM, deren PVC zum Zeitpunkt der Erstellung des Snapshots zum Erstellen
des Snapshots verwendet wurde.
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