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Lokale Bereitstellung

Voraussetzungen für die Bereitstellung von Red Hat
OpenShift Virtualization mit ONTAP

Überprüfen Sie die Anforderungen für die Installation und Bereitstellung der OpenShift-
Virtualisierung mit ONTAP -Speichersystemen.

Voraussetzungen

• Ein Red Hat OpenShift-Cluster (neuer als Version 4.6), installiert auf einer Bare-Metal-Infrastruktur mit
RHCOS-Worker-Knoten

• Führen Sie Machine Health Checks durch, um HA für VMs aufrechtzuerhalten

• Ein NetApp ONTAP -Cluster mit SVM, das mit dem richtigen Protokoll konfiguriert ist.

• Trident auf dem OpenShift-Cluster installiert

• Eine erstellte Trident Backend-Konfiguration

• Eine auf dem OpenShift-Cluster konfigurierte StorageClass mit Trident als Provisioner

Die oben genannten Trident -Voraussetzungen finden Sie unter"Trident -Installationsabschnitt" für Details.

• Cluster-Admin-Zugriff auf den Red Hat OpenShift-Cluster

• Administratorzugriff auf NetApp ONTAP -Cluster

• Eine Admin-Workstation mit installierten und zu $PATH hinzugefügten Tridentctl- und OC-Tools

Da die OpenShift-Virtualisierung von einem auf dem OpenShift-Cluster installierten Operator verwaltet wird,
entsteht zusätzlicher Overhead für Arbeitsspeicher, CPU und Speicher, der bei der Planung der
Hardwareanforderungen für den Cluster berücksichtigt werden muss. Siehe die Dokumentation "hier," für
weitere Details.

Optional können Sie auch eine Teilmenge der OpenShift-Clusterknoten zum Hosten der OpenShift-
Virtualisierungsoperatoren, -Controller und -VMs angeben, indem Sie Regeln für die Knotenplatzierung
konfigurieren. Um Knotenplatzierungsregeln für OpenShift Virtualization zu konfigurieren, folgen Sie der
Dokumentation "hier," .

Für den Speicher, der die OpenShift-Virtualisierung unterstützt, empfiehlt NetApp eine dedizierte StorageClass,
die Speicher von einem bestimmten Trident Backend anfordert, das wiederum von einer dedizierten SVM
unterstützt wird. Dadurch wird ein gewisses Maß an Mandantenfähigkeit hinsichtlich der Daten
aufrechterhalten, die für VM-basierte Workloads auf dem OpenShift-Cluster bereitgestellt werden.

Bereitstellen von Red Hat OpenShift Virtualization mit
ONTAP

Installieren Sie OpenShift Virtualization auf einem Red Hat OpenShift Bare-Metal-Cluster.
Dieses Verfahren umfasst die Anmeldung mit Cluster-Administratorzugriff, die Navigation
zum OperatorHub und die Installation des OpenShift Virtualization-Operators.

1. Melden Sie sich mit Cluster-Admin-Zugriff beim Red Hat OpenShift Bare-Metal-Cluster an.
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2. Wählen Sie „Administrator“ aus der Dropdown-Liste „Perspektive“ aus.

3. Navigieren Sie zu Operatoren > OperatorHub und suchen Sie nach OpenShift Virtualization.

4. Wählen Sie die Kachel „OpenShift-Virtualisierung“ aus und klicken Sie auf „Installieren“.
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5. Behalten Sie auf dem Bildschirm „Operator installieren“ alle Standardparameter bei und klicken Sie auf
„Installieren“.

6. Warten Sie, bis die Operatorinstallation abgeschlossen ist.

7. Klicken Sie nach der Installation des Operators auf „Hyperkonvergente erstellen“.

3



8. Klicken Sie auf dem Bildschirm „Hyperkonvergente erstellen“ auf „Erstellen“ und akzeptieren Sie alle
Standardparameter. Mit diesem Schritt wird die Installation von OpenShift Virtualization gestartet.
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9. Nachdem alle Pods im OpenShift-CNV-Namespace in den Status „Ausgeführt“ gewechselt sind und sich
der OpenShift-Virtualisierungsoperator im Status „Erfolgreich“ befindet, ist der Operator einsatzbereit. VMs
können jetzt auf dem OpenShift-Cluster erstellt werden.

Erstellen Sie eine VM auf ONTAP -Speicher mit Red Hat
OpenShift Virtualization

Erstellen Sie eine VM mit OpenShift Virtualization. Dieses Verfahren umfasst die Auswahl
einer Betriebssystemvorlage, die Konfiguration von Speicherklassen und die Anpassung
von VM-Parametern zur Erfüllung bestimmter Anforderungen. Als Voraussetzung sollten
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Sie bereits das Trident-Backend, die Speicherklasse und die Volume-Snapshot-
Klassenobjekte erstellt haben. Sie können sich auf die"Trident -Installationsabschnitt" für
Details.

VM erstellen

VMs sind zustandsbehaftete Bereitstellungen, die Volumes zum Hosten des Betriebssystems und der Daten
benötigen. Da die VMs bei CNV als Pods ausgeführt werden, werden sie durch PVs unterstützt, die über
Trident auf NetApp ONTAP gehostet werden. Diese Volumes werden als Datenträger angeschlossen und
speichern das gesamte Dateisystem einschließlich der Bootquelle der VM.

Führen Sie die folgenden Schritte aus, um schnell eine virtuelle Maschine im OpenShift-Cluster zu erstellen:

1. Navigieren Sie zu Virtualisierung > Virtuelle Maschinen und klicken Sie auf Erstellen.

2. Wählen Sie „Aus Vorlage“ aus.

3. Wählen Sie das gewünschte Betriebssystem aus, für das die Bootquelle verfügbar ist.

4. Aktivieren Sie das Kontrollkästchen „Virtuelle Maschine nach der Erstellung starten“.

5. Klicken Sie auf „Virtuelle Maschine schnell erstellen“.

Die virtuelle Maschine wird erstellt und gestartet und gelangt in den Status Wird ausgeführt. Es erstellt
automatisch einen PVC und einen entsprechenden PV für die Bootdiskette unter Verwendung der
Standardspeicherklasse. Um die VM in Zukunft live migrieren zu können, müssen Sie sicherstellen, dass die
für die Datenträger verwendete Speicherklasse RWX-Volumes unterstützen kann. Dies ist eine Voraussetzung
für die Livemigration. ontap-nas und ontap-san (VolumeMode-Block für iSCSI- und NVMe/TCP-Protokolle)
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können RWX-Zugriffsmodi für die mit den jeweiligen Speicherklassen erstellten Volumes unterstützen.

Informationen zum Konfigurieren der Speicherklasse ontap-san auf dem Cluster finden Sie im"Abschnitt zum
Migrieren einer VM von VMware zu OpenShift Virtualization" .

Wenn Sie auf „VirtualMachine schnell erstellen“ klicken, wird die Standardspeicherklasse
verwendet, um PVC und PV für die bootfähige Root-Disk für die VM zu erstellen. Sie können
eine andere Speicherklasse für die Festplatte auswählen, indem Sie „Virtuelle Maschine
anpassen“ > „Parameter der virtuellen Maschine anpassen“ > „Festplatten“ auswählen und dann
die Festplatte so bearbeiten, dass sie die erforderliche Speicherklasse verwendet.

Normalerweise wird beim Bereitstellen der VM-Festplatten der Blockzugriffsmodus gegenüber Dateisystemen
bevorzugt.

Um die Erstellung der virtuellen Maschine anzupassen, nachdem Sie die Betriebssystemvorlage ausgewählt
haben, klicken Sie auf „Virtuelle Maschine anpassen“ statt auf „Schnell erstellen“.

1. Wenn für das ausgewählte Betriebssystem eine Startquelle konfiguriert ist, können Sie auf Parameter der

virtuellen Maschine anpassen klicken.

2. Wenn für das ausgewählte Betriebssystem keine Startquelle konfiguriert ist, müssen Sie diese
konfigurieren. Details zu den dargestellten Verfahren finden Sie in der"Dokumentation" .

3. Nachdem Sie die Startdiskette konfiguriert haben, können Sie auf Parameter der virtuellen Maschine

anpassen klicken.

4. Sie können die VM über die Registerkarten auf dieser Seite anpassen. Klicken Sie beispielsweise auf die
Registerkarte Datenträger und dann auf Datenträger hinzufügen, um der VM einen weiteren Datenträger
hinzuzufügen.

5. Klicken Sie auf „Virtuelle Maschine erstellen“, um die virtuelle Maschine zu erstellen. Dadurch wird im
Hintergrund ein entsprechender Pod gestartet.

Wenn eine Boot-Quelle für eine Vorlage oder ein Betriebssystem von einer URL oder einer
Registrierung konfiguriert wird, erstellt sie einen PVC in der openshift-virtualization-
os-images Projekt und lädt das KVM-Gastimage auf das PVC herunter. Sie müssen
sicherstellen, dass die PVC-Vorlagen über genügend Speicherplatz verfügen, um das KVM-
Gastimage für das entsprechende Betriebssystem aufzunehmen. Diese PVCs werden dann
geklont und als Rootdisk an virtuelle Maschinen angehängt, wenn sie mithilfe der
entsprechenden Vorlagen in einem beliebigen Projekt erstellt werden.
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Videodemonstration

Das folgende Video zeigt eine Demonstration der Erstellung einer VM in OpenShift Virtualization mithilfe von
iSCSI-Speicher.

Erstellen Sie eine VM in OpenShift Virtualization mithilfe von Block Storage
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Migrieren Sie eine VM von VMware zu einem Red Hat
OpenShift-Cluster

Migrieren Sie VMs von VMware zu einem OpenShift-Cluster mithilfe des OpenShift
Virtualization-Migrations-Toolkits. Diese Migration umfasst die Installation des Migration
Toolkit for Virtualization (MTV), das Erstellen von Quell- und Zielanbietern, das Erstellen
eines Migrationsplans und die Durchführung einer kalten oder warmen Migration.

Kalte Migration

Dies ist der Standardmigrationstyp. Während die Daten kopiert werden, werden die virtuellen
Quellmaschinen heruntergefahren.

Warme Migration

Bei dieser Art der Migration werden die meisten Daten während der Vorkopierphase kopiert, während die
virtuellen Quellmaschinen (VMs) ausgeführt werden. Anschließend werden die VMs heruntergefahren
und die verbleibenden Daten während der Umstellungsphase kopiert.

Videodemonstration

Das folgende Video zeigt eine Demonstration der Kaltmigration einer RHEL-VM von VMware zu OpenShift
Virtualization unter Verwendung der Speicherklasse ontap-san für persistenten Speicher.

Verwenden von Red Hat MTV zum Migrieren von VMs zur OpenShift-Virtualisierung mit NetApp ONTAP
Storage

Migration von VMs von VMware zu OpenShift Virtualization mit dem Migration
Toolkit for Virtualization

In diesem Abschnitt erfahren Sie, wie Sie mit dem Migration Toolkit for Virtualization (MTV) virtuelle Maschinen
von VMware zu OpenShift Virtualization migrieren, das auf der OpenShift Container-Plattform ausgeführt und
mithilfe von Trident in den NetApp ONTAP -Speicher integriert ist.

Das folgende Diagramm zeigt eine Übersicht über die Migration einer VM von VMware zu Red Hat OpenShift
Virtualization.
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Voraussetzungen für die Beispielmigration

Auf VMware

• Eine RHEL 9-VM mit RHEL 9.3 und den folgenden Konfigurationen wurde installiert:

◦ CPU: 2, Speicher: 20 GB, Festplatte: 20 GB

◦ Benutzeranmeldeinformationen: Root-Benutzer und Administrator-Benutzeranmeldeinformationen

• Nachdem die VM bereit war, wurde der PostgreSQL-Server installiert.

◦ Der PostgreSQL-Server wurde gestartet und für den Start beim Booten aktiviert

systemctl start postgresql.service`

systemctl enable postgresql.service

The above command ensures that the server can start in the VM in

OpenShift Virtualization after migration

◦ Es wurden 2 Datenbanken hinzugefügt, 1 Tabelle und 1 Zeile in der Tabelle wurden hinzugefügt.
Verweisen"hier," Anleitungen zur Installation des PostgreSQL-Servers auf RHEL sowie zum Erstellen
von Datenbank- und Tabelleneinträgen finden Sie hier.

Stellen Sie sicher, dass Sie den PostgreSQL-Server starten und den Dienst so aktivieren, dass
er beim Booten gestartet wird.

Auf OpenShift-Cluster

Vor der Installation von MTV wurden folgende Installationen durchgeführt:

• OpenShift Cluster 4.17 oder höher

12

https://docs.redhat.com/en/documentation/red_hat_enterprise_linux/9/html/configuring_and_using_database_servers/using-postgresql_configuring-and-using-database-servers#configuring-postgresql_using-postgresql


• Multipath auf den Clusterknoten für iSCSI aktiviert (für die Speicherklasse ontap-san). Multipathing kann
einfach aktiviert werden, wenn Sie Trident 25.02 mit dem Node-Prep-Flag installieren. Sie können sich auf
die"Trident -Installationsabschnitt" für Details.

• Installieren Sie die erforderlichen Backend- und Speicherklassen sowie die Snapshot-Klasse. Weitere
Informationen finden Sie im"Trident -Installationsabschnitt" für Details.

• "OpenShift-Virtualisierung"

Installieren von MTV

Jetzt können Sie das Migration Toolkit für Virtualisierung (MTV) installieren. Beachten Sie die beigefügten
Anweisungen"hier," für Hilfe bei der Installation.

Die Benutzeroberfläche des Migration Toolkit for Virtualization (MTV) ist in die OpenShift-Webkonsole
integriert. Sie können verweisen"hier," um die Benutzeroberfläche für verschiedene Aufgaben zu verwenden.

Quellanbieter erstellen

Um die RHEL-VM von VMware zu OpenShift Virtualization zu migrieren, müssen Sie zuerst den Quellanbieter
für VMware erstellen. Beachten Sie die Anweisungen"hier," um den Quellanbieter zu erstellen.

Zum Erstellen Ihres VMware-Quellanbieters benötigen Sie Folgendes:

• VCenter-URL

• VCenter-Anmeldeinformationen

• VCenter-Server-Fingerabdruck

• VDDK-Image in einem Repository

Beispiel für die Erstellung eines Quellanbieters:
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Das Migration Toolkit for Virtualization (MTV) verwendet das VMware Virtual Disk Development
Kit (VDDK) SDK, um die Übertragung virtueller Festplatten von VMware vSphere zu
beschleunigen. Daher wird die Erstellung eines VDDK-Images, obwohl optional, dringend
empfohlen. Um diese Funktion zu nutzen, laden Sie das VMware Virtual Disk Development Kit
(VDDK) herunter, erstellen ein VDDK-Image und übertragen das VDDK-Image in Ihre Image-
Registrierung.

Befolgen Sie die Anweisungen"hier," um das VDDK-Image zu erstellen und in ein vom OpenShift-Cluster aus
zugängliches Register zu übertragen.

Zielanbieter erstellen

Der Hostcluster wird automatisch hinzugefügt, da der OpenShift-Virtualisierungsanbieter der Quellanbieter ist.

Migrationsplan erstellen

Befolgen Sie die Anweisungen"hier," um einen Migrationsplan zu erstellen.

Beim Erstellen eines Plans müssen Sie Folgendes erstellen, sofern dies noch nicht geschehen ist:
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• Eine Netzwerkzuordnung zum Zuordnen des Quellnetzwerks zum Zielnetzwerk.

• Eine Speicherzuordnung zum Zuordnen des Quelldatenspeichers zur Zielspeicherklasse. Hierfür können
Sie die Speicherklasse ontap-san wählen. Sobald der Migrationsplan erstellt ist, sollte der Status des Plans
„Bereit“ anzeigen und Sie sollten nun in der Lage sein, den Plan zu „starten“.

Durchführen einer Cold Migration

Durch Klicken auf Start wird eine Reihe von Schritten ausgeführt, um die Migration der VM abzuschließen.

Wenn alle Schritte abgeschlossen sind, können Sie die migrierten VMs sehen, indem Sie im linken
Navigationsmenü unter Virtualisierung auf die virtuellen Maschinen klicken. Anweisungen zum Zugriff auf
die virtuellen Maschinen werden bereitgestellt"hier," .

Sie können sich bei der virtuellen Maschine anmelden und den Inhalt der Posgresql-Datenbanken überprüfen.
Die Datenbanken, Tabellen und Einträge in der Tabelle sollten mit denen übereinstimmen, die auf der Quell-
VM erstellt wurden.
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Warme Migration durchführen

Um eine Warmmigration durchzuführen, müssen Sie nach dem Erstellen eines Migrationsplans wie oben
gezeigt die Planeinstellungen bearbeiten, um den Standardmigrationstyp zu ändern. Klicken Sie auf das
Bearbeitungssymbol neben der Kaltmigration und schalten Sie die Schaltfläche um, um sie auf Warmmigration
umzustellen. Klicken Sie auf Speichern. Klicken Sie nun auf Start, um die Migration zu starten.

Stellen Sie sicher, dass Sie beim Verschieben vom Blockspeicher in VMware die
Blockspeicherklasse für die OpenShift-Virtualisierungs-VM ausgewählt haben. Darüber hinaus
sollte der Volumemodus auf „Block“ und der Zugriffsmodus auf „rwx“ eingestellt werden, damit
Sie zu einem späteren Zeitpunkt eine Livemigration der VM durchführen können.

Klicken Sie auf 0 von 1 VMs abgeschlossen, erweitern Sie die VM und Sie können den Fortschritt der
Migration sehen.

Nach einiger Zeit ist die Datenträgerübertragung abgeschlossen und die Migration wartet darauf, in den
Cutover-Status überzugehen. Das Datenvolumen befindet sich im angehaltenen Zustand. Gehen Sie zurück
zum Plan und klicken Sie auf die Schaltfläche Umstellung.
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Die aktuelle Uhrzeit wird im Dialogfeld angezeigt. Ändern Sie die Zeit auf einen späteren Zeitpunkt, wenn Sie
eine Umstellung auf einen späteren Zeitpunkt planen möchten. Wenn nicht, klicken Sie auf Umstellung

festlegen, um jetzt eine Umstellung durchzuführen.
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Nach einigen Sekunden wechselt das Datenvolumen vom angehaltenen Zustand über den ImportScheduled-
Zustand zum ImportInProgress-Zustand, wenn die Umstellungsphase beginnt.

Wenn die Umstellungsphase abgeschlossen ist, erreicht das Datenvolumen den Status „erfolgreich“ und der
PVC ist gebunden.
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Der Migrationsplan wird mit der Fertigstellung der ImageConversion-Phase und schließlich der
VirtualMachineCreation-Phase fortgesetzt. Die VM wird auf OpenShift Virtualization in den laufenden Zustand
versetzt.

Migrieren Sie eine VM zwischen zwei Knoten in einem Red
Hat OpenShift-Cluster

Migrieren Sie eine VM in OpenShift Virtualization ohne Ausfallzeiten zwischen zwei
Knoten im Cluster. Dieses Verfahren umfasst die Bestätigung, dass die Datenträger
RWX-kompatible Speicherklassen verwenden, das Initiieren der Migration und das
Überwachen des Fortschritts.

VM Live Migration

Bei der Livemigration handelt es sich um einen Prozess, bei dem eine VM-Instanz ohne Ausfallzeiten von
einem Knoten zu einem anderen in einem OpenShift-Cluster migriert wird. Damit die Livemigration in einem
OpenShift-Cluster funktioniert, müssen VMs an PVCs mit dem gemeinsamen ReadWriteMany-Zugriffsmodus
gebunden sein. Mit Ontap-Nas-Treibern konfigurierte Trident -Backends unterstützen den RWX-Zugriffsmodus
für die Dateisystemprotokolle NFS und SMB. Weitere Informationen finden Sie in der Dokumentation"hier," .
Mit ontap-san-Treibern konfigurierte Trident -Backends unterstützen den RWX-Zugriffsmodus für den Block-
VolumeMode für iSCSI- und NVMe/TCP-Protokolle. Weitere Informationen finden Sie in der
Dokumentation"hier," .

Damit die Livemigration erfolgreich ist, müssen die VMs daher mit Festplatten (Boot-Festplatten und
zusätzlichen Hot-Plug-Festplatten) mit PVCs unter Verwendung der Speicherklassen ontap-nas oder ontap-
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san (VolumeMode: Block) ausgestattet werden. Wenn die PVCs erstellt werden, erstellt Trident ONTAP
Volumes in einer SVM, die NFS- oder iSCSI-fähig ist.

Um eine Livemigration einer VM durchzuführen, die zuvor erstellt wurde und sich im Status „Ausgeführt“
befindet, führen Sie die folgenden Schritte aus:

1. Wählen Sie die VM aus, die Sie live migrieren möchten.

2. Klicken Sie auf die Registerkarte Konfiguration.

3. Stellen Sie sicher, dass alle Datenträger der VM mit Speicherklassen erstellt werden, die den RWX-
Zugriffsmodus unterstützen.

4. Klicken Sie in der rechten Ecke auf Aktionen und wählen Sie dann Migrieren aus.

5. Um den Fortschritt der Migration anzuzeigen, gehen Sie im Menü auf der linken Seite zu Virtualisierung >
Übersicht und klicken Sie dann auf die Registerkarte Migrationen. Die Migration der VM wechselt von
Ausstehend zu Geplant zu Erfolgreich

Eine VM-Instanz in einem OpenShift-Cluster wird automatisch auf einen anderen Knoten
migriert, wenn der ursprüngliche Knoten in den Wartungsmodus versetzt wird und die
evictionStrategy auf LiveMigrate gesetzt ist.
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Klonen Sie eine VM mit Red Hat OpenShift Virtualization

Klonen Sie eine VM in OpenShift Virtualization mit Trident. Dieses Verfahren umfasst die
Nutzung des Trident CSI-Volume-Klonens, sodass Sie eine neue VM erstellen können,
indem Sie die Quell-VM herunterfahren oder weiterlaufen lassen.

VM-Klonen

Das Klonen einer vorhandenen VM in OpenShift wird mit Unterstützung der Volume-CSI-Klonfunktion von
Trident erreicht. Durch das Klonen von CSI-Volumes kann ein neues PVC erstellt werden, indem ein
vorhandenes PVC als Datenquelle verwendet wird, indem dessen PV dupliziert wird. Nachdem der neue PVC
erstellt wurde, funktioniert er als separate Einheit und ohne jegliche Verbindung zum Quell-PVC oder
Abhängigkeit davon.
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Beim Klonen von CSI-Volumes sind bestimmte Einschränkungen zu beachten:

1. Quell-PVC und Ziel-PVC müssen sich im selben Projekt befinden.

2. Das Klonen wird innerhalb derselben Speicherklasse unterstützt.

3. Das Klonen kann nur durchgeführt werden, wenn Quell- und Zielvolumes dieselbe VolumeMode-
Einstellung verwenden. Beispielsweise kann ein Blockvolume nur in ein anderes Blockvolume geklont
werden.

VMs in einem OpenShift-Cluster können auf zwei Arten geklont werden:

1. Durch Herunterfahren der Quell-VM

2. Indem die Quell-VM aktiv bleibt

Durch Herunterfahren der Quell-VM

Das Klonen einer vorhandenen VM durch Herunterfahren der VM ist eine native OpenShift-Funktion, die mit
Unterstützung von Trident implementiert wird. Führen Sie die folgenden Schritte aus, um eine VM zu klonen.

1. Navigieren Sie zu Workloads > Virtualisierung > Virtuelle Maschinen und klicken Sie auf die
Auslassungspunkte neben der virtuellen Maschine, die Sie klonen möchten.

2. Klicken Sie auf „Virtuelle Maschine klonen“ und geben Sie die Details für die neue VM ein.
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3. Klicken Sie auf „Virtuelle Maschine klonen“. Dadurch wird die Quell-VM heruntergefahren und die
Erstellung der Klon-VM eingeleitet.

4. Nachdem dieser Schritt abgeschlossen ist, können Sie auf den Inhalt der geklonten VM zugreifen und ihn
überprüfen.
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Indem die Quell-VM aktiv bleibt

Eine vorhandene VM kann auch geklont werden, indem der vorhandene PVC der Quell-VM geklont und dann
mit dem geklonten PVC eine neue VM erstellt wird. Bei dieser Methode müssen Sie die Quell-VM nicht
herunterfahren. Führen Sie die folgenden Schritte aus, um eine VM zu klonen, ohne sie herunterzufahren.

1. Navigieren Sie zu Speicher > PersistentVolumeClaims und klicken Sie auf die Auslassungspunkte neben
dem PVC, das an die Quell-VM angehängt ist.

2. Klicken Sie auf „PVC klonen“ und geben Sie die Details für das neue PVC an.

3. Klicken Sie dann auf „Klonen“. Dadurch wird ein PVC für die neue VM erstellt.

4. Navigieren Sie zu Workloads > Virtualisierung > Virtuelle Maschinen und klicken Sie auf Erstellen > Mit
YAML.

5. Fügen Sie im Abschnitt „spec > template > spec > volumes“ das geklonte PVC anstelle der
Containerfestplatte an. Geben Sie alle weiteren Details zur neuen VM entsprechend Ihren Anforderungen
an.
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- name: rootdisk

  persistentVolumeClaim:

    claimName: rhel8-short-frog-rootdisk-28dvb-clone

6. Klicken Sie auf „Erstellen“, um die neue VM zu erstellen.

7. Nachdem die VM erfolgreich erstellt wurde, greifen Sie darauf zu und überprüfen Sie, ob die neue VM ein
Klon der Quell-VM ist.

Erstellen Sie eine VM aus einer Snapshot-Kopie mit Red Hat
OpenShift Virtualization

Erstellen Sie mit OpenShift Virtualization eine VM aus einem Snapshot. Dieses Verfahren
umfasst das Erstellen einer VolumeSnapshotClass, das Aufnehmen eines Snapshots des
Persistent Volume Claim (PVC) der VM, das Wiederherstellen des Snapshots auf einem
neuen PVC und das Bereitstellen einer neuen VM, die das wiederhergestellte PVC als
Root-Datenträger verwendet.

Erstellen einer VM aus einem Snapshot

Mit Trident und Red Hat OpenShift können Benutzer einen Snapshot eines persistenten Volumes auf den von
ihm bereitgestellten Speicherklassen erstellen. Mit dieser Funktion können Benutzer eine zeitpunktbezogene
Kopie eines Volumes erstellen und damit ein neues Volume erstellen oder dasselbe Volume in einen früheren
Zustand zurückversetzen. Dies ermöglicht oder unterstützt eine Vielzahl von Anwendungsfällen, vom Rollback
über Klone bis hin zur Datenwiederherstellung.

Für Snapshot-Operationen in OpenShift müssen die Ressourcen VolumeSnapshotClass, VolumeSnapshot und
VolumeSnapshotContent definiert werden.

• Ein VolumeSnapshotContent ist der tatsächliche Snapshot, der von einem Volume im Cluster erstellt
wurde. Es handelt sich um eine clusterweite Ressource analog zu PersistentVolume für die Speicherung.

• Ein VolumeSnapshot ist eine Anforderung zum Erstellen des Snapshots eines Volumes. Es ist analog zu
einem PersistentVolumeClaim.

• Mit VolumeSnapshotClass kann der Administrator verschiedene Attribute für einen VolumeSnapshot
angeben. Sie können damit unterschiedliche Attribute für unterschiedliche Snapshots festlegen, die vom
selben Datenträger erstellt wurden.
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Führen Sie die folgenden Schritte aus, um einen Snapshot einer VM zu erstellen:

1. Erstellen Sie eine VolumeSnapshotClass, die dann zum Erstellen eines VolumeSnapshots verwendet
werden kann. Navigieren Sie zu Speicher > VolumeSnapshotClasses und klicken Sie auf
„VolumeSnapshotClass erstellen“.

2. Geben Sie den Namen der Snapshot-Klasse ein, geben Sie csi.trident.netapp.io für den Treiber ein und
klicken Sie auf „Erstellen“.
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3. Identifizieren Sie den PVC, der an die Quell-VM angeschlossen ist, und erstellen Sie dann einen Snapshot
dieses PVC. Navigieren Sie zu Storage > VolumeSnapshots und klicken Sie auf „VolumeSnapshots
erstellen“.

4. Wählen Sie das PVC aus, für das Sie den Snapshot erstellen möchten, geben Sie den Namen des
Snapshots ein oder akzeptieren Sie den Standardnamen und wählen Sie die entsprechende
VolumeSnapshotClass aus. Klicken Sie dann auf Erstellen.

5. Dadurch wird der Snapshot des PVC zu diesem Zeitpunkt erstellt.
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Erstellen Sie eine neue VM aus dem Snapshot

1. Stellen Sie zunächst den Snapshot in einem neuen PVC wieder her. Navigieren Sie zu Speicher >
VolumeSnapshots, klicken Sie auf die Auslassungspunkte neben dem Snapshot, den Sie wiederherstellen
möchten, und klicken Sie auf Als neues PVC wiederherstellen.

2. Geben Sie die Details des neuen PVC ein und klicken Sie auf Wiederherstellen. Dadurch entsteht ein
neues PVC.

3. Erstellen Sie als Nächstes eine neue VM aus diesem PVC. Navigieren Sie zu Virtualisierung > Virtuelle
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Maschinen und klicken Sie auf Erstellen > Mit YAML.

4. Geben Sie im Abschnitt „spec > template > spec > volumes“ den neuen PVC an, der aus Snapshot und
nicht aus der Containerfestplatte erstellt wurde. Geben Sie alle weiteren Details zur neuen VM
entsprechend Ihren Anforderungen an.

- name: rootdisk

  persistentVolumeClaim:

    claimName: rhel8-short-frog-rootdisk-28dvb-snapshot-restore

5. Klicken Sie auf „Erstellen“, um die neue VM zu erstellen.

6. Nachdem die VM erfolgreich erstellt wurde, greifen Sie darauf zu und überprüfen Sie, ob die neue VM
denselben Status hat wie die VM, deren PVC zum Zeitpunkt der Erstellung des Snapshots zum Erstellen
des Snapshots verwendet wurde.
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