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Richten Sie die synchrone Replikation mit
NetApp SnapMirror Active Sync und Microsoft
Stretch-Clustern ein

Verwenden Sie SnapMirror Active Sync, um eine synchrone, bidirektionale Replikation
zwischen Microsoft Stretch-Failover-Clustern zu konfigurieren. Dieses Verfahren umfasst
die Installation eines Stretch-Failover-Clusters, die Erstellung eines Intercluster-Peerings,
die Konfiguration eines Mediators mit ONTAP, die Aktivierung des symmetrischen
Aktiv/Aktiv-Schutzes und die Durchfihrung von Cluster-Failover-Validierungstests.

Einfuhrung

Ab ONTAP 9.15.1 unterstutzt SnapMirror Active Sync symmetrische Active/Active-Bereitstellungen und
ermoglicht Lese- und Schreib-E/A-Vorgange von beiden Kopien einer geschitzten LUN mit bidirektionaler
synchroner Replikation. Ein Windows Stretch Cluster ist eine Erweiterung der Windows Failover Cluster-
Funktion, die sich Gber mehrere geografische Standorte erstreckt, um hohe Verfligbarkeit und
Notfallwiederherstellung zu gewahrleisten. Mit SnapMirror Active Sync Symmetric Active/Active und Cluster-
Anwendungen wie Windows Failover Clustering kdnnen wir eine kontinuierliche Verflgbarkeit fir
geschaftskritische Microsoft Hyper-V-Anwendungen erreichen, um bei unerwarteten Vorfallen RTO und RPO
von Null zu erreichen. Diese Losung bietet die folgenden Vorteile:

« Kein Datenverlust: Stellt sicher, dass Daten synchron repliziert werden, wodurch ein Recovery Point
Objective (RPO) von Null erreicht wird.

* Hohe Verflgbarkeit und Lastausgleich: Beide Sites kdnnen Anfragen aktiv verarbeiten und so fir
Lastausgleich und hohe Verfligbarkeit sorgen.

» Geschaftskontinuitat: Implementieren Sie eine symmetrische Aktiv/Aktiv-Konfiguration, um sicherzustellen,
dass beide Rechenzentren aktiv Anwendungen bereitstellen und im Falle eines Ausfalls nahtlos
ubernehmen kénnen.

» Verbessern Sie die Leistung: Verwenden Sie eine symmetrische Aktiv/Aktiv-Konfiguration, um die Last auf
mehrere Speichersysteme zu verteilen und so die Reaktionszeiten und die Gesamtsystemleistung zu
verbessern.

Dieses Dokument dokumentiert die synchrone bidirektionale Replikation der SnapMirror Active Sync-
Technologie zwischen Microsoft Stretch Failover-Clustern, wodurch Anwendungsdaten mehrerer Standorte,
beispielsweise MSSQL und Oracle, aktiv zuganglich und an beiden Standorten synchronisiert sind. Wenn ein
Fehler auftritt, werden Anwendungen sofort auf die verbleibende aktive Site umgeleitet, ohne dass Daten oder
Zugriff verloren gehen. Dies gewahrleistet hohe Verfligbarkeit, Notfallwiederherstellung und geografische
Redundanz.

Anwendungsfalle

Im Falle einer Stérung wie beispielsweise eines Cyberangriffs, eines Stromausfalls oder einer
Naturkatastrophe erfordert eine global vernetzte Geschaftsumgebung eine schnelle Wiederherstellung
geschaftskritischer Anwendungsdaten ohne Datenverlust. Diese Anforderungen sind in Bereichen wie dem
Finanzwesen und der Einhaltung gesetzlicher Vorschriften wie der Datenschutz-Grundverordnung (DSGVO)
noch hoher. Setzen Sie eine symmetrische Aktiv/Aktiv-Konfiguration ein, um Daten zwischen geografisch
verteilten Standorten zu replizieren, lokalen Zugriff auf Daten zu erméglichen und die Kontinuitat bei regionalen
Ausfallen sicherzustellen.



SnapMirror Active Sync bietet die folgenden Anwendungsfalle:

Anwendungsbereitstellung fiir Zero Recovery Time Object (RTO)

Bei einer SnapMirror Active Sync-Bereitstellung verfiigen Sie liber einen primaren und einen Spiegelcluster.
Ein LUN im primaren Cluster (L1P) verflgt Gber ein Spiegelbild (L1S) auf dem sekundaren Cluster. Lese- und
Schreibvorgange werden basierend auf den Hot Proximity-Einstellungen von der lokalen Site der Hosts
ausgefihrt.

Anwendungsbereitstellung fiir null RTO oder TAF

Transparent Application Failover (TAF) basiert auf einem softwarebasierten Pfad-Failover des Host-MPIO, um
einen unterbrechungsfreien Zugriff auf den Speicher zu erreichen. Beide LUN-Kopien — beispielsweise die
primare (L1P) und die Spiegelkopie (L1S) — haben dieselbe Identitat (Seriennummer) und werden dem Host
als lesbar und schreibbar gemeldet.

Clusteranwendungen

Clusteranwendungen, darunter VMware vSphere Metro Storage Cluster (vMSC), Oracle RAC und Windows
Failover Clustering mit SQL, erfordern gleichzeitigen Zugriff, damit die VMs ohne LeistungseinbulRen auf die
andere Site umgeschaltet werden kénnen. SnapMirror Active Sync Symmetric Active/Active bedient 10 lokal
mit bidirektionaler Replikation, um die Anforderungen von Clusteranwendungen zu erfullen.

Katastrophenszenario

Replizieren Sie synchron mehrere Volumes flir eine Anwendung zwischen Standorten an geografisch verteilten
Standorten. Sie kénnen im Falle einer Stérung auf der primaren Kopie automatisch ein Failover auf die
sekundare Kopie durchflihren und so die Geschaftskontinuitat fir Tier-1-Anwendungen gewahrleisten.

Windows-Failover

SnapMirror Active Sync bietet Flexibilitat mit benutzerfreundlicher Granularitat auf Anwendungsebene und
automatischem Failover, um eine hohe Datenverfiigbarkeit und schnelle Datenreplikation fir Ihre
geschéftskritischen Anwendungen wie Oracle, Microsoft SQL Server usw. sowohl in virtuellen als auch in
physischen Umgebungen zu erreichen.

Losungsarchitektur

Der Microsoft Stretch-Cluster verflgt an jedem Standort Uber zwei Hyper-V-Knoten. Diese beiden Knoten
teilen sich den NetApp -Speicher und verwenden SnapMirror Active Sync Symmetric Active-Active, um die
Volumes zwischen den beiden Standorten zu replizieren. Eine Konsistenzgruppe stellt sicher, dass alle
Volumes eines Datensatzes stillgelegt und zum exakt gleichen Zeitpunkt erneut gesichert werden. Dies bietet
einen datenkonsistenten Wiederherstellungspunkt Gber alle Volumes hinweg, die den Datensatz unterstitzen.
Der ONTAP Mediator empfangt Integritatsinformationen zu verbundenen ONTAP Clustern und -Knoten,
koordiniert die Kommunikation zwischen beiden und ermittelt, ob jeder Knoten/Cluster fehlerfrei und
betriebsbereit ist.

Lésungskomponenten:

» Zwei NetApp Storage Systeme ONTAP 9.15.1: erste und zweite Fehlerdomane
» Eine Redhat 8.7 VM fiir ONTAP Mediator
* Drei Hyper-V-Failovercluster unter Windows 2022:

o Site1, Site 2 fur die Anwendungen

o Site 3 fir Mediator

* VM auf Hyper-V: Microsoft Domanencontroller, MSSQL Always On Failoverclusterinstanz, ONTAP
Mediator
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Installieren eines Microsoft Stretch Failoverclusters

Sie kdnnen Windows Admin Center, PowerShell oder die Server Manager-Konsole verwenden, um die
Failoverclustering-Funktion und die zugehoérigen PowerShell-Cmdlets zu installieren. Ausfiihrliche
Informationen zu Voraussetzungen und Schritten finden Sie unter ,Erstellen eines Failoverclusters®.

Hier ist eine Schritt-fur-Schritt-Anleitung zum Einrichten eines Windows Stretch Clusters:

1. Installieren Sie Windows 2022 auf allen vier Servern Hyperv1, Hyperv2, Hyperv3 und Hyperv4
2. Fugen Sie alle vier Server derselben Active Directory-Domane hinzu: hyperv.local.

3. Installieren Sie die Windows-Funktionen Failover-Clustering, Hyper-V, Hyper-V_Powershell und MPIO auf
jedem Server.

Install-WindowsFeature —-Name "Failover-Clustering", "Hyper-V", "Hyper-V-
Powershell"™, "MPIO" -IncludeManagementTools

4. Konfigurieren Sie MPIO und fligen Sie Unterstitzung fir iSCSI-Gerate hinzu.
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5. Erstellen Sie auf dem ONTAP -Speicher von Site 1 und Site 2 zwei iISCSI-LUNs (SQLdata und SQLlog)
und ordnen Sie sie der IQN-Gruppe der Windows-Server zu. Verwenden Sie den Microsoft iSCSI-



Softwareinitiator, um die LUNs zu verbinden. Weitere Einzelheiten finden Sie unter"iSCSI-Konfiguration flr
Windows" .

6. FUhren Sie den Clustervalidierungsbericht aus, um Fehler oder Warnungen zu ermitteln.

Test-Cluster —-Node hypervl, hyperv2, hyperv3, hypervi

7. Erstellen Sie einen Failover-Cluster, weisen Sie eine statische IP-Adresse zu,

New-Cluster —-Name <clustername> —-Node hypervl, hyperv2, hyperv3,
hyperv4, StaticAddress <IPaddress>
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8. Fugen Sie die zugeordneten iSCSI-Speicher zum Failovercluster hinzu.
9. Konfigurieren Sie einen Zeugen fiir das Quorum, klicken Sie mit der rechten Maustaste auf den Cluster —
Weitere Aktionen — Cluster-Quorum-Einstellungen konfigurieren, wahlen Sie Datentragerzeugen.

Das folgende Diagramm zeigt vier geclusterte gemeinsam genutzte LUNs — zwei Sites ,sqldata“ und
»Sqllog“ und einen Datentragerzeugen im Quorum.
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https://docs.netapp.com/us-en/ontap-sm-classic/iscsi-config-windows/index.html
https://docs.netapp.com/us-en/ontap-sm-classic/iscsi-config-windows/index.html

Always On-Failoverclusterinstanz

Eine Always On Failover Cluster Instance (FCI) ist eine SQL Server-Instanz, die Uber Knoten mit gemeinsam
genutztem SAN-Datentragerspeicher in einem WSFC installiert wird. Wahrend eines Failovers Ubertragt der
WSFC-Dienst den Besitz der Ressourcen der Instanz auf einen bestimmten Failover-Knoten. Anschliefiend
wird die SQL Server-Instanz auf dem Failover-Knoten neu gestartet und die Datenbanken werden wie gewohnt
wiederhergestellt. Weitere Einzelheiten zur Einrichtung finden Sie unter Windows Failover Clustering mit SQL.
Erstellen Sie an jedem Standort zwei Hyper-V SQL FCI-VMs und legen Sie die Prioritat fest. Verwenden Sie

Hyperv1 und Hyperv2 als bevorzugte Besitzer fiir die VMs von Site 1 und Hyperv3 und Hyperv4 als bevorzugte
Besitzer flr die VMs von Site 2.
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Intercluster-Peering erstellen

Sie mussen Peer-Beziehungen zwischen Quell- und Zielclustern erstellen, bevor Sie Snapshot-Kopien mit
SnapMirror replizieren kénnen.

1. Fugen Sie auf beiden Clustern Intercluster-Netzwerkschnittstellen hinzu

= [ ONTAP System Manager

DASHEOLAD Crhverview
InTpaTS ©) el s s

WIDRA

BROTICTON = T

CLUSTIR

Mit dem Befehl ,Cluster Peer Create” kdnnen Sie eine Peer-Beziehung zwischen einem lokalen und einem
Remote-Cluster erstellen. Nachdem die Peer-Beziehung erstellt wurde, kdnnen Sie ,Cluster Peer Create®
auf dem Remote-Cluster ausfihren, um ihn beim lokalen Cluster zu authentifizieren.
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Mediator mit ONTAP konfigurieren

Der ONTAP Mediator empfangt Integritatsinformationen zu verbundenen ONTAP Clustern und -Knoten,
koordiniert die Kommunikation zwischen beiden und ermittelt, ob jeder Knoten/Cluster fehlerfrei und
betriebsbereit ist. SM-as ermdglicht die Replikation von Daten auf das Ziel, sobald sie auf das Quellvolume
geschrieben werden. Der Mediator muss in der dritten Fehlerdomane eingesetzt werden. Voraussetzungen

» HW-Spezifikationen: 8 GB RAM, 2 x 2 GHz CPU, 1 GB Netzwerk (<125 ms RTT)

* Installiertes Red Hat 8.7 OS, Uberprifen"ONTAP Mediator-Version und unterstitzte Linux-Version" .

» Konfigurieren Sie den Mediator Linux-Host: Netzwerk-Setup und Firewall-Ports 31784 und 3260

* Installieren Sie das yum-utils-Paket

» "Registrieren Sie einen Sicherheitsschlissel, wenn UEFI Secure Boot aktiviert ist"

Schritte
1. Laden Sie das Mediator-Installationspaket von der"ONTAP Mediator-Downloadseite" .

2. Uberpriifen Sie die Code-Signatur des ONTAP Mediators.

3. Fuhren Sie das Installationsprogramm aus und reagieren Sie wie erforderlich auf die
Eingabeaufforderungen:

./ontap-mediator-1.8.0/ontap-mediator-1.8.0 -y

4. Wenn Secure Boot aktiviert ist, miissen Sie nach der Installation zusatzliche Schritte ausfihren, um den
Sicherheitsschlissel zu registrieren:

a. Befolgen Sie die Anweisungen in der README-Datei, um das SCST-Kernelmodul zu signieren:


https://docs.netapp.com/us-en/ontap/mediator/index.html
https://docs.netapp.com/us-en/ontap/mediator/index.html#register-a-security-key-when-uefi-secure-boot-is-enabled
https://mysupport.netapp.com/site/products/all/details/ontap-mediator/downloads-tab

/opt/netapp/lib/ontap mediator/ontap mediator/SCST mod keys/README.mo
dule-signing

b. Suchen Sie die erforderlichen Schllssel:

/opt/netapp/lib/ontap mediator/ontap mediator/SCST mod keys

5. Uberpriifen der Installation

a. Bestatigen Sie die Prozesse:

systemctl status ontap mediator mediator-scst

b. Bestatigen Sie die vom ONTAP Mediator-Dienst verwendeten Ports:

6. Initialisieren Sie den ONTAP Mediator fiir SnapMirror Active Sync mit selbstsignierten Zertifikaten

a. Suchen Sie das ONTAP Mediator CA-Zertifikat im Installationsverzeichnis der ONTAP Mediator Linux
VM/Host-Software: cd /opt/netapp/lib/ontap_mediator/ontap_mediator/server_config.

b. Flgen Sie das ONTAP Mediator CA-Zertifikat zu einem ONTAP Cluster hinzu.

security certificate install -type server-ca -vserver <vserver name>

7. Fugen Sie den Mediator hinzu, gehen Sie zu System Manager, Schiitzen > Ubersicht > Mediator, geben



Sie die IP-Adresse, den Benutzernamen (API-Benutzerstandard ist mediatoradmin), das Passwort und den
Port 31784 des Mediators ein.

Das folgende Diagramm zeigt die Einrichtung der Intercluster-Netzwerkschnittstelle, der Cluster-Peers, des
Mediators und des SVM-Peers.
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Konfigurieren Sie den symmetrischen Aktiv/Aktiv-Schutz

Konsistenzgruppen erleichtern die Verwaltung der Anwendungsarbeitslast, indem sie einfach zu
konfigurierende lokale und Remote-Schutzrichtlinien sowie gleichzeitige absturz- oder anwendungskonsistente
Snapshot-Kopien einer Sammlung von Volumes zu einem bestimmten Zeitpunkt bereitstellen. Weitere
Einzelheiten finden Sie unter"Ubersicht tiber Konsistenzgruppen" . Fiir dieses Setup verwenden wir eine
einheitliche Konfiguration.

Schritte zur einheitlichen Konfiguration
1. Geben Sie beim Erstellen der Konsistenzgruppe Hostinitiatoren an, um igroups zu erstellen.

2. Aktivieren Sie das Kontrollkastchen ,SnapMirror aktivieren“ und wahlen Sie dann die Richtlinie
»7AutomatedFailoverDuplex® aus.

3. Aktivieren Sie im angezeigten Dialogfeld das Kontrollkastchen ,Initiatorgruppen replizieren®, um igroups zu
replizieren. Legen Sie unter ,Proximale Einstellungen bearbeiten“ proximale SVMs fiir lhre Hosts fest.
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4. Wahlen Sie Speichern

Die Schutzbeziehung wird zwischen Quelle und Ziel hergestellt.

TRANSFER STATUS
ontap-source ontap-destination
Success m E p_ n :
CONSISTENCY GROUP ® CONSISTENCY GROUP
POLICY TYPE sSmas smas
Synchronous
10.61.182.163
Mediator
FAILOVER MODE

Unplanned (Completed)

CONTAINED LUNS [SOURCE

/vol/sql_data/sql_data, /vol/sql_log/sql_log

Durchfiihren eines Cluster-Failover-Validierungstests

Wir empfehlen Ihnen, geplante Failover-Tests durchzufiihren, um eine Clustervalidierungsprifung
durchzufiihren. Die SQL-Datenbanken oder jegliche Clustersoftware auf beiden Sites — die primare oder
gespiegelte Site — sollten wahrend der Tests weiterhin zuganglich sein.

Zu den Anforderungen des Hyper-V-Failoverclusters gehoren:

* Die aktive Synchronisierungsbeziehung von SnapMirror muss synchronisiert sein.

« Sie kénnen kein geplantes Failover einleiten, wenn ein unterbrechungsfreier Vorgang ausgefihrt wird. Zu
den unterbrechungsfreien Vorgédngen gehdren Volumeverschiebungen, Aggregatverlagerungen und
Speicherfailover.

* Der ONTAP Mediator muss konfiguriert, verbunden und im Quorum sein.

* Um den Prozess der VM-Migration zu optimieren, gehdren an jedem Standort mindestens zwei Hyper-V-



Clusterknoten mit CPU-Prozessoren zur selben CPU-Familie. Bei den CPUs sollte es sich um CPUs mit
Unterstltzung fur hardwaregestutzte Virtualisierung und hardwarebasierte Data Execution Prevention
(DEP) handeln.

» Um die Ausfallsicherheit zu gewahrleisten, sollten Hyper-V-Clusterknoten dieselben Active Directory-
Domanenmitglieder sein.

* Hyper-V-Clusterknoten und NetApp Speicherknoten sollten Gber redundante Netzwerke verbunden sein,
um einen einzelnen Ausfallpunkt zu vermeiden.

* Gemeinsam genutzter Speicher, auf den alle Clusterknoten Gber das iSCSI-, Fibre Channel- oder SMB 3.0-
Protokoll zugreifen kénnen.

Testszenarien

Es gibt viele Moglichkeiten, ein Failover auf einem Host, Speicher oder Netzwerk auszulésen.
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Hyper-V-Knoten oder Site ausgefallen

» Knotenausfall Ein Failover-Clusterknoten kann die Arbeitslast eines ausgefallenen Knotens ibernehmen,
ein Vorgang, der als Failover bezeichnet wird. Aktion: Schalten Sie einen Hyper-V-Knoten aus. Erwartetes
Ergebnis: Der andere Knoten im Cluster Gbernimmt die Arbeitslast. VMs werden auf den anderen Knoten
migriert.

 Ausfall einer Site. Wir kdnnen auch die gesamte Site ausfallen lassen und das Failover der primaren Site
auf die Spiegelsite ausldsen: Aktion: Schalten Sie beide Hyper-V-Knoten an einer Site aus. Erwartetes
Ergebnis: VMs am primaren Standort werden zum Hyper-V-Cluster des Spiegelstandorts migriert, da
SnapMirror Active Sync Symmetric Active/Active 10 lokal mit bidirektionaler Replikation bedient, ohne
Auswirkungen auf die Arbeitslast mit null RPO und null RTO.

Speicherfehler an einem Standort

» Stoppen Sie eine SVM auf der primaren Site. Aktion: Stoppen Sie die iISCSI-SVM. Erwartete Ergebnisse:
Der primare Hyper-V-Cluster hat bereits eine Verbindung zur gespiegelten Site hergestellt und mit

10



SnapMirror Active Sync Symmetric Active/Active gibt es keine Auswirkungen auf die Arbeitslast mit null
RPO und null RTO.

Erfolgskriterien
Beachten Sie bei den Tests Folgendes:

* Beobachten Sie das Verhalten des Clusters und stellen Sie sicher, dass die Dienste auf die verbleibenden
Knoten Ubertragen werden.

+ Uberpriifen Sie, ob Fehler oder Dienstunterbrechungen vorliegen.

 Stellen Sie sicher, dass der Cluster Speicherfehler verarbeiten und den Betrieb fortsetzen kann.

« Stellen Sie sicher, dass auf die Datenbankdaten zugegriffen werden kann und die Dienste weiterhin
funktionieren.

« Stellen Sie sicher, dass die Integritat der Datenbankdaten gewahrt bleibt.

« Uberpriifen Sie, ob bestimmte Anwendungen ohne Auswirkungen auf den Benutzer auf einen anderen
Knoten umgeschaltet werden kénnen.

« Stellen Sie sicher, dass der Cluster die Last ausgleichen und die Leistung wahrend und nach einem
Failover aufrechterhalten kann.

Zusammenfassung

SnapMirror Active Sync kann dazu beitragen, dass Anwendungsdaten mehrerer Standorte, beispielsweise
MSSQL und Oracle, aktiv zuganglich und auf beiden Standorten synchronisiert sind. Wenn ein Fehler auftritt,
werden Anwendungen sofort auf die verbleibende aktive Site umgeleitet, ohne dass Daten oder Zugriff
verloren gehen.
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Markenrechts oder eines anderen Rechts an geistigem Eigentum von NetApp dar.

Das in diesem Dokument beschriebene Produkt kann durch ein oder mehrere US-amerikanische Patente,
auslandische Patente oder anhangige Patentanmeldungen geschutzt sein.

ERLAUTERUNG ZU ,RESTRICTED RIGHTS*: Nutzung, Vervielfaltigung oder Offenlegung durch die US-
Regierung unterliegt den Einschrankungen gemaf Unterabschnitt (b)(3) der Klausel ,Rights in Technical Data
— Noncommercial ltems* in DFARS 252.227-7013 (Februar 2014) und FAR 52.227-19 (Dezember 2007).

Die hierin enthaltenen Daten beziehen sich auf ein kommerzielles Produkt und/oder einen kommerziellen
Service (wie in FAR 2.101 definiert) und sind Eigentum von NetApp, Inc. Alle technischen Daten und die
Computersoftware von NetApp, die unter diesem Vertrag bereitgestellt werden, sind gewerblicher Natur und
wurden ausschlie3lich unter Verwendung privater Mittel entwickelt. Die US-Regierung besitzt eine nicht
ausschlieBliche, nicht Gbertragbare, nicht unterlizenzierbare, weltweite, limitierte unwiderrufliche Lizenz zur
Nutzung der Daten nur in Verbindung mit und zur Unterstitzung des Vertrags der US-Regierung, unter dem
die Daten bereitgestellt wurden. Sofern in den vorliegenden Bedingungen nicht anders angegeben, durfen die
Daten ohne vorherige schriftliche Genehmigung von NetApp, Inc. nicht verwendet, offengelegt, vervielfaltigt,
geandert, aufgefiihrt oder angezeigt werden. Die Lizenzrechte der US-Regierung fir das US-
Verteidigungsministerium sind auf die in DFARS-Klausel 252.227-7015(b) (Februar 2014) genannten Rechte
beschrankt.

Markeninformationen

NETAPP, das NETAPP Logo und die unter http://www.netapp.com/TM aufgefihrten Marken sind Marken von
NetApp, Inc. Andere Firmen und Produktnamen kénnen Marken der jeweiligen Eigentiimer sein.
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