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VMware vSphere Foundation auf NetApp
Erste Schritte

Erfahren Sie mehr lber die Verwendung von NFS v3-Datenspeichern auf ONTAP
-Speichersystemen mit VMware vSphere 8

NetApp ONTAP und VMware vSphere 8 arbeiten zusammen, um skalierbare und sichere
NFS v3-basierte Speicherldsungen flr Hybrid-Cloud-Umgebungen mit NetApp All-Flash-
Arrays bereitzustellen. Informieren Sie sich Uber die unterstitzten Speicheroptionen flr
VMware vSphere Foundation und die wichtigsten Anwendungsfalle, darunter VMware
Live Site Recovery fur die Notfallwiederherstellung und NetApps Autonomous
Ransomware Protection (ARP) fur NFS-Speicher.

Verwenden von NFS v3 mit vSphere 8 und ONTAP Speichersystemen

Dieses Dokument enthalt Informationen zu den fir VMware Cloud vSphere Foundation verfigbaren
Speicheroptionen unter Verwendung der NetApp All-Flash-Arrays. Unterstltzte Speicheroptionen werden mit
spezifischen Anweisungen zum Bereitstellen von NFS-Datenspeichern abgedeckt. Dartiber hinaus wird
VMware Live Site Recovery fir die Notfallwiederherstellung von NFS-Datenspeichern demonstriert.
Abschlielend wird der autonome Ransomware-Schutz von NetApp flir NFS-Speicher Gberprift.

Anwendungsfille

In dieser Dokumentation behandelte Anwendungsfalle:

» Speicheroptionen fir Kunden, die einheitliche Umgebungen in privaten und 6ffentlichen Clouds suchen.
* Bereitstellung einer virtuellen Infrastruktur fir Workloads.

» Skalierbare Speicherlosung, die auf sich entwickelnde Anforderungen zugeschnitten ist, auch wenn sie
nicht direkt auf die Anforderungen an die Rechenressourcen abgestimmt ist.

Schitzen Sie VMs und Datenspeicher mit dem SnapCenter Plug-in for VMware vSphere.
» Verwendung von VMware Live Site Recovery fiir die Notfallwiederherstellung von NFS-Datenspeichern.

* Ransomware-Erkennungsstrategie, einschliellich mehrerer Schutzebenen auf ESXi-Host- und Gast-VM-
Ebene.

Publikum

Diese Losung ist fur folgende Personen gedacht:

» Loésungsarchitekten, die nach flexibleren Speicheroptionen fir VMware-Umgebungen suchen, die auf die
Maximierung der Gesamtbetriebskosten ausgelegt sind.

» Lésungsarchitekten, die nach VVF-Speicheroptionen suchen, die Datenschutz- und
Notfallwiederherstellungsoptionen bei den gro3en Cloud-Anbietern bieten.

« Speicheradministratoren, die spezifische Anweisungen zum Konfigurieren von VVF mit NFS-Speicher
wunschen.

» Speicheradministratoren, die spezifische Anweisungen zum Schutz von VMs und Datenspeichern auf
ONTAP -Speicher wiinschen.



Technologieiibersicht

Das NFS v3 VVF-Referenzhandbuch fiir vSphere 8 besteht aus den folgenden Hauptkomponenten:

VMware vSphere Foundation

VMware vCenter ist eine zentrale Komponente von vSphere Foundation und eine zentrale
Verwaltungsplattform fur die Konfiguration, Steuerung und Administration von vSphere-Umgebungen. vCenter
dient als Basis fiir die Verwaltung virtualisierter Infrastrukturen und ermdglicht Administratoren die
Bereitstellung, Uberwachung und Verwaltung von VMs, Containern und ESXi-Hosts innerhalb der virtuellen
Umgebung.

Die VVF-L6sung unterstitzt sowohl native Kubernetes als auch auf virtuellen Maschinen basierende
Workloads. Zu den wichtigsten Komponenten gehoren:

* VMware vSphere

* VMware vSAN

* Aria Standard

* VMware vSphere Kubernetes vSphere
» vSphere Distributed Switch

Weitere Informationen zu den in VVF enthaltenen Komponenten finden Sie unter Architektur und Planung
unter "Live-Vergleich der VMware vSphere-Produkte" .

VVF-Speicheroptionen

Der Speicher ist fur eine erfolgreiche und leistungsstarke virtuelle Umgebung von zentraler Bedeutung. Durch
die Speicherung, ob tUber VMware-Datenspeicher oder Uber mit Gasten verbundene Anwendungsfalle, werden
die Moglichkeiten Ihrer Workloads freigesetzt, da Sie den besten Preis pro GB auswahlen kdnnen, der den
grofliten Nutzen bietet und gleichzeitig die Unterauslastung reduziert. ONTAP ist seit fast zwei Jahrzehnten
eine fihrende Speicherldsung fir VMware vSphere-Umgebungen und erweitert diese kontinuierlich um
innovative Funktionen, um die Verwaltung zu vereinfachen und gleichzeitig die Kosten zu senken.

VMware-Speicheroptionen sind normalerweise als herkdmmliche Speicher- und softwaredefinierte
Speicherangebote organisiert. Zu den herkdmmlichen Speichermodellen gehdren lokaler und vernetzter
Speicher, wahrend zu den softwaredefinierten Speichermodellen vSAN und VMware Virtual Volumes (vVols)
gehoren.


https://www.vmware.com/docs/vmw-datasheet-vsphere-product-line-comparison
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Siehe "Einfuhrung in die Speicherung in einer vSphere-Umgebung" Weitere Informationen zu unterstitzten
Speichertypen fir VMware vSphere Foundation.

NetApp ONTAP

Es gibt zahlreiche Uberzeugende Griinde, warum sich Zehntausende von Kunden flir ONTAP als primare
Speicherlosung fir vSphere entschieden haben. Hierzu zahlen unter anderem:

1. Unified Storage System: ONTAP bietet ein Unified Storage System, das sowohl SAN- als auch NAS-
Protokolle unterstiitzt. Diese Vielseitigkeit ermoglicht die nahtlose Integration verschiedener
Speichertechnologien in einer einzigen Losung.

2. Robuster Datenschutz: ONTAP bietet robuste Datenschutzfunktionen durch platzsparende Snapshots.
Diese Snapshots ermdglichen effiziente Sicherungs- und Wiederherstellungsprozesse und gewahrleisten
die Sicherheit und Integritat der Anwendungsdaten.

3. Umfassende Verwaltungstools: ONTAP bietet eine Fllle von Tools, die Sie bei der effektiven Verwaltung
von Anwendungsdaten unterstiitzen. Diese Tools rationalisieren Speicherverwaltungsaufgaben, steigern
die Betriebseffizienz und vereinfachen die Verwaltung.

4. Speichereffizienz: ONTAP umfasst mehrere standardmaRig aktivierte Speichereffizienzfunktionen, die die
Speichernutzung optimieren, Kosten senken und die Gesamtsystemleistung verbessern sollen.

Die Verwendung von ONTAP mit VMware bietet gro3e Flexibilitat hinsichtlich der jeweiligen
Anwendungsanforderungen. Die folgenden Protokolle werden als VMware-Datenspeicher mit ONTAP
unterstitzt: * FCP * FCoE * NVMe/FC * NVMe/TCP * iSCSI * NFS v3 * NFS v4.1

Durch die Verwendung eines vom Hypervisor getrennten Speichersystems kénnen Sie viele Funktionen
auslagern und lhre Investition in vSphere-Hostsysteme maximieren. Dieser Ansatz stellt nicht nur sicher, dass
Ihre Hostressourcen auf Anwendungs-Workloads konzentriert sind, sondern vermeidet auch zufallige
Leistungseinbufien bei Anwendungen durch Speichervorgange.

Die Verwendung von ONTAP zusammen mit vSphere ist eine groRartige Kombination, mit der Sie die Kosten
fur Host-Hardware und VMware-Software senken kénnen. Dartber hinaus kénnen Sie lhre Daten zu
geringeren Kosten bei gleichbleibend hoher Leistung schitzen. Da virtualisierte Workloads mobil sind, kdnnen
Sie mithilfe von Storage vMotion verschiedene Ansatze erkunden, um VMs zwischen VMFS-, NFS- oder vVols


https://techdocs.broadcom.com/us/en/vmware-cis/vsphere/vsphere/8-0/vsphere-storage-8-0/introduction-to-storage-in-vsphere-environment.html

Datenspeichern zu verschieben, und zwar alle auf demselben Speichersystem.

NetApp All-Flash-Arrays

NetApp AFF (All Flash FAS) ist eine Produktlinie von All-Flash-Speicher-Arrays. Es wurde entwickelt, um
leistungsstarke Speicherldsungen mit geringer Latenz fiir Unternehmens-Workloads bereitzustellen. Die AFF
Serie kombiniert die Vorteile der Flash-Technologie mit den Datenverwaltungsfunktionen von NetApp und
bietet Unternehmen eine leistungsstarke und effiziente Speicherplattform.

Die AFF -Reihe umfasst Modelle der A-Serie und der C-Serie.

Die All-NVMe-Flash-Arrays der NetApp A-Serie sind fur Hochleistungs-Workloads konzipiert und bieten extrem
niedrige Latenz und hohe Ausfallsicherheit, sodass sie sich fur unternehmenskritische Anwendungen eignen.

AFF A70 AFF A90 AFF A1K

R

QLC-Flash-Arrays der C-Serie sind auf Anwendungsfalle mit héherer Kapazitat ausgerichtet und bieten die
Geschwindigkeit von Flash mit der Wirtschaftlichkeit von Hybrid-Flash.

AFF C250 AFF C400 AFF C800

e ks [

Unterstiitzung von Speicherprotokollen

Die AFF unterstitzt alle fir die Virtualisierung verwendeten Standardprotokolle, sowohl Datenspeicher als
auch mit Gasten verbundene Speicher, einschliel3lich NFS, SMB, iSCSI, Fibre Channel (FC), Fibre Channel
over Ethernet (FCoE), NVME over Fabrics und S3. Kunden kdnnen frei wahlen, was fur ihre Arbeitslasten und
Anwendungen am besten geeignet ist.

NFS — NetApp AFF bietet Unterstltzung fir NFS und ermdéglicht so den dateibasierten Zugriff auf VMware-
Datenspeicher. Uber NFS verbundene Datenspeicher von vielen ESXi-Hosts (iberschreiten die fiir VMFS-
Dateisysteme geltenden Beschrankungen bei weitem. Die Verwendung von NFS mit vSphere bietet einige
Vorteile hinsichtlich Benutzerfreundlichkeit und Speichereffizienz. ONTAP umfasst Dateizugriffsfunktionen, die
fur das NFS-Protokoll verfugbar sind. Sie kénnen einen NFS-Server aktivieren und Volumes oder Qtrees
exportieren.

Designhinweise zu NFS-Konfigurationen finden Sie im "Dokumentation zur NAS-Speicherverwaltung" .

iSCSI — NetApp AFF bietet robuste Unterstlitzung fur iSCSI und ermoglicht den Zugriff auf Speichergerate auf
Blockebene Uber IP-Netzwerke. Es bietet eine nahtlose Integration mit iISCSI-Initiatoren und ermdglicht so eine


https://docs.netapp.com/us-en/ontap/nas-management/index.html

effiziente Bereitstellung und Verwaltung von iSCSI-LUNs. Erweiterte Funktionen von ONTAP, wie Multipathing,
CHAP-Authentifizierung und ALUA-Unterstltzung.

Designhinweise zu iSCSI-Konfigurationen finden Sie im "Referenzdokumentation zur SAN-Konfiguration™ .

Fibre Channel — NetApp AFF bietet umfassende Unterstltzung fur Fibre Channel (FC), eine
Hochgeschwindigkeitsnetzwerktechnologie, die haufig in Storage Area Networks (SANs) verwendet wird.
ONTARP lasst sich nahtlos in die FC-Infrastruktur integrieren und bietet zuverlassigen und effizienten Zugriff auf
Speichergerate auf Blockebene. Es bietet Funktionen wie Zoning, Multipathing und Fabric Login (FLOGI), um
die Leistung zu optimieren, die Sicherheit zu verbessern und eine nahtlose Konnektivitat in FC-Umgebungen
sicherzustellen.

Hinweise zum Design von Fibre Channel-Konfigurationen finden Sie im "Referenzdokumentation zur SAN-
Konfiguration" .

NVMe over Fabrics — NetApp ONTAP unterstiitzt NVMe over Fabrics. NVMe/FC ermdglicht die Verwendung
von NVMe-Speichergeraten Uber Fibre-Channel-Infrastruktur und NVMe/TCP Uber Speicher-IP-Netzwerke.

Designrichtlinien fiir NVMe finden Sie unter "NVMe-Konfiguration, -Unterstlitzung und -Einschrankungen" .

Aktiv-Aktiv-Technologie

NetApp All-Flash-Arrays ermoglichen Active-Active-Pfade Uber beide Controller, sodass das Host-
Betriebssystem nicht mehr warten muss, bis ein aktiver Pfad ausfallt, bevor der alternative Pfad aktiviert wird.
Dies bedeutet, dass der Host alle verfiigbaren Pfade auf allen Controllern nutzen kann. Dadurch wird
sichergestellt, dass immer aktive Pfade vorhanden sind, unabhangig davon, ob sich das System in einem
stabilen Zustand befindet oder ein Controller-Failover-Vorgang durchgefihrt wird.

Weitere Informationen finden Sie unter "Datenschutz und Notfallwiederherstellung" Dokumentation.

Speichergarantien

NetApp bietet mit NetApp All-Flash-Arrays eine einzigartige Reihe von Speichergarantien. Zu den einzigartigen
Vorteilen gehoren:

Speichereffizienzgarantie: Erreichen Sie mit der Speichereffizienzgarantie eine hohe Leistung und
minimieren Sie gleichzeitig die Speicherkosten. 4:1 fir SAN-Workloads. Ransomware-
Wiederherstellungsgarantie: Garantierte Datenwiederherstellung im Falle eines Ransomware-Angriffs.

Ausfuhrliche Informationen finden Sie im "NetApp AFF Landingpage" .

NetApp ONTAP Tools fiir VMware vSphere

Eine leistungsstarke Komponente von vCenter ist die Mdglichkeit, Plug-Ins oder Erweiterungen zu integrieren,
die die Funktionalitat weiter verbessern und zusatzliche Funktionen und Fahigkeiten bieten. Diese Plug-Ins
erweitern die Verwaltungsfunktionen von vCenter und ermdéglichen Administratoren die Integration von
Lésungen, Tools und Diensten von Drittanbietern in ihre vSphere-Umgebung.

NetApp ONTAP Tools fir VMware sind eine umfassende Suite von Tools, die das Lebenszyklusmanagement
virtueller Maschinen in VMware-Umgebungen Uber die vCenter Plug-in-Architektur erleichtern sollen. Diese
Tools lassen sich nahtlos in das VMware-Okosystem integrieren, erméglichen eine effiziente Bereitstellung von
Datenspeichern und bieten grundlegenden Schutz fiur virtuelle Maschinen. Mit ONTAP Tools fur VMware
vSphere kénnen Administratoren Aufgaben des Storage-Lebenszyklusmanagements muhelos verwalten.

Umfassende ONTAP -Tools 10 Ressourcen finden Sie "ONTAP tools for VMware vSphere —
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Dokumentationsressourcen" .

Sehen Sie sich die ONTAP Tools 10 Bereitstellungslésung an unter"Verwenden Sie ONTAP Tools 10, um NFS-
Datenspeicher flr vSphere 8 zu konfigurieren"

NetApp NFS Plug-in fiir VMware VAAI

Das NetApp NFS-Plug-in fur VAAI (vStorage APlIs fir Array-Integration) verbessert Speichervorgange, indem
es bestimmte Aufgaben auf das NetApp -Speichersystem auslagert, was zu verbesserter Leistung und
Effizienz flhrt. Hierzu gehéren Vorgange wie das vollstandige Kopieren, Block-Nullsetzen und
hardwaregestitztes Sperren. Dartber hinaus optimiert das VAAI-Plugin die Speichernutzung, indem es die
Menge der Uber das Netzwerk Ubertragenen Daten wahrend der Bereitstellung und des Klonens virtueller
Maschinen reduziert.

Das NetApp NFS-Plug-in fir VAAI kann von der NetApp Support-Site heruntergeladen und mithilfe von ONTAP
tools for VMware vSphere auf ESXi-Hosts hochgeladen und installiert werden.

Siehe "NetApp NFS Plug-in fur VMware VAAI-Dokumentation” flr weitere Informationen.

SnapCenter Plug-in for VMware vSphere

Das SnapCenter Plug-in for VMware vSphere (SCV) ist eine Softwarelésung von NetApp , die umfassenden
Datenschutz flir VMware vSphere-Umgebungen bietet. Es wurde entwickelt, um den Prozess des Schutzes
und der Verwaltung virtueller Maschinen (VMs) und Datenspeicher zu vereinfachen und zu rationalisieren.
SCV verwendet speicherbasierte Snapshots und Replikation auf sekundare Arrays, um die Ziele einer
kdrzeren Wiederherstellungszeit zu erreichen.

Das SnapCenter Plug-in for VMware vSphere bietet die folgenden Funktionen in einer einheitlichen, in den
vSphere-Client integrierten Schnittstelle:

Richtlinienbasierte Snapshots — Mit SnapCenter kdnnen Sie Richtlinien zum Erstellen und Verwalten
anwendungskonsistenter Snapshots virtueller Maschinen (VMs) in VMware vSphere definieren.

Automatisierung — Die automatisierte Erstellung und Verwaltung von Snapshots auf der Grundlage definierter
Richtlinien tragt zur Gewahrleistung eines konsistenten und effizienten Datenschutzes bei.

Schutz auf VM-Ebene — Granularer Schutz auf VM-Ebene erméglicht eine effiziente Verwaltung und
Wiederherstellung einzelner virtueller Maschinen.

Speichereffizienzfunktionen — Die Integration mit NetApp Speichertechnologien bietet
Speichereffizienzfunktionen wie Deduplizierung und Komprimierung fir Snapshots und minimiert so den
Speicherbedarf.

Das SnapCenter -Plug-in orchestriert die Stilllegung virtueller Maschinen in Verbindung mit hardwarebasierten
Snapshots auf NetApp -Speicher-Arrays. Die SnapMirror -Technologie wird verwendet, um Kopien von
Backups auf sekundare Speichersysteme, auch in der Cloud, zu replizieren.

Weitere Informationen finden Sie im "SnapCenter Plug-in for VMware vSphere Dokumentation” .

NetApp Backup and Recovery ermdglicht Backup-Strategien, die Datenkopien auf Objektspeicher in der Cloud
ausdehnen.

Weitere Informationen zu Backup-Strategien mit NetApp Backup and Recovery finden Sie unter [Link
einflgen]."NetApp Backup and Recovery" Die

Eine Schritt-fir-Schritt-Anleitung zur Bereitstellung des SnapCenter Plug-ins finden Sie in der
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Lésung"Verwenden Sie das SnapCenter Plug-in for VMware vSphere, um VMs in VCF-Workload-Domanen zu
schitzen" .

Uberlegungen zur Speicherung

Durch die Nutzung von ONTAP NFS-Datenspeichern mit VMware vSphere entsteht eine leistungsstarke,
einfach zu verwaltende und skalierbare Umgebung, die VM-zu-Datenspeicher-Verhaltnisse bietet, die mit
blockbasierten Speicherprotokollen nicht erreichbar sind. Diese Architektur kann zu einer zehnfachen
Erhéhung der Datenspeicherdichte fihren, begleitet von einer entsprechenden Reduzierung der Anzahl der
Datenspeicher.

nConnect fiir NFS: Ein weiterer Vorteil der Verwendung von NFS ist die Moglichkeit, die nConnect-Funktion
zu nutzen. nConnect ermdglicht mehrere TCP-Verbindungen fiir NFS v3-Datenspeichervolumes und erzielt so
einen hoheren Durchsatz. Dies tragt zur Erhéhung der Parallelitat und fir NFS-Datenspeicher bei. Kunden, die
Datenspeicher mit NFS Version 3 bereitstellen, konnen die Anzahl der Verbindungen zum NFS-Server erhdhen
und so die Nutzung von Hochgeschwindigkeits-Netzwerkschnittstellenkarten maximieren.

Ausfuihrliche Informationen zu nConnect finden Sie unter"NFS nConnect-Funktion mit VMware und NetApp" .

Sitzungs-Trunking fiir NFS: Ab ONTAP 9.14.1 kénnen Clients, die NFSv4.1 verwenden, Sitzungs-Trunking
nutzen, um mehrere Verbindungen zu verschiedenen LIFs auf dem NFS-Server herzustellen. Dies ermdglicht
eine schnellere Datenibertragung und verbessert die Ausfallsicherheit durch die Nutzung von Multipathing.
Trunking erweist sich als besonders vorteilhaft beim Exportieren von FlexVol -Volumes an Clients, die Trunking
unterstltzen, wie etwa VMware- und Linux-Clients, oder bei der Verwendung von NFS Gber RDMA-, TCP-
oder pNFS-Protokolle.

Siehe "NFS-Trunking-Ubersicht" fiir weitere Informationen.

* FlexVol -Volumes:* NetApp empfiehlt die Verwendung von * FlexVol*-Volumes fiir die meisten NFS-
Datenspeicher. Obwohl grofiere Datenspeicher die Speichereffizienz und die Betriebsvorteile verbessern
kdnnen, ist es ratsam, die Verwendung von mindestens vier Datenspeichern (FlexVol Volumes) in Betracht
zu ziehen, um VMs auf einem einzigen ONTAP Controller zu speichern. Normalerweise setzen
Administratoren Datenspeicher ein, die von FlexVol -Volumes mit Kapazitaten zwischen 4 und 8 TB
unterstitzt werden. Diese Grof3e bietet ein gutes Gleichgewicht zwischen Leistung, einfacher Verwaltung
und Datenschutz. Administratoren kénnen klein anfangen und den Datenspeicher nach Bedarf skalieren
(bis zu maximal 100 TB). Kleinere Datenspeicher ermdglichen eine schnellere Wiederherstellung nach
Sicherungen oder Katastrophen und kénnen rasch im gesamten Cluster verschoben werden. Dieser
Ansatz ermdglicht eine maximale Leistungsauslastung der Hardwareressourcen und ermdoglicht
Datenspeicher mit unterschiedlichen Wiederherstellungsrichtlinien.

FlexGroup -Volumes:* Fur Szenarien, die einen gro3en Datenspeicher erfordern, empfiehlt NetApp die
Verwendung von * FlexGroup*-Volumes. FlexGroup -Volumes unterliegen praktisch keinen Kapazitats-
oder Dateianzahlbeschrankungen, sodass Administratoren problemlos einen riesigen einzelnen
Namespace bereitstellen konnen. Die Verwendung von FlexGroup -Volumes erfordert keinen zusatzlichen
Wartungs- oder Verwaltungsaufwand. Fur die Leistung von FlexGroup -Volumes sind mehrere
Datenspeicher nicht erforderlich, da diese von Natur aus skalieren. Durch die Nutzung von ONTAP und
FlexGroup -Volumes mit VMware vSphere kénnen Sie einfache und skalierbare Datenspeicher einrichten,
die die volle Leistung des gesamten ONTAP Clusters nutzen.

Ransomware-Schutz

Die NetApp ONTAP Datenmanagementsoftware bietet eine umfassende Suite integrierter Technologien, die
Ihnen beim Schutz vor Ransomware-Angriffen, deren Erkennung und Wiederherstellung helfen. Die in ONTAP
integrierte NetApp SnapLock Compliance Funktion verhindert das Loschen von Daten, die in einem aktivierten
Volume gespeichert sind, mithilfe der WORM-Technologie (Write Once, Read Many) mit erweiterter
Datenaufbewahrung. Nachdem die Aufbewahrungsfrist festgelegt und die Snapshot-Kopie gesperrt wurde,
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kann nicht einmal ein Speicheradministrator mit vollstandigen Systemberechtigungen oder ein Mitglied des
NetApp Supportteams die Snapshot-Kopie |6schen. Aber was noch wichtiger ist: Ein Hacker mit
kompromittierten Anmeldeinformationen kann die Daten nicht I6schen.

NetApp garantiert, dass wir lhre geschiitzten NetApp Snapshot-Kopien auf geeigneten Arrays wiederherstellen
kdénnen. Sollte uns dies nicht gelingen, entschadigen wir Ihr Unternehmen.

Weitere Informationen zur Ransomware Recovery Guarantee finden Sie unter: "Ransomware-
Wiederherstellungsgarantie" .

Weitere Informationen finden Sie im "Ubersicht (iber den autonomen Ransomware-Schutz" fiir ausfiihrlichere
Informationen.

Die vollstandige Lésung finden Sie im Dokumentationscenter von NetApps Solutions:"Autonomer
Ransomware-Schutz flir NFS-Speicher"

Uberlegungen zur Notfallwiederherstellung

NetApp bietet den sichersten Speicher der Welt. NetApp kann zum Schutz der Daten- und
Anwendungsinfrastruktur beitragen, Daten zwischen lokalem Speicher und der Cloud verschieben und die
Datenverfligbarkeit in allen Clouds sicherstellen. ONTAP verfiigt Uber leistungsstarke Datenschutz- und
Sicherheitstechnologien, die Kunden vor Katastrophen schitzen, indem sie Bedrohungen proaktiv erkennen
und Daten und Anwendungen schnell wiederherstellen.

VMware Live Site Recovery, friiher bekannt als VMware Site Recovery Manager, bietet eine optimierte,
richtlinienbasierte Automatisierung zum Schutz virtueller Maschinen innerhalb des vSphere-Webclients. Diese
Losung nutzt die fortschrittlichen Datenverwaltungstechnologien von NetApp lber den Storage Replication
Adapter als Teil der ONTAP Tools fur VMware. Durch die Nutzung der Funktionen von NetApp SnapMirror fir
die Array-basierte Replikation kdnnen VMware-Umgebungen von einer der zuverlassigsten und
ausgereiftesten Technologien von ONTAP profitieren. SnapMirror gewahrleistet sichere und hocheffiziente
Datenubertragungen, indem nur die geanderten Dateisystembldcke und nicht ganze VMs oder Datenspeicher
kopiert werden. Daruber hinaus nutzen diese Blocke platzsparende Techniken wie Deduplizierung,
Komprimierung und Verdichtung. Mit der Einfihrung des versionsunabhangigen SnapMirror in modernen
ONTAP Systemen gewinnen Sie Flexibilitat bei der Auswahl lhrer Quell- und Zielcluster. SnapMirror hat sich
als leistungsstarkes Tool fir die Notfallwiederherstellung erwiesen und bietet in Kombination mit Live Site
Recovery eine verbesserte Skalierbarkeit, Leistung und Kosteneinsparungen im Vergleich zu lokalen
Speicheralternativen.

Weitere Informationen finden Sie im "Ubersicht Uiber VMware Site Recovery Manager" .

Die vollstandige Losung finden Sie im Dokumentationscenter von NetApps Solutions:"Autonomer
Ransomware-Schutz fir NFS-Speicher"

* NetApp Disaster Recovery ist eine kosteneffektive Disaster-Recovery-Losung, die fur VMware-Workloads
entwickelt wurde, die auf On-Premises ONTAP Systemen mit NFS-Datenspeichern ausgefihrt werden.
Dieser in die NetApp Console integrierte Dienst ermdglicht die einfache Verwaltung und automatische
Erkennung von VMware vCenters und ONTAP Speichern. NetApp Disaster Recovery nutzt die FlexClone
Technologie von ONTAP fir platzsparende Tests, ohne die Produktionsressourcen zu beeintrachtigen. Im
Vergleich zu anderen bekannten Alternativen bietet NetApp Disaster Recovery diese Funktionen zu einem
Bruchteil der Kosten und ist somit eine effiziente Losung fur Unternehmen, um
Notfallwiederherstellungsmalnahmen fiir inre VMware-Umgebungen mit ONTAP -Speichersystemen
einzurichten, zu testen und durchzuflhren. Es nutzt die NetApp SnapMirror Replikation, um vor
Standortausfallen und Datenbeschadigungsereignissen wie Ransomware-Angriffen zu schitzen. Dieser in
die NetApp Console integrierte Service ermdglicht einfaches Management und automatische Erkennung
von VMware vCenters und ONTAP Storage. Organisationen kénnen Notfallwiederherstellungsplane
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erstellen und testen und durch Blockebenenreplikation ein Recovery Point Objective (RPO) von bis zu 5
Minuten erreichen. NetApp Disaster Recovery nutzt die FlexClone Technologie von ONTAP fir
platzsparende Tests, ohne die Produktionsressourcen zu beeintrachtigen. Der Dienst orchestriert Failover-
und Failback-Prozesse und ermdglicht so, dass geschitzte virtuelle Maschinen mit minimalem Aufwand
auf dem vorgesehenen Disaster-Recovery-Standort in Betrieb genommen werden kénnen. Im Vergleich zu
anderen bekannten Alternativen bietet NetApp Disaster Recovery diese Funktionen zu einem Bruchteil der
Kosten und ist damit eine effiziente Lésung fir Unternehmen, um Disaster-Recovery-Vorgange fir ihre
VMware-Umgebungen mit ONTAP Storage-Systemen einzurichten, zu testen und auszufihren.

Die vollstandige Lésung finden Sie im Dokumentationszentrum von NetApp Solutions: "DR mithilfe von NetApp
Disaster Recovery NFS-Datenspeichern”

Losungsiibersicht

In dieser Dokumentation behandelte Lésungen:

* NFS nConnect-Funktion mit NetApp und VMware. Klicken"Hier" fir Bereitstellungsschritte.

o Verwenden Sie ONTAP Tools 10, um NFS-Datenspeicher fiir vSphere 8 zu konfigurieren. Klicken
"Hier" fur Bereitstellungsschritte.

o Bereitstellen und verwenden Sie das SnapCenter Plug-in for VMware vSphere, um VMs zu
schiitzen und wiederherzustellen. Klicken"Hier" fir Bereitstellungsschritte.

> Notfallwiederherstellung von NFS-Datenspeichern mit VMware Site Recovery Manager. Klicken
"Hier" fur Bereitstellungsschritte.

o Autonomer Ransomware-Schutz fiir NFS-Speicher. Klicken"Hier" fir Bereitstellungsschritte.

Erfahren Sie mehr tGiber NetApp -Support fiir VMware vSphere 8

Die Partnerschaft zwischen NetApp und VMware ist die einzige Partnerschaft, bei der ein
einziges Speichersystem alle wichtigen von VMware definierten Anwendungsfalle
abdeckt.

Moderner und Cloud-verbundener All-Flash fiir vSphere 8

ONTAP -Implementierungen laufen auf einer Vielzahl von Plattformen, darunter von NetApp entwickelte
Appliances, Standardhardware und in der 6ffentlichen Cloud. ONTAP bietet einheitlichen Speicher, egal ob Sie
Uber SAN- oder NAS-Protokolle zugreifen, und in Konfigurationen, die von Hochgeschwindigkeits-Flash tber
kostengunstigere Medien bis hin zu Cloud-basiertem Speicher reichen. NetApp bietet aulerdem speziell
entwickelte Flash-Plattformen an, um lhre Speicheranforderungen zu vereinfachen und zu segmentieren, ohne
Datensilos zu schaffen. Dartber hinaus bietet NetApp Software an, die den Datenaustausch zwischen lokalen
Systemen und der Cloud vereinfacht. SchlieRlich bietet die NetApp Console ein einziges Dashboard zur
Verwaltung all dieser Beziehungen und Ihres Speicherbedarfs.

* "NetApp Plattformen"

Erfahren Sie mehr lUber die Verwendung von VMware vSphere 8 mit ONTAP
-Speicher

ONTAP ist seit fast zwei Jahrzehnten eine fuhrende Speicherlosung fur VMware
vSphere-Umgebungen und erweitert diese kontinuierlich um innovative Funktionen, um
die Verwaltung zu vereinfachen und gleichzeitig die Kosten zu senken. Dieses Dokument
stellt die ONTAP Losung fur vSphere vor und enthalt die neuesten Produktinformationen
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und Best Practices, um die Bereitstellung zu optimieren, Risiken zu reduzieren und die
Verwaltung zu vereinfachen.

Weitere Informationen finden Sie unter"VMware vSphere mit ONTAP"

Was ist neu bei VMware vSphere 8

Erfahren Sie, was es Neues in VMware vSphere 8 und ONTAP 9.12 gibt. Uberpriifen Sie
die Kompatibilitdt der ONTAP -Funktionen und des Supports mit der VMware-Infrastruktur

und -Software.

Die Integration von NetApp und VMware-Technologien umfasst eine 20-jahrige Tradition und Tausende von
Entwicklungsstunden. Mit der Einflihrung von vSphere 8 und ONTAP 9.12 liefern beide Unternehmen
Produkte, die den anspruchsvollsten Kunden-Workloads gerecht werden. Wenn diese Produkte in Lésungen
miteinander verknlpft werden, werden echte Kundenherausforderungen geldst, egal ob vor Ort oder in den
offentlichen Clouds. Wenn diese Produkte in Lésungen miteinander verknupft werden, werden echte
Kundenherausforderungen geldst, ob vor Ort oder in den 6ffentlichen Clouds.

Um die Supportfahigkeit von Produkten, Protokollen, Betriebssystemen usw. zu ermitteln, sehen Sie sich bitte
die folgenden Ressourcen an:

* Der "NetApp Interoperabilitatsmatrix-Tool" (IMT). Das IMT definiert die qualifizierten Komponenten und
Versionen, die Sie zum Erstellen von FC/FCoE-, iISCSI-, NFS- und CIFS-Konfigurationen sowie

Integrationen mit zusatzlichen Plug-Ins und Softwareangeboten verwenden kénnen.

* Der "VMware-Kompatibilitatshandbuch" . Der VMware-Kompatibilitatsleitfaden listet die System-, E/A-,
Speicher-/SAN-, Backup-Kompatibilitat und vieles mehr mit VMware-Infrastruktur- und Softwareprodukten

auf.

* "NetApp ONTAP Tools fur VMware" . ONTAP tools for VMware vSphere sind einzelne vCenter Server-
Plug-ins, die die Erweiterungen Virtual Storage Console (VSC), VASA Provider und Storage Replication
Adapter (SRA) enthalten. OTV 9.12 wird vollstandig von VMware vSphere 8 unterstitzt und bietet Kunden
taglich einen echten Mehrwert.

Von NetApp ONTAP und VMware unterstiitzte Versionen

@ Bitte lassen Sie die Seite(n) beim Auswahlen eines Links in den Tabellen unten ausbauen.

VMware vSphere-
Version

vSphere 8
vSphere 8u1

VMware vSphere-
Version

vSphere 8
vSphere 8u1
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SAN NFS oTVv

"Link" "Link" "Link"

|ILinkll llLinkll IILinkll
Speichersystem/ OTV -SRA OTV - VASA-
Protokolle Anbieter
"Link" "Link" "Link"

||Linkll llLinkll IlLinkll

* SnapCenter*

llLinkll
llLinkll

* SnapCenter Plug-
in for VMware
vSphere*

"Link"
llLinkll
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Bereitstellungshandbuch fur VMFS

Mit den Speicherlésungen und -angeboten von NetApp kdnnen Kunden die Vorteile einer
virtualisierten Infrastruktur voll ausschopfen. Mit NetApp -Lésungen kdnnen Kunden
umfassende Datenmanagementsoftware effizient implementieren und so
Automatisierung, Effizienz, Datenschutz und Sicherheitsfunktionen gewahrleisten, um
anspruchsvolle Leistungsanforderungen effektiv zu erfullen. Durch die Kombination der
ONTAP -Software mit VMware vSphere kénnen die Kosten fur Host-Hardware und
VMware-Lizenzen gesenkt, der Schutz der Daten zu geringeren Kosten sichergestellt und
eine gleichbleibend hohe Leistung erzielt werden.

Einflihrung

Virtualisierte Workloads sind mobil. Daher verwenden Administratoren VMware Storage vMotion, um VMs
zwischen VMware Virtual Machine File System (VMFS), NFS- oder vVols Datenspeichern zu verschieben, die
sich alle auf demselben Speichersystem befinden, und erkunden so verschiedene Speicheransatze, wenn sie
ein All-Flash-System verwenden, oder nutzen die neuesten ASA Modelle mit SAN-Innovation fir eine héhere
Kosteneffizienz.

Die Kernaussage hierbei ist, dass die Migration zu ONTAP das Kundenerlebnis und die Anwendungsleistung
verbessert und gleichzeitig die Flexibilitat bietet, Daten und Anwendungen zwischen FCP, iSCSI, NVMe/FC
und NVMe/TCP zu migrieren. FUr Unternehmen, die stark in VMware vSphere investiert haben, ist die
Verwendung von ONTAP Speicher angesichts der aktuellen Marktbedingungen eine kostengtinstige Option,
die eine einzigartige Chance darstellt. Unternehmen stehen heute vor neuen Herausforderungen, die mit
einem modernen SAN-Ansatz einfach und schnell bewaltigt werden kénnen. Hier sind einige Moglichkeiten,
wie bestehende und neue NetApp -Kunden mit ONTAP einen Mehrwert schaffen.

» Kosteneffizienz — Durch die integrierte Speichereffizienz kann ONTAP die Speicherkosten erheblich
senken. NetApp ASA -Systeme kdnnen alle Speichereffizienzfunktionen in der Produktion ohne
Leistungseinbufien ausfiihren. NetApp vereinfacht die Planung dieser Effizienzvorteile mit der effektivsten
verflgbaren Garantie.

» Datenschutz — Die SnapCenter software bietet mithilfe von Snapshots erweiterten Datenschutz auf VM-
und Anwendungsebene fir verschiedene Unternehmensanwendungen, die in einer VM-Konfiguration
bereitgestellt werden.

« Sicherheit — Verwenden Sie Snapshot-Kopien zum Schutz vor Malware und Ransomware. Verbessern Sie
den Schutz, indem Sie Snapshot-Kopien mithilfe der Snapshot-Sperre und der NetApp SnapLock Software
unveranderlich machen.

* Cloud — ONTAP bietet eine breite Palette an Hybrid-Cloud-Optionen, die es Unternehmen ermdglichen,
offentliche und private Clouds zu kombinieren, was Flexibilitat bietet und den Aufwand fir die
Infrastrukturverwaltung reduziert. Erganzende Datenspeicherunterstiitzung basierend auf ONTAP
-Angeboten ermoglicht die Verwendung von VMware Cloud auf Azure, AWS und Google fir eine TCO-
optimierte Bereitstellung, Datenschutz und Geschéaftskontinuitat bei gleichzeitiger Vermeidung einer
Anbieterbindung.

Flexibilitat — ONTAP ist gut gerlstet, um die sich schnell andernden Anforderungen moderner
Organisationen zu erfillen. Mit ONTAP One sind alle diese Funktionen standardmafig und ohne
zusatzliche Kosten in einem ONTAP -System enthalten.
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Richtige GroRRe und Optimierung

Angesichts bevorstehender Lizenzanderungen gehen Unternehmen proaktiv auf die potenzielle Erhéhung der
Gesamtbetriebskosten (TCO) ein. Sie optimieren ihre VMware-Infrastruktur strategisch durch aggressives
Ressourcenmanagement und richtige Dimensionierung, um die Ressourcennutzung zu verbessern und die
Kapazitatsplanung zu rationalisieren. Durch den effektiven Einsatz spezialisierter Tools kénnen Unternehmen
verschwendete Ressourcen effizient identifizieren und zuriickgewinnen und so die Anzahl der Kerne und die
Gesamtkosten flr Lizenzen senken. Es ist wichtig hervorzuheben, dass viele Organisationen diese Praktiken
bereits in ihre Cloud-Bewertungen integrieren und damit zeigen, wie diese Prozesse und Tools
Kostenprobleme in lokalen Umgebungen effektiv mindern und unnétige Migrationskosten auf alternative
Hypervisoren vermeiden.

TCO-Schatzer

NetApp hat einen einfachen TCO-Schatzer entwickelt, der als Ausgangspunkt flir diesen Optimierungsprozess
dienen soll. Der TCO-Estimator verwendet RVtools oder manuelle Eingabemethoden, um einfach zu
prognostizieren, wie viele Hosts fur die jeweilige Bereitstellung erforderlich sind, und um die Einsparungen zu
berechnen, die zur Optimierung der Bereitstellung mit NetApp ONTAP Speichersystemen erforderlich sind.
Denken Sie daran, dies ist der erste Schritt.

@ Der TCO-Schatzer ist nur fir NetApp -Auflendienstteams und -Partner zuganglich. Arbeiten Sie
mit NetApp -Account-Teams zusammen, um lhre vorhandene Umgebung zu bewerten.

Hier ist ein Screenshot vom TCO-Schatzer.

Projected Savings with ONTAP

Siring Recommendations
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Sobald der Schatzer die moglichen Einsparungen anzeigt (was bei jeder Organisation der Fall sein wird), ist es
an der Zeit, sich eingehend mit der Analyse der Workload-E/A-Profile auf allen virtuellen Maschinen mithilfe
von Echtzeitmetriken zu befassen. Hierzu stellt NetApp Cloud Insights bereit. Durch die Bereitstellung
detaillierter Analysen und Empfehlungen zur VM-Ruckgewinnung kann Cloud Insights Unternehmen dabei

Cloud Insights
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helfen, fundierte Entscheidungen zur Optimierung ihrer VM-Umgebung zu treffen. Es kann ermitteln, wo
Ressourcen zuriickgewonnen oder Hosts mit minimalen Auswirkungen auf die Produktion aulRer Betrieb
genommen werden kénnen, und hilft Unternehmen dabei, die durch die Ubernahme von VMware durch
Broadcom bedingten Anderungen auf durchdachte und strategische Weise zu bewaltigen. Mit anderen Worten:
Cloud Insight hilft Unternehmen dabei, die Emotionen aus der Entscheidung herauszunehmen. Anstatt auf die
Anderungen mit Panik oder Frustration zu reagieren, kdnnen sie die Erkenntnisse des Cloud Insights Tools
nutzen, um rationale, strategische Entscheidungen zu treffen, die Kostenoptimierung mit betrieblicher Effizienz
und Produktivitat in Einklang bringen.

Unten sind die Screenshots von Cloud Insights.
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Fihren Sie regelmafRige Bewertungen durch, um nicht ausgelastete Ressourcen zu ermitteln,
die Dichte virtueller Maschinen und die Auslastung innerhalb von VMware-Clustern zu erhéhen

@ und so die steigenden Kosten im Zusammenhang mit neuen Abonnementlizenzen zu
kontrollieren. Erwagen Sie, die Anzahl der Kerne pro CPU beim Kauf neuer Server auf 16 zu
reduzieren, um sie an die Anderungen der VMware-Lizenzmodelle anzupassen.

Mit NetApp konnen Sie die GroRRe lhrer virtualisierten Umgebungen anpassen und kostenguinstige Flash-
Speicherleistung sowie vereinfachte Datenverwaltungs- und Ransomware-Lésungen einflihren, um
sicherzustellen, dass Unternehmen auf das neue Abonnementmodell vorbereitet sind und gleichzeitig die
derzeit vorhandenen IT-Ressourcen optimieren.

13



NetApp ONTAP Tools fiir VMware vSphere

Um die VMware-Integration weiter zu verbessern und zu vereinfachen, bietet NetApp mehrere Offtap-Tools an,
die mit NetApp ONTAP und VMware vSphere verwendet werden kénnen, um virtualisierte Umgebungen
effizient zu verwalten. Dieser Abschnitt konzentriert sich auf die ONTAP -Tools fiir VMware. ONTAP tools for
VMware vSphere 10 bieten einen umfassenden Satz an Tools fir das Lebenszyklusmanagement virtueller
Maschinen, vereinfachen die Speicherverwaltung, verbessern Effizienzfunktionen, steigern die Verfligbarkeit
und reduzieren Speicherkosten und Betriebsaufwand. Diese Tools lassen sich nahtlos in das VMware-
Okosystem integrieren, erleichtern die Bereitstellung von Datenspeichern und bieten grundlegenden Schutz fir
virtuelle Maschinen. Die Version 10.x der ONTAP tools for VMware vSphere umfasst horizontal skalierbare,
ereignisgesteuerte Microservices, die als Open Virtual Appliance (OVA) bereitgestellt werden und Best
Practices fur die Bereitstellung von Datenspeichern und die Optimierung der ESXi-Hosteinstellungen fir Block-
und NFS-Speicherumgebungen befolgen. In Anbetracht dieser Vorteile wird OTV als Best Practice fur die
Verwendung mit Systemen empfohlen, auf denen ONTAP -Software ausgefiihrt wird.

Erste Schritte

Stellen Sie vor der Bereitstellung und Konfiguration von ONTAP -Tools fir VMware sicher, dass die
Voraussetzungen erfillt sind. Sobald dies erledigt ist, stellen Sie eine Einzelknotenkonfiguration bereit.

@ Fir die Bereitstellung sind drei IP-Adressen erforderlich: eine IP-Adresse fiir den Load Balancer,
eine IP-Adresse fir die Kubernetes-Steuerebene und eine fir den Knoten.

Schritte

1. Melden Sie sich beim vSphere-Server an.
2. Navigieren Sie zu dem Cluster oder Host, auf dem Sie die OVA bereitstellen mdchten.

3. Klicken Sie mit der rechten Maustaste auf den gewlinschten Speicherort und wahlen Sie ,OVF-Vorlage
bereitstellen” aus.

a. Geben Sie die URL fiir die OVA-Datei ein oder navigieren Sie zu dem Ordner, in dem die OVA-Datei
gespeichert ist, und wahlen Sie dann ,Weiter® aus.

4. Wahlen Sie einen Namen, Ordner, Cluster/Host fir die virtuelle Maschine aus und wahlen Sie Weiter.

5. Wahlen Sie im Konfigurationsfenster die Konfiguration ,Einfache Bereitstellung (S)*, ,Einfache
Bereitstellung (M)“ oder ,Erweiterte Bereitstellung (S)* oder ,Erweiterte Bereitstellung (M)“ aus.

@ In dieser exemplarischen Vorgehensweise wird die Option ,Einfache Bereitstellung*
verwendet.
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Deplay OVF Template Configuration
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6. Wahlen Sie den Datenspeicher zum Bereitstellen der OVA sowie das Quell- und Zielnetzwerk. Wenn Sie

fertig sind, wahlen Sie Weiter.
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7. Es ist Zeit, das Fenster ,Vorlage > Systemkonfiguration“ anzupassen.
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Nach erfolgreicher Installation zeigt die Webkonsole den Status der ONTAP tools for VMware vSphere an.
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@ Der Assistent zur Datenspeichererstellung unterstitzt die Bereitstellung von VMFS-, NFS- und
vVols Datenspeichern.

Es ist Zeit, fur diese exemplarische Vorgehensweise ISCSI-basierte VMFS-Datenspeicher bereitzustellen.

1. Melden Sie sich beim vSphere-Client an mit https://<vcenterip>/ui

2. Klicken Sie mit der rechten Maustaste auf einen Host, einen Hostcluster oder einen Datenspeicher und
wahlen Sie dann ,NetApp ONTAP -Tools" > ,Datenspeicher erstellen“ aus.

Chanime [wth Soore | i D, Sooew

3. Wahlen Sie im Bereich ,Typ“ unter ,Datenspeichertyp“ die Option ,VMFS* aus.
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Craate Datasions Iypa

1 o=

4. Geben Sie im Bereich ,Name und Protokoll“ den Namen, die Grofte und die Protokollinformationen des

Datenspeichers ein. Wahlen Sie im Abschnitt ,Erweiterte Optionen“ des Bereichs den Datastore-Cluster
aus, zu dem Sie diesen Datastore hinzufligen mdchten.
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5. Wahlen Sie im Bereich ,Speicher” die Option ,Plattform- und Speicher-VM* aus. Geben Sie den Namen

6.
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der benutzerdefinierten Initiatorgruppe im Abschnitt ,,Erweiterte Optionen® des Bereichs an (optional). Sie
kénnen entweder eine vorhandene Igroup flr den Datenspeicher auswahlen oder eine neue Igroup mit
einem benutzerdefinierten Namen erstellen.

Create Datastiore Storage

1 _Txesge

Wahlen Sie im Bereich ,Speicherattribute” im Dropdownment ,Aggregat‘ aus. Wahlen Sie im Abschnitt
~Erweiterte Optionen” nach Bedarf die Option ,Speicherplatzreserve®, ,Volume* und ,QoS-Optionen
aktivieren“ aus.
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7. Uberpriifen Sie die Datenspeicherdetails im Bereich ,Zusammenfassung® und klicken Sie auf ,Fertig
stellen®. Der VMFS-Datenspeicher wird erstellt und auf allen Hosts gemountet.
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Informationen zur Bereitstellung von vVol-, FC- und NVMe/TCP-Datenspeichern finden Sie unter diesen Links.

VAAI-Entladung

VAAI-Grundelemente werden in routinemafigen vSphere-Vorgangen wie dem Erstellen, Klonen, Migrieren,
Starten und Stoppen von VMs verwendet. Diese Vorgange kénnen der Einfachheit halber Gber den vSphere-
Client oder zur Skripterstellung oder flr eine genauere Zeitsteuerung Uber die Befehlszeile ausgefuhrt werden.
VAAI fur SAN wird nativ von ESX unterstitzt. VAAI ist auf unterstltzten NetApp -Speichersystemen immer
aktiviert und bietet native Unterstitzung fir die folgenden VAAI-Vorgange auf SAN-Speicher:

» Kopierauslagerung

* Atomic Test & Set (ATS)-Sperre

» Schreiben Sie dasselbe

« Handhabung von Platzmangelzustédnden

* Raumgewinnung
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Stellen Sie sicher, dass HardwareAcceleratedMove Uber die erweiterten ESX-
Konfigurationsoptionen aktiviert ist.

©

Stellen Sie sicher, dass fur die LUN die ,Speicherplatzzuweisung” aktiviert ist. Wenn nicht
aktiviert, aktivieren Sie die Option und scannen Sie alle HBAs erneut.

©

wEpaie Cliant

Diese Werte lassen sich mithilfe der ONTAP tools for VMware vSphere einfach festlegen.
Gehen Sie im Ubersichts-Dashboard zur ESXi-Host-Compliance-Karte und wahlen Sie die

@ Option ,Empfohlene Einstellungen anwenden®. Wahlen Sie im Fenster ,Empfohlene
Hosteinstellungen anwenden® die Hosts aus und klicken Sie auf ,Weiter“, um die von NetApp
empfohlenen Hosteinstellungen anzuwenden.

m

SXi Host Compliance

Detaillierte Anleitungen anzeigen fir"Empfohlener ESXi-Host und andere ONTAP -Einstellungen” .

20


https://docs.netapp.com/us-en/ontap-apps-dbs/vmware/vmware-vsphere-settings.html

Datensicherung

Zu den wichtigsten Vorteilen von ONTAP fiir vSphere zahlen die effiziente Sicherung und schnelle
Wiederherstellung von VMs im VMFS-Datenspeicher. Durch die Integration mit vCenter bietet die NetApp
SnapCenter software eine breite Palette an Backup- und Wiederherstellungsfunktionen fiir VMs. Es bietet
schnelle, platzsparende, absturzkonsistente und VM-konsistente Sicherungs- und Wiederherstellungsvorgange
fur VMs, Datenspeicher und VMDKs. Es funktioniert auch mit SnapCenter Server, um anwendungsbasierte
Sicherungs- und Wiederherstellungsvorgange in VMware-Umgebungen mithilfe anwendungsspezifischer
SnapCenter -Plug-Ins zu unterstitzen. Durch die Nutzung von Snapshot-Kopien kédnnen Sie schnelle Kopien
der VM oder des Datenspeichers erstellen, ohne die Leistung zu beeintrachtigen, und die NetApp SnapMirror
oder NetApp SnapVault -Technologie fur den langfristigen, externen Datenschutz verwenden.
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Der Arbeitsablauf ist einfach. Fligen Sie primare Speichersysteme und SVMs hinzu (und sekundare, wenn
SnapMirror/ SnapVault erforderlich ist).

Allgemeine Schritte zur Bereitstellung und Konfiguration:

1. Laden Sie SnapCenter fur VMware Plug-in OVA herunter

2. Melden Sie sich mit den vSphere-Client-Anmeldeinformationen an

w

Stellen Sie die OVF-Vorlage bereit, um den VMware-Bereitstellungsassistenten zu starten und die
Installation abzuschlieRen

Um auf das Plug-in zuzugreifen, wahlen Sie SnapCenter Plug-in for VMware vSphere aus dem Men
Speicher hinzufiigen

Erstellen von Sicherungsrichtlinien

Erstellen von Ressourcengruppen

Backup-Ressourcengruppen

© © N o g &

Stellen Sie die gesamte virtuelle Maschine oder eine bestimmte virtuelle Festplatte wieder her
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Einrichten des SnapCenter -Plug-ins fur VMware fiur VMs

Zum Schutz von VMs und den sie hostenden iSCSI-Datenspeichern muss das SnapCenter Plug-in fur VMware
bereitgestellt werden. Es ist ein einfacher OVF-Import.

Die Schritte zur Bereitstellung sind wie folgt:

1. Laden Sie die Open Virtual Appliance (OVA) von der NetApp Support-Site herunter.
2. Melden Sie sich beim vCenter an.

3. Klicken Sie in vCenter mit der rechten Maustaste auf ein beliebiges Inventarobjekt wie ein Rechenzentrum,
einen Ordner, einen Cluster oder einen Host und wahlen Sie ,OVF-Vorlage bereitstellen“ aus.

4. Wahlen Sie die richtigen Einstellungen, einschliel3lich Speicher und Netzwerk, und passen Sie die Vorlage
an, um das vCenter und seine Anmeldeinformationen zu aktualisieren. Klicken Sie nach der Uberpriifung
auf ,Fertig®.

5. Warten Sie, bis die OVF-Import- und Bereitstellungsaufgaben abgeschlossen sind.

6. Sobald das SnapCenter Plug-in fir VMware erfolgreich bereitgestellt wurde, wird es im vCenter registriert.
Dies kann durch Zugriff auf Administration > Client-Plugins Gberpruft werden.

Acmenstrabon

droess Conom ~

7. Um auf das Plug-in zuzugreifen, navigieren Sie zum linken Seitenbereich der vCenter-Webclientseite und
wahlen Sie ,SnapCenter Plug-in fir VMware® aus.
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Speicher hinzufugen, Richtlinie und Ressourcengruppe erstellen

Speichersystem hinzufiigen

Der nachste Schritt besteht darin, das Speichersystem hinzuzufiigen. Der Clusterverwaltungsendpunkt oder
die IP-Adresse des Verwaltungsendpunkts fur virtuelle Speichermaschinen (SVM) sollte als Speichersystem
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zum Sichern oder Wiederherstellen von VMs hinzugefiigt werden. Durch das Hinzufiigen von Speicher kann
das SnapCenter Plug-in fur VMware Sicherungs- und Wiederherstellungsvorgange in vCenter erkennen und
verwalten.

Der Vorgang ist unkompliziert.

1. Wahlen Sie in der linken Navigation das SnapCenter -Plug-in fir VMware aus.
2. Wahlen Sie Speichersysteme aus.
3. Wahlen Sie ,Hinzufigen®, um die ,Speicher“-Details hinzuzufigen.

4. Verwenden Sie Anmeldeinformationen als Authentifizierungsmethode, geben Sie den Benutzernamen und
das zugehdrige Kennwort ein und klicken Sie dann auf Hinzufligen, um die Einstellungen zu speichern.
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Erstellen einer Sicherungsrichtlinie

Eine umfassende Sicherungsstrategie berticksichtigt Faktoren wie den Zeitpunkt, die Art der Sicherung und die
Aufbewahrungsdauer der Sicherungen. Snapshots kdnnen stiindlich oder taglich ausgelést werden, um ganze
Datenspeicher zu sichern. Dieser Ansatz erfasst nicht nur die Datenspeicher, sondern erméglicht auch das
Sichern und Wiederherstellen der VMs und VMDKs in diesen Datenspeichern.

Vor dem Sichern der VMs und Datenspeicher miissen eine Sicherungsrichtlinie und eine Ressourcengruppe
erstellt werden. Eine Sicherungsrichtlinie umfasst Einstellungen wie den Zeitplan und die
Aufbewahrungsrichtlinie. Befolgen Sie die folgenden Schritte, um eine Sicherungsrichtlinie zu erstellen.

1. Klicken Sie im linken Navigationsbereich des SnapCenter Plug-in fir VMware auf ,Richtlinien®.

2. Klicken Sie auf der Seite ,Richtlinien“ auf ,Erstellen®, um den Assistenten zu starten.
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3. Geben Sie auf der Seite ,Neue Sicherungsrichtlinie“ den Richtliniennamen ein.

4. Geben Sie die Aufbewahrung, die Haufigkeitseinstellungen und die Replikation an.

CD Um Snapshot-Kopien auf ein Spiegel- oder Vault-Sekundarspeichersystem zu replizieren,
mussen die Beziehungen zuvor konfiguriert werden.

Um VM-konsistente Backups zu ermdglichen, missen VMware-Tools installiert und
ausgefuhrt werden. Wenn das Kontrollkastchen ,VM-Konsistenz® aktiviert ist, werden die
@ VMs zun&chst stillgelegt, dann fuhrt VMware einen VM-konsistenten Snapshot (ohne
Speicher) durch, anschlieflend flhrt das SnapCenter Plug-in fir VMware seinen
Sicherungsvorgang durch und anschlieRend werden die VM-Vorgange fortgesetzt.

My Backiuh Podcy

Sobald die Richtlinie erstellt ist, besteht der nachste Schritt darin, die Ressourcengruppe zu erstellen, die
die entsprechenden iSCSI-Datenspeicher und VMs definiert, die gesichert werden sollen. Nachdem die
Ressourcengruppe erstellt wurde, ist es Zeit, Sicherungen auszuldsen.

Ressourcengruppe erstellen

Eine Ressourcengruppe ist der Container fir VMs und Datenspeicher, der geschiitzt werden muss. Die
Ressourcen kénnen jederzeit zu Ressourcengruppen hinzugefiigt oder daraus entfernt werden.

Befolgen Sie die folgenden Schritte, um eine Ressourcengruppe zu erstellen.

1. Klicken Sie im linken Navigationsbereich des SnapCenter Plug-in fir VMware auf ,Ressourcengruppen®.

2. Klicken Sie auf der Seite ,Ressourcengruppen” auf ,Erstellen, um den Assistenten zu starten.

Eine weitere Moglichkeit zum Erstellen einer Ressourcengruppe besteht darin, die einzelne VM oder den
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einzelnen Datenspeicher auszuwahlen und entsprechend eine Ressourcengruppe zu erstellen.

Creste Resource Group
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3. Wahlen Sie auf der Seite ,Ressourcen” den Bereich (virtuelle Maschinen oder Datenspeicher) und das
Rechenzentrum aus.

Cronte BReounos S
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4. Wahlen Sie auf der Seite ,Spanning disks“ eine Option fur virtuelle Maschinen mit mehreren VMDKSs Uber
mehrere Datenspeicher hinweg aus.

5. Der nachste Schritt besteht darin, eine Sicherungsrichtlinie zuzuordnen. Wahlen Sie eine vorhandene
Richtlinie aus oder erstellen Sie eine neue Sicherungsrichtlinie.

6. Konfigurieren Sie auf der Seite ,Zeitplane” den Sicherungszeitplan fir jede ausgewahlte Richtlinie.
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7. Wenn Sie die entsprechende Auswahl getroffen haben, klicken Sie auf ,Fertig stellen®.

Dadurch wird eine neue Ressourcengruppe erstellt und zur Ressourcengruppenliste hinzugeftigt.
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Sichern von Ressourcengruppen
Jetzt ist es Zeit, ein Backup auszulésen. Die Sicherungsvorgange werden flr alle in einer Ressourcengruppe
definierten Ressourcen ausgefiihrt. Wenn einer Ressourcengruppe eine Richtlinie zugeordnet und ein Zeitplan
konfiguriert ist, werden Sicherungen automatisch gemaf dem Zeitplan durchgefihrt.

1. Wahlen Sie in der linken Navigation der vCenter-Webclientseite ,SnapCenter Plug-in fir VMware >

Ressourcengruppen” und wahlen Sie dann die gewiinschte Ressourcengruppe aus. Wahlen Sie ,Jetzt
ausflhren®, um die Ad-hoc-Sicherung zu starten.
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2. Wenn fiur die Ressourcengruppe mehrere Richtlinien konfiguriert sind, wahlen Sie im Dialogfeld ,Jetzt
sichern® die Richtlinie flr den Sicherungsvorgang aus.

3. Wahlen Sie ,OK*, um die Sicherung zu starten.
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Uberwachen Sie den Vorgangsfortschritt, indem Sie unten im Fenster ,Letzte Aufgaben® auswéhlen oder
im Job-Monitor des Dashboards weitere Details anzeigen.

Wiederherstellen von VMs aus einer Sicherung

Das SnapCenter Plug-in fir VMware ermoglicht die Wiederherstellung virtueller Maschinen (VMs) im vCenter.
Beim Wiederherstellen einer VM kann diese auf dem urspringlichen Datenspeicher wiederhergestellt werden,
der auf dem urspriinglichen ESXi-Host gemountet ist. Dabei wird der vorhandene Inhalt mit der ausgewahlten
Sicherungskopie Uberschrieben. Alternativ kann eine geléschte/umbenannte VM aus einer Sicherungskopie
wiederhergestellt werden (der Vorgang Uberschreibt die Daten auf den urspriinglichen virtuellen Datentragern).
Fihren Sie zur Durchfiihrung der Wiederherstellung die folgenden Schritte aus:

1. Wahlen Sie in der GUI des VMware vSphere-Webclients in der Symbolleiste ,Meni“ aus. Wahlen Sie
.inventar‘ und dann ,Virtuelle Maschinen und Vorlagen®.

2. Wahlen Sie in der linken Navigation die virtuelle Maschine aus, wahlen Sie dann die Registerkarte
»Konfigurieren“ und wahlen Sie unter ,SnapCenter Plug-in fir VMware“ die Option ,Backups” aus. Klicken
Sie auf den Sicherungsauftrag, aus dem die VM wiederhergestellt werden muss.
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3. Wahlen Sie die VM aus, die aus der Sicherung wiederhergestellt werden muss.

Select the VM to be restored
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4. Wahlen Sie auf der Seite ,Bereich auswahlen” im Feld ,Wiederherstellungsbereich® die Option ,Gesamte
virtuelle Maschine“ aus, wahlen Sie dann ,Wiederherstellungsort* aus und geben Sie dann die Ziel-ESXi-
Informationen ein, in die die Sicherung eingebunden werden soll. Aktivieren Sie das Kontrollkastchen ,VM
neu starten®, wenn die VM nach dem Wiederherstellungsvorgang eingeschaltet werden muss.
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5. Wahlen Sie auf der Seite ,Standort auswahlen“ den Standort fiir den primaren Standort aus.

6. Uberpriifen Sie die Seite ,Zusammenfassung“ und wéahlen Sie dann ,Fertig stellen aus.
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Uberwachen Sie den Vorgangsfortschritt, indem Sie unten auf dem Bildschirm ,Letzte Aufgaben®
auswahlen.

Obwohl die VMs wiederhergestellt werden, werden sie nicht automatisch zu ihren friiheren
Ressourcengruppen hinzugefiigt. Fligen Sie die wiederhergestellten VMs daher manuell zu den
entsprechenden Ressourcengruppen hinzu, wenn der Schutz dieser VMs erforderlich ist.

Was ware nun, wenn die urspringliche VM geldscht wurde? Mit dem SnapCenter Plug-in fir VMware ist das
eine einfache Aufgabe. Der Wiederherstellungsvorgang fiir eine geldschte VM kann auf Datenspeicherebene
durchgefiihrt werden. Gehen Sie zum jeweiligen Datenspeicher > Konfigurieren > Sicherungen, wahlen Sie die
geldschte VM aus und wahlen Sie Wiederherstellen.
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Zusammenfassend lasst sich sagen, dass Sie bei der Verwendung von ONTAP ASA Speicher zur Optimierung
der Gesamtbetriebskosten fir eine VMware-Bereitstellung das SnapCenter Plug-in fir VMware als einfache
und effiziente Methode zum Sichern von VMs verwenden. Es ermdglicht die nahtlose und schnelle Sicherung
und Wiederherstellung von VMs, da Snapshot-Sicherungen buchstablich nur Sekunden dauern.

Siehe hierzu"Losungsleitfaden" Und"Produktdokumentation” um mehr Gber die Snapcenter-Konfiguration,
Sicherung und Wiederherstellung vom primaren oder sekundaren Speichersystem oder sogar von
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Sicherungen zu erfahren, die zur langfristigen Aufbewahrung auf einem Objektspeicher gespeichert sind.

Um die Speicherkosten zu senken, kann FabricPool Volume Tiering aktiviert werden, um Daten fir Snapshot-
Kopien automatisch auf eine kostengunstigere Speicherebene zu verschieben. Snapshot-Kopien belegen
normalerweise Uber 10 % des zugewiesenen Speichers. Diese zeitpunktbezogenen Kopien sind zwar fiir den
Datenschutz und die Notfallwiederherstellung wichtig, werden jedoch selten verwendet und stellen keine
effiziente Nutzung des Hochleistungsspeichers dar. Mit der ,Nur-Snapshot“-Richtlinie fir FabricPool kénnen
Sie problemlos Speicherplatz auf Hochleistungsspeichern freigeben. Wenn diese Richtlinie aktiviert ist, werden
inaktive Snapshot-Kopierbldcke im Volume, die nicht vom aktiven Dateisystem verwendet werden, auf die
Objektebene verschoben. Nach dem Lesen wird die Snapshot-Kopie auf die lokale Ebene verschoben, um
eine VM oder einen gesamten Datenspeicher wiederherzustellen. Diese Objektebene kann die Form einer
privaten Cloud (wie NetApp StorageGRID) oder einer 6ffentlichen Cloud (wie AWS oder Azure) haben.

Edit cloud tier settings
SELECTED VOLUMES

Sre_isCS1_Dsg2

Snapshot copies only

ot copies only

Detaillierte Anleitungen anzeigen fur"VMware vSphere mit ONTAP" .

Ransomware-Schutz

Eine der wirksamsten Mdéglichkeiten zum Schutz vor Ransomware-Angriffen ist die Implementierung
mehrschichtiger SicherheitsmaRnahmen. Jede virtuelle Maschine auf einem Datenspeicher hostet ein
Standardbetriebssystem. Stellen Sie sicher, dass auf den Unternehmensservern Anti-Malware-Produktpakete
installiert und regelmaRig aktualisiert werden. Dies ist ein wesentlicher Bestandteil einer mehrschichtigen
Ransomware-Schutzstrategie. Implementieren Sie auRerdem Datenschutz mithilfe der Snapshot-Technologie
von NetApp , um eine schnelle und zuverlassige Wiederherstellung nach einem Ransomware-Angriff zu
gewabhrleisten.

Ransomware-Angriffe zielen zunehmend auf Backups und Snapshot-Wiederherstellungspunkte ab, indem sie
versuchen, diese zu I6schen, bevor mit der Verschllisselung der Dateien begonnen wird. Mit ONTAP kann dies
jedoch verhindert werden, indem manipulationssichere Snapshots auf primaren oder sekundaren Systemen
erstellt werden mit"NetApp Snapshot-Kopiersperre" in ONTAP. Diese Snapshot-Kopien kdnnen von
Ransomware-Angreifern oder betriigerischen Administratoren weder geldscht noch geandert werden, sodass
sie auch nach einem Angriff verfliigbar sind. Sie kdnnen die Daten virtueller Maschinen in Sekundenschnelle
wiederherstellen und so die Ausfallzeiten des Unternehmens minimieren. Dartiber hinaus haben Sie die
Flexibilitat, den Snapshot-Zeitplan und die Sperrdauer so auszuwahlen, wie es fir lhr Unternehmen am besten
geeignet ist.
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Als Teil des mehrschichtigen Ansatzes gibt es auch eine native integrierte ONTAP -Lésung zum Schutz vor
unbefugtem Léschen von Backup-Snapshot-Kopien. Es ist als Multiadmin-Verifizierung oder MAV bekannt und
in ONTAP 9.11.1 und hoher verflgbar. Der ideale Ansatz besteht darin, Abfragen flir MAV-spezifische
Vorgange zu verwenden.

Weitere Informationen zu MAV und zur Konfiguration seiner Schutzfunktionen finden Sie im"Ubersicht tiber die
Multi-Admin-Verifizierung" .

Migration

Viele IT-Organisationen verfolgen in ihrer Transformationsphase einen Hybrid-Cloud-First-Ansatz. Kunden
bewerten ihre aktuelle IT-Infrastruktur und verlagern ihre Workloads auf Grundlage dieser Bewertung und
Erkenntnisse in die Cloud. Die Grinde fur die Migration in die Cloud sind unterschiedlich und kénnen Faktoren
wie Elastizitat und Burst, Rechenzentrumsausstieg, Rechenzentrumskonsolidierung, End-of-Life-Szenarien,
Fusionen, Ubernahmen und mehr umfassen. Die Migrationsgriinde jeder Organisation hangen von ihren
spezifischen Geschéaftsprioritdten ab, wobei die Kostenoptimierung die héchste Prioritat hat. Die Auswahl des
richtigen Cloud-Speichers ist beim Wechsel zur Hybrid Cloud von entscheidender Bedeutung, da er die
Leistungsfahigkeit und Elastizitat der Cloud-Bereitstellung freisetzt.

Durch die Integration von 1P-Diensten von NetApp auf jedem Hyperskalar kénnen Unternehmen mit einem
einfachen Migrationsansatz eine vSphere-basierte Cloud-Lésung realisieren, ohne dass eine
Neuplattformierung, IP-Anderungen oder Architekturanderungen erforderlich sind. Dariiber hinaus kénnen Sie
mit dieser Optimierung den Speicherbedarf skalieren und gleichzeitig die Anzahl der Hosts in vSphere auf dem
Mindestwert halten, ohne dass sich an der Speicherhierarchie, der Sicherheit oder den bereitgestellten Dateien
etwas andert.

* Detaillierte Anleitungen anzeigen flr"Migrieren Sie Workloads zum FSx ONTAP Datenspeicher" .
* Detaillierte Anleitungen anzeigen flr"Migrieren von Workloads zum Azure NetApp Files Datenspeicher" .

* Detaillierte Anleitungen anzeigen flr"Migrieren Sie Workloads zum Google Cloud NetApp Volumes
Datenspeicher" .
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Notfallwiederherstellung

Notfallwiederherstellung zwischen lokalen Standorten

Weitere Einzelheiten finden Sie unter "DR mit NetApp Disaster Recovery fur VMFS-Datenspeicher”

Disaster Recovery zwischen On-Premises und VMware Cloud in jedem Hyperskalaren

Kunden, die VMware Cloud auf einem beliebigen Hyperskalar als Notfallwiederherstellungsziel verwenden
mochten, konnen mit ONTAP Speicher betriebene Datenspeicher (Azure NetApp Files, FSx ONTAP, Google
Cloud NetApp Volumes) verwenden, um Daten vor Ort mit jeder validierten Drittanbieterlosung zu replizieren,
die VM-Replikationsfunktionen bietet. Durch das Hinzufligen von ONTAP Speicher-basierten Datenspeichern
wird eine kostenoptimierte Notfallwiederherstellung am Zielort mit einer geringeren Anzahl von ESXi-Hosts
ermdglicht. Dadurch ist es auch moglich, sekundare Standorte in der lokalen Umgebung aulRer Betrieb zu
nehmen und so erhebliche Kosteneinsparungen zu erzielen.

* Detaillierte Anleitungen anzeigen fur"Notfallwiederherstellung zum FSx ONTAP Datenspeicher" .
* Detaillierte Anleitungen anzeigen fur"Notfallwiederherstellung im Azure NetApp Files Datenspeicher" .

* Detaillierte Anleitungen anzeigen fur"Notfallwiederherstellung zum Google Cloud NetApp Volumes
Datenspeicher" .

Abschluss

Diese Losung zeigt den optimalen Ansatz fir die Nutzung der ONTAP SAN-Technologien und Offtap-Tools, um
Unternehmen jetzt und in Zukunft wichtige IT-Dienste bereitzustellen. Diese Vorteile sind besonders flr
virtualisierte Umgebungen von Nutzen, in denen VMware vSphere in einem SAN-Setup ausgefihrt wird. Dank
der Flexibilitat und Skalierbarkeit der NetApp Speichersysteme kdnnen Unternehmen eine Grundlage fur die
Aktualisierung und Anpassung ihrer Infrastruktur schaffen und so den sich im Laufe der Zeit &ndernden
Geschaftsanforderungen gerecht werden. Dieses System kann aktuelle Arbeitslasten bewaltigen und die
Effizienz der Infrastruktur verbessern, wodurch die Betriebskosten gesenkt und auf zukilnftige Arbeitslasten
vorbereitet werden.

Verwenden Sie nConnect auf NFS v3-Datenspeichern, um
die Datenspeicherleistung zu verbessern

Verwenden Sie die NFS nConnect-Funktion, um die Datenspeicherleistung in VMware
vSphere 8-Umgebungen zu verbessern. Dieses Verfahren umfasst das Hosten von VMs
pro NFS-Datenspeicher, die Steigerung der NFS-Datenspeicherleistung und die
Konfiguration einer hoheren Ebene fur VM- und Container-basierte Anwendungen.

Ab VMware vSphere 8.0 U1 (als Tech-Preview) ermdglicht die nconnect-Funktion mehrere TCP-Verbindungen
fur NFS v3-Datenspeichervolumes, um einen hdheren Durchsatz zu erzielen. Kunden, die einen NFS-
Datenspeicher verwenden, kdnnen jetzt die Anzahl der Verbindungen zum NFS-Server erh6hen und so die
Nutzung von Hochgeschwindigkeits-Netzwerkschnittstellenkarten maximieren.

Die Funktion ist allgemein fir NFS v3 mit 8.0 U2 verfugbar. Siehe Abschnitt ,Speicherung®

@ auf"Versionshinweise zu VMware vSphere 8.0 Update 2" . NFS v4.1-Unterstitzung wird mit
vSphere 8.0 U3 hinzugefugt. Weitere Informationen finden Sie unter"Versionshinweise zu
vSphere 8.0 Update 3"
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Anwendungsfalle

* Hosten Sie mehr virtuelle Maschinen pro NFS-Datenspeicher auf demselben Host.
+ Steigern Sie die Leistung des NFS-Datenspeichers.

* Bieten Sie eine Option, um Dienste auf einer hdheren Ebene fir VM- und Container-basierte
Anwendungen anzubieten.

Technische Details

Der Zweck von nconnect besteht darin, mehrere TCP-Verbindungen pro NFS-Datenspeicher auf einem
vSphere-Host bereitzustellen. Dies tragt zur Erhdhung der Parallelitat und Leistung fir NFS-Datenspeicher bei.
Wenn in ONTAP eine NFS-Einbindung hergestellt wird, wird eine Verbindungs-ID (CID) erstellt. Dieses CID
ermoglicht bis zu 128 gleichzeitige Operationen wahrend des Fluges. Wenn diese Zahl vom Client
Uberschritten wird, flihrt ONTAP eine Art Flusskontrolle durch, bis einige verfligbare Ressourcen freigegeben
werden kdnnen, wahrend andere Vorgange abgeschlossen werden. Diese Pausen dauern normalerweise nur
wenige Mikrosekunden, kénnen sich jedoch im Laufe von Millionen von Vorgadngen summieren und zu
Leistungsproblemen flihren. Nconnect kann das Limit von 128 nehmen und es mit der Anzahl der Nconnect-
Sitzungen auf dem Client multiplizieren, was mehr gleichzeitige Vorgange pro CID erméglicht und
moglicherweise Leistungsvorteile mit sich bringt. Weitere Einzelheiten finden Sie unter"NFS-Best-Practice- und
Implementierungshandbuch"

Standard-NFS-Datenspeicher

Um die Leistungseinschrankungen einer einzelnen Verbindung eines NFS-Datenspeichers zu beheben,
werden zusatzliche Datenspeicher bereitgestellt oder zusatzliche Hosts hinzugefligt, um die Verbindung zu
verbessern.
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Mit nConnect NFS Datastore

Sobald der NFS-Datenspeicher mit ONTAP Tools oder anderen Optionen erstellt wurde, kann die Anzahl der
Verbindungen pro NFS-Datenspeicher mithilfe von vSphere CLI, PowerCLI, dem Govc-Tool oder anderen API-
Optionen geandert werden. Um Leistungsprobleme im Zusammenhang mit vMotion zu vermeiden, halten Sie
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die Anzahl der Verbindungen fir den NFS-Datenspeicher auf allen vSphere-Hosts, die Teil des vSphere-
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Voraussetzung

Um die Nconnect-Funktion zu nutzen, missen die folgenden Abhangigkeiten erflillt sein.

ONTAP -Version
9.8 oder héher

9.8 oder hoher

9.8 oder hoher

vSphere-Version

8 Aktualisierung 1

8 Aktualisierung 2

8 Aktualisierung 3

Kommentare

Technische Vorschau mit Option zur Erhéhung der
Anzahl Verbindungen. Um die Anzahl der
Verbindungen zu verringern, muss der Datenspeicher
ausgehangt werden.

Generell mit der Option zur Erhéhung und
Verringerung der Verbindungsanzahl verfligbar.

NFS 4.1 und Multipfad-Unterstiitzung.

Aktualisieren Sie die Anzahl der Verbindungen zum NFS-Datenspeicher

Eine einzelne TCP-Verbindung wird verwendet, wenn ein NFS-Datenspeicher mit ONTAP Tools oder mit
vCenter erstellt wird. Um die Anzahl der Verbindungen zu erhdéhen, kann die vSphere CLI verwendet werden.
Der Referenzbefehl wird unten angezeigt.
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# Increase the number of connections while creating the NFS v3 datastore.
esxcli storage nfs add -H <NFS Server FQDN or IP> -v <datastore name> -s
<remote share> -c <number of connections>

# To specify the number of connections while mounting the NFS 4.1
datastore.

esxcli storage nfs4l add -H <NFS Server FQDN or IP> -v <datastore name> -s
<remote share> -c <number of connections>

# To utilize specific VMkernel adapters while mounting, use the -I switch
esxcli storage nfs4l add -I <NFS Server FQDN or IP>:vmkl -I

<NFS Server FQDN or IP>:vmk2 -v <datastore name> -s <remote share> -c
<number of connections>

# To increase or decrease the number of connections for existing NFSv3
datastore.

esxcli storage nfs param set -v <datastore name> -c
<number of connections>

# For NFSv4.1 datastore

esxcli storage nfs4l param set -v <datastore name> -c
<number of connections>

# To set VMkernel adapter for an existing NFS 4.1 datastore

esxcli storage nfs4l param set -I <NFS Server FQDN or IP>:vmk2 -v
<datastore name> -c <number of connections>

oder verwenden Sie PowerCLI ahnlich wie unten gezeigt

SdatastoreSys = Get-View (Get-VMHost host0l.vsphere.local) .ExtensionData
.ConfigManager.DatastoreSystem
SnfsSpec = New-Object VMware.Vim.HostNasVolumeSpec

snfsSpec.RemoteHost = "nfs server.ontap.local"
SnfsSpec.RemotePath = "/DS01"
SnfsSpec.LocalPath = "DSO01"
SnfsSpec.AccessMode = "readWrite"

SnfsSpec.Type = "NFS"
SnfsSpec.Connections = 4
SdatastoreSys.CreateNasDatastore ($SnfsSpec)

Hier ist ein Beispiel fur die Erhéhung der Verbindungsanzahl mit dem GoVC-Tool.
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$env.GOVC_URL = 'vcenter.vsphere.local'

$env.GOVC_USERNAME = 'administrator@vsphere.local'
Senv. GOVC_PASSWORD = 'XXXXXXXXX'
$env.GOVC_Datastore = 'DSO1'

# Senv.GOVC INSECURE = 1

$env.GOVC_HOST = 'host0Ol.vsphere.local'

# Increase number of connections while creating the datastore.

govc host.esxcli storage nfs add -H nfs server.ontap.local -v DSO0l -s
/DS01 -c 2

# For NFS 4.1, replace nfs with nfs4l

govc host.esxcli storage nfs4l add -H <NFS Server FQDN or IP> -v
<datastore name> -s <remote share> -c <number of connections>

# To utilize specific VMkernel adapters while mounting, use the -I switch
govc host.esxcli storage nfs4l add -I <NFS Server FQDN or IP>:vmkl -I
<NFS Server FQDN or IP>:vmk2 -v <datastore name> -s <remote share> -c
<number of connections>

# To increase or decrease the connections for existing datastore.
govc host.esxcli storage nfs param set -v DS01 -c 4

# For NFSv4.1 datastore

govc host.esxcli storage nfs4l param set -v <datastore name> -c
<number of connections>

# View the connection info

govc host.esxcli storage nfs list

Verweisen"VMware KB-Artikel 91497" fur weitere Informationen.

Designuberlegungen

Die maximale Anzahl der auf ONTAP unterstiitzten Verbindungen hangt vom Speicherplattformmodell ab.
Suchen Sie nach exec_ctx auf"NFS-Best-Practice- und Implementierungshandbuch" fiir weitere Informationen.

Wenn die Anzahl der Verbindungen pro NFSv3-Datenspeicher erhoht wird, verringert sich die Anzahl der NFS-
Datenspeicher, die auf diesem vSphere-Host gemountet werden kénnen. Die Gesamtzahl der pro vSphere-
Host unterstitzten Verbindungen betrégt 256. Uberprifen"VMware KB-Artikel 91481" fiir Datenspeicherlimits
pro vSphere-Host.

Der vVol-Datenspeicher unterstitzt die nConnect-Funktion nicht. Allerdings werden
@ Protokollendpunkte auf das Verbindungslimit angerechnet. Beim Erstellen des vVol-
Datenspeichers wird fiir jeden Datenlebenszyklus eines SVM ein Protokollendpunkt erstellt.

Konfigurieren Sie NFS-Datenspeicher fur vSphere 8 mit
ONTAP tools for VMware vSphere

Stellen Sie ONTAP tools for VMware vSphere 10 bereit, um NFS-Datenspeicher in einer
vSphere 8-Umgebung zu konfigurieren. Dieses Verfahren umfasst das Erstellen von
SVMs und LIFs fur NFS-Verkehr, das Einrichten des ESXi-Host-Netzwerks und das
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Registrieren von ONTAP Tools bei Ihrem vSphere-Cluster.

ONTAP tools for VMware vSphere 10 verfiigen Gber eine Architektur der nachsten Generation, die native
Hochverfiigbarkeit und Skalierbarkeit fir den VASA-Provider ermdglicht (unterstitzt iSCSI- und NFS- vVols).
Dies vereinfacht die Verwaltung mehrerer VMware vCenter-Server und ONTAP -Cluster.

In diesem Szenario zeigen wir, wie ONTAP tools for VMware vSphere 10 bereitgestellt und verwendet werden
und wie ein NFS-Datenspeicher fir vSphere 8 konfiguriert wird.

Losungsubersicht
Dieses Szenario umfasst die folgenden allgemeinen Schritte:

« Erstellen Sie eine Storage Virtual Machine (SVM) mit logischen Schnittstellen (LIFs) fir NFS-Verkehr.
* Erstellen Sie eine verteilte Portgruppe fur das NFS-Netzwerk auf dem vSphere 8-Cluster.

* Erstellen Sie einen VMkernel-Adapter fir NFS auf den ESXi-Hosts im vSphere 8-Cluster.

+ Stellen Sie ONTAP Tools 10 bereit und registrieren Sie sich beim vSphere 8-Cluster.

« Erstellen Sie einen neuen NFS-Datenspeicher auf dem vSphere 8-Cluster.

Architektur

Das folgende Diagramm zeigt die Architekturkomponenten einer ONTAP tools for VMware vSphere 10.
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Voraussetzungen

Diese Losung erfordert die folgenden Komponenten und Konfigurationen:
» Ein ONTAP AFF -Speichersystem mit physischen Datenports auf Ethernet-Switches, die fiir den
Speicherverkehr vorgesehen sind.

* Die Bereitstellung des vSphere 8-Clusters ist abgeschlossen und auf den vSphere-Client kann zugegriffe
werden.

* ONTAP tools for VMware vSphere 10 wurden von der NetApp Support-Site heruntergeladen.

NetApp empfiehlt redundante Netzwerkdesigns fur NFS, die Fehlertoleranz fir Speichersysteme, Switches,

n

Netzwerkadapter und Hostsysteme bieten. Es ist tiblich, NFS je nach den Architekturanforderungen mit einem

einzelnen Subnetz oder mehreren Subnetzen bereitzustellen.

Siehe "Best Practices fur die Ausfuhrung von NFS mit VMware vSphere" fir ausfihrliche Informationen
speziell zu VMware vSphere.

Netzwerkhinweise zur Verwendung von ONTAP mit VMware vSphere finden Sie im "Netzwerkkonfiguration —
NFS" Abschnitt der Dokumentation zu NetApp -Unternehmensanwendungen.

Umfassende ONTAP -Tools 10 Ressourcen finden Sie "ONTAP tools for VMware vSphere —
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Dokumentationsressourcen" .

Bereitstellungsschritte

Fahren Sie die folgenden Schritte aus, um ONTAP Tools 10 bereitzustellen und damit einen NFS-
Datenspeicher in der VCF-Verwaltungsdomane zu erstellen:

Erstellen Sie SVM und LIFs auf dem ONTAP Speichersystem

Der folgende Schritt wird im ONTAP System Manager ausgefihrt.
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Erstellen der Speicher-VM und LIFs

Flihren Sie die folgenden Schritte aus, um eine SVM zusammen mit mehreren LIFs fir NFS-Verkehr zu
erstellen.

1. Navigieren Sie im ONTAP System Manager im linken MenU zu Storage VMs und klicken Sie zum
Starten auf + Hinzufiigen.

= | ONTAP System Manager

Storage VMs

DASHBOARD
INSIGHTS =+ Add
STORAGE Name
DB EHC_iSCS|
Volumes

EHC
LUNs
Consistency Groups HMC_187
NVMe Namespaces HMC_3510

Shares
HMC_iSCS51_3510

Buckets
infra_svm_a300

Qtrees

Quotas J5_EHC_iSCSl

Storage VMs

Tiers

OTViest

2. Geben Sie im Assistenten Speicher-VM hinzufiigen einen Namen flr die SVM ein, wahlen Sie den
IP-Bereich aus und klicken Sie dann unter Zugriffsprotokoll auf die Registerkarte SMB/CIFS, NFS,
S3 und aktivieren Sie das Kontrollkadstchen NFS aktivieren.
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Add Storage VM X

STORAGE VM NAME

VCF_NFS

IPSPACE

Default v

Access Protocol

& SMB/CIFS,NFS,S3  i5CSI  FC NVMe

Enable SMB/CIFS
Enable NFS

Allow MFS client access
A\ Add at least one rule to allow NFS clients to access volumes in this storage VM. ()

EXPORT POLICY
Default

Enable 53

DEFAULT LANGUAGE ()

c.utf_8 v

Es ist nicht erforderlich, hier die Schaltflache NFS-Clientzugriff zulassen zu

aktivieren, da zur Automatisierung des Datastore-Bereitstellungsprozesses Ontap-
Tools fir VMware vSphere verwendet werden. Dazu gehort die Bereitstellung des
Clientzugriffs fur die ESXi-Hosts.

3. Geben Sie im Abschnitt Netzwerkschnittstelle die IP-Adresse, Subnetzmaske und Broadcast-
Domane und -Port fiir das erste LIF ein. Fir nachfolgende LIFs kann das Kontrollkastchen aktiviert
werden, um gemeinsame Einstellungen fir alle verbleibenden LIFs oder separate Einstellungen zu
verwenden.



NETWORK INTERFACE
Use multiple network interfaces when client traffic is high.

ntaphci-a300-01

SUBNET

Without a subnet W
IP ADDRESS SUBMNET MASK GATEWAY BROADCAST DOMAIN AND PORT /
172.21.118.119 24 Add optional gateway NFS_iSCSl v

Use the same subnet mask, gateway, and broadcast domain for all of the following interfaces

ntaphci-a300-02

SUBMET

Without a subnet v
IP ADDRESS PORT
172.21.118.120 a0a-3374 A

4. Wahlen Sie, ob das Storage VM-Administrationskonto (fiir Umgebungen mit mehreren Mandanten)
aktiviert werden soll, und klicken Sie auf Speichern, um die SVM zu erstellen.

Storage VM Administration

Manage administrator account

Einrichten des Netzwerks fiir NFS auf ESXi-Hosts

Die folgenden Schritte werden mithilfe des vSphere-Clients auf dem VI Workload Domain-Cluster ausgefihrt.

In diesem Fall wird vCenter Single Sign-On verwendet, sodass der vSphere-Client in allen Verwaltungs- und
Workloaddomanen gleich ist.
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Erstellen Sie eine verteilte Portgruppe fiir NFS-Verkehr

Fihren Sie die folgenden Schritte aus, um eine neue verteilte Portgruppe fir das Netzwerk zur

Ubertragung von NFS-Verkehr zu erstellen:

1. Navigieren Sie im vSphere-Client zu Inventar > Netzwerk fiir die Workloaddomane. Navigieren Sie
zum vorhandenen Distributed Switch und wahlen Sie die Aktion zum Erstellen einer Neuen verteilten

Portgruppe....

o B B8

vSphere Client

e

v [[@ vecenter-visr.sddc.netapp.com

~ [FEf Datacenter
& VM Network

v W

bs
Mg
vM
VS,

(=) Actions - DSwitch

Distributed Port Group
[z Add and Manage Hosts...

Edit Notes...

Upgrade

Settings

Move To..
Rename....

Tags & Custom Attributes

Add Permission...

Alarms

$2 Delete

! ACTIONS

DSwitch

Summary Monitor

Switch Detaills

Manufacturer

&5 New Distributed F.c:rt Group...

Configure Permissions

Import Disrribu@n Group...
£2 Manage Distributed Port Groups...

Ports

@ @

Tags

Ports Hosts VMs

VMware, Inc
8.0.0
4

4

I
(=]

®

Custom Attributes

2. Geben Sie im Assistenten Neue verteilte Portgruppe einen Namen fiir die neue Portgruppe ein und

klicken Sie auf Weiter, um fortzufahren.

3. Fullen Sie auf der Seite Einstellungen konfigurieren alle Einstellungen aus. Wenn VLANs
verwendet werden, stellen Sie sicher, dass Sie die richtige VLAN-ID angeben. Klicken Sie auf Weiter,
um fortzufahren.
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New Distributed Port Configure settings

GI’OU p Set general properties of the new port group.
Port binding Static binding
1 Name and location
i ) Port allocation Elasti @
2 Configure settings ackiis
Number of ports 8 ]
Network resource pool (default)
VLAN
VLAN type VLAN
VLAN ID 3374 =
Advanced

[] customize default policies configuration

CANCEL BACK

. Uberpriifen Sie auf der Seite Bereit zum AbschlieBen die Anderungen und klicken Sie auf Fertig,
um die neue verteilte Portgruppe zu erstellen.

. Nachdem die Portgruppe erstellt wurde, navigieren Sie zu der Portgruppe und wahlen Sie die Aktion
.Einstellungen bearbeiten...” aus.
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vSphere Client

& vcf-wkld-01-nfs : ACTIONS

[D] @ @ Summary Monitor Configure Pen

> IE'Q vef-mO1-vcOl.sddc.netapp.com

v _!_Q vef-wkld-veOl.sddc.netapp.com
i wef-wkld-01-DC

v = wef-wkld-01-IT-INF-WKLD-01-vds-O1

o
{hs

vef-whkld-01-iscsi-a

vef-wkld-01-iscsi-b
VEf-Wk|d'D'|=|T*|-DVUD|iﬁkSﬂiD ERERENNN R

vef-wkld-01-IT-INF-WKLD-01-vds-01-_.
vef-whkld-01-IT-INF-WEKLD-01-vds-01-..
i@ vef-wkid-01-nfs

vef-wikld-01-nvir

f#) Edit Settings...

vef-wkld-0T-nvim

s = vef-wkid-01-1T-INF-

Export Configuration...

Distributed Port Group Details

Port binding
Port allocation
VLAN ID

Distributed switch

Metwork protocol
"ofile

etwork resource
aol

osts

irtual machines

6. Navigieren Sie auf der Seite Verteilte Portgruppe — Einstellungen bearbeiten im linken Menu zu
Teaming und Failover. Aktivieren Sie die Teambildung fiir die Uplinks, die fur den NFS-Verkehr
verwendet werden sollen, indem Sie sicherstellen, dass sie sich gemeinsam im Bereich Aktive
Uplinks befinden. Verschieben Sie alle nicht verwendeten Uplinks nach unten zu Ungenutzte

Uplinks.



Distributed Port Group - Edit Settings | NFs 3374

General Load balancing Route based on originating virtual por
Advanced
Network failure detection Link status anly
VLAN = =
Security Notify switches Yes
Traffic shaping
Failback Yes

Teaming and failover

Manitoring .
Failover order @

Miscellaneous
Active uplinks
T3 Uplink 1
T Uplink 2
standby uplinks

Unused uplinks

7. Wiederholen Sie diesen Vorgang fir jeden ESXi-Host im Cluster.
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Erstellen Sie auf jedem ESXi-Host einen VMkernel-Adapter

Wiederholen Sie diesen Vorgang auf jedem ESXi-Host in der Workload-Domane.

1. Navigieren Sie vom vSphere-Client zu einem der ESXi-Hosts im Workload-Domaneninventar. Wahlen
Sie auf der Registerkarte Konfigurieren VMkernel-Adapter aus und klicken Sie zum Starten auf
Netzwerk hinzufiigen....

vSphere Client O,

[ esxisrm-05.sddc.netapp.com } ACTIONS
[]j] E @ Summary Monitor Configure Permissions VMs Datastores MNetworks Updates
=
v veenter-visr.sddc.netapp.com A
G PP Storage v VMkernel adapters
~ FF Datacenter
i Storage Adapters
« [[ SecondaryCluster ADD NETWORfJNG... REFRESH
. Storage Devices
1 esxisrm-05.sddc.netapp.com
= Host Cache Configuration : 7
[Z] esxisrm-06.sddc.netapp.com D T Neteori tabal T ]
- g Protocol Endpoints H W . i o -
[7] esxisrm-07.sddc.netapp.com : % vmkO i# Mgmt 3376 =
= < 1/O Filters =
] esxisrm-08.sddc.netapp.com Po» | Ema (&) vSAN 3422 (=
o Networking v

ol netapp-ontap-tools-for-vmware-vsphere-10.1...

| vmk2

% vMotion 3373

En

Virtual switches

VMkernel adapters

Physical adapters

TCP/IP configuration

2. Wahlen Sie im Fenster Verbindungstyp auswéhlen VMkernel-Netzwerkadapter und klicken Sie auf
Weiter, um fortzufahren.

Add Networking Select connection type %

Select a connection type to create.
1 Select connection type

© VMkernel Network Adapter

The VMkernel TCP/IP stack handles traffic for ESXi services such as vSphere vMotion, iSCSI, NFS, FCoE, Fault
Tolerance, vSAN, host management and etc.

() Virtual Machine Port Group for a Standard Switch

A port group handles the virtual machine traffic on standard switch.

f_) Physical Network Adapter

A physical network adapter handles the network traffic to other hosts on the network.

3. Wahlen Sie auf der Seite Zielgerat auswahlen eine der zuvor erstellten verteilten Portgruppen fir
NFS aus.
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Add Networking Select target device %

Select a target device for the new connection.

| 1 Select connection type ° Select an existing network

() Select an existing standard switch

2/ Select Bigetdavice () New standard switch

Quick Filter

Name NSX Port Group ID Distributed Switch

%) Mgmt 3376 - DSwitch

DSwitch
QO vMotion 3373 = DSwitch
O | @& vsan3a22 = DSwitch

CANCEL ‘ BACK | NEXT

4. Behalten Sie auf der Seite Porteigenschaften die Standardeinstellungen bei (keine aktivierten
Dienste) und klicken Sie auf Weiter, um fortzufahren.

5. Geben Sie auf der Seite IPv4-Einstellungen die IP-Adresse und Subnetzmaske ein und geben Sie
eine neue Gateway-IP-Adresse an (nur falls erforderlich). Klicken Sie auf Weiter, um fortzufahren.
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Add Networking IPv4 settings

Specify VMkernel IPvd settings.

1 Select connection type

Use static IPv4 settings
2 Select target device ° 4

3 Port properties IPv4 address

4 IPv4 settings

Subnet mask

Default gateway

DNS server addresses

(7) Obtain IPv4 settings automatically

17221118 45

Override default gateway for this adapter

172.21.1181

10.61.185.231

CANCEL ‘ BACK ‘ NEXT

6. Uberprifen Sie lhre Auswahl auf der Seite Bereit zum AbschlieBen und klicken Sie auf Fertig, um

den VMkernel-Adapter zu erstellen.



Add Networking Ready to complete «
Review your selections before finishing the wizard

1 Select connection type i
Rl v Select target device

st =
2 Select target device g:.ggg)umd ROtk NES a7
Distributed switch DSwitch

3 Port properties
~ Port properties

4 IPv4 settings New port group NFS 3374 (DSwitch)
MTU 9190

5 Ready to complete .
vMotion Disabled
Provisioning Disabled
Fault Tolerance Disabled
logging
Management Disabled
vSphere Replication Disabled
vSphere Replication Disabled
NFC
VSAN Disabled
VSAN Witness Disabled
vSphere Backup NFC Disabled
NVMe over TCP Disabled
NVMe over RDMA Disabled

~ IPv4 settings
IPv4 address 172.21.118.45 (static)
Subnet mask 255.255.255.0

CANCEL BACK

Bereitstellen und Verwenden von ONTAP Tools 10 zum Konfigurieren von Speicher

Die folgenden Schritte werden auf einem vSphere 8-Cluster mithilfe des vSphere-Clients ausgefihrt und
umfassen die Bereitstellung von OTV, die Konfiguration des ONTAP Tools Manager und die Erstellung eines
vVols NFS-Datenspeichers.

Die vollstandige Dokumentation zur Bereitstellung und Verwendung von ONTAP tools for VMware vSphere 10
finden Sie unter "Bereitstellen von ONTAP tools for VMware vSphere" .
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Bereitstellen von ONTAP tools for VMware vSphere 10

ONTAP tools for VMware vSphere 10 werden als VM-Appliance bereitgestellt und bieten eine integrierte
vCenter-Benutzeroberflache zur Verwaltung des ONTAP Speichers. ONTAP Tools 10 bietet ein neues
globales Verwaltungsportal zum Verwalten von Verbindungen zu mehreren vCenter-Servern und ONTAP
-Speicher-Backends.

In einem Bereitstellungsszenario ohne HA sind drei verfligbare IP-Adressen erforderlich.
Eine IP-Adresse wird dem Load Balancer zugewiesen, eine andere der Kubernetes-
Steuerebene und die verbleibende dem Knoten. Bei einer HA-Bereitstellung sind zusatzlich

@ zu den ersten drei IP-Adressen zwei weitere fur den zweiten und dritten Knoten
erforderlich. Vor der Zuweisung sollten die Hostnamen den IP-Adressen im DNS
zugeordnet werden. Es ist wichtig, dass sich alle flinf IP-Adressen im selben VLAN
befinden, das fiir die Bereitstellung ausgewahlt wird.

FUhren Sie die folgenden Schritte aus, um ONTAP tools for VMware vSphere bereitzustellen:
1. Besorgen Sie sich das OVA-Image der ONTAP -Tools von der"NetApp Support-Site” und in einen
lokalen Ordner herunterladen.
2. Melden Sie sich bei der vCenter-Appliance fiur den vSphere 8-Cluster an.

3. Klicken Sie in der vCenter-Appliance-Schnittstelle mit der rechten Maustaste auf den
Verwaltungscluster und wahlen Sie OVF-Vorlage bereitstellen...

vSphere Client O,

[ SecondaryCluster | :acmons
[E]] E @ Summary Monitor Configure Permissions
~ f:'_;;' veenter-visr sddc.netapp.com
v [ Datacenter Cluster Details
[[| esxisrm-05.sc ([]) Actions - SecondaryCluster
= : = —; Total Processors: 8
[[] esxisrm-06sc [if Add Hosts... = =
= il Total vMotion 0
[l esxisrm-07.sc Gt New Virtual Machine... o Migrations:
lal esxisrm-Of g Fault Domains:

& vCLS-02ebda
& Deploy OVFgemplate_“

U

& Import VMs

4. Klicken Sie im Assistenten OVF-Vorlage bereitstellen auf das Optionsfeld Lokale Datei und wahlen
Sie die im vorherigen Schritt heruntergeladene OVA-Datei der ONTAP -Tools aus.
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Deploy OVF Template Select an OVF template «

Select an OVF template from remote URL or local file system
1 Select an OVF template Enter a URL to download and install the OVF package from the Internet, or browse to a location accessible from
your computer, such as a local hard drive, a network share, or a CD/DWVD drive.

QO URL

® Local file

UPLOAD FILES | netapp-ontap-tools-for-vmware-vsphere-9.13-9554.ova

5. Wahlen Sie flr die Schritte 2 bis 5 des Assistenten einen Namen und einen Ordner flr die VM aus,
wahlen Sie die Rechenressource aus, Uberprifen Sie die Details und akzeptieren Sie die
Lizenzvereinbarung.

6. Wahlen Sie als Speicherort der Konfigurations- und Datentragerdateien einen lokalen Datenspeicher
oder einen vSAN-Datenspeicher aus.

Deploy OVF Template Select storage %

Select the storage for the configuration and disk files

1 Select an OVF template [ Encrypt this virtual machine (L)

Select virtual disk format

2 Selecta name and folder VM Storage Policy | patastore Defauit ~

] Disable Storage DRS tor this virtual machine

3 Select a compute resource
Storage
Compatibifity

i
4 Review details =
- 1} B wvsanDatastore =2 79997 GB 26.05 GB 78398 GB Vg
] >
8 License agreements M P S

6 Configuration

7 Select storage

Name T Capacity T Provisioned v | Free T m

Compatibility

CANCEL ‘ BACK | NEXT

7. Wahlen Sie auf der Seite ,Netzwerk auswahlen* das fiir den Verwaltungsverkehr verwendete
Netzwerk aus.



Select Network

Quick Filter Enter value

Name NSX Port Group ID Distributed Switch

| @& mgmt 3376 - JSwitch
@- NFS 3374 DSwitch
7 @ VM Network : -

[ #) vMotion 3373 - DSwitch

O | & vsan 3422 : DSwiteh

< >

Manage Columns 5items

8. Wahlen Sie auf der Konfigurationsseite die zu verwendende Bereitstellungskonfiguration aus. In
diesem Szenario wird die einfache Bereitstellungsmethode verwendet.

ONTAP Tools 10 bietet mehrere Bereitstellungskonfigurationen, einschliellich
@ Hochverfligbarkeitsbereitstellungen mit mehreren Knoten. Dokumentation zu allen

Bereitstellungskonfigurationen und Voraussetzungen finden Sie unter

"Voraussetzungen fiir die Bereitstellung von ONTAP tools for VMware vSphere" .


https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere-10/deploy/prerequisites.html

Deploy OVF Template Configuration 5

Select a deployment configuration

1 Select an OVF template @ Easy deployment (5) Description
Deploy local provisioner Non-HA
o S A AR AT Q Easy deployment (M) Small single node instance of

O Advanced deployment (5) ONTAP tools

3 Select a compute resource
O Advanced deployment (M)
4 Review details O High-Availability deployment (S)

. O High-Availability deployment (M)
5 License agreements

O High-Availability deployment (L)

6 Configuration
Q Recavery

8 items

CANCEL ‘ BACK ‘

9. Geben Sie auf der Seite ,Vorlage anpassen® alle erforderlichen Informationen ein:
o Anwendungsbenutzername, der zum Registrieren des VASA-Anbieters und SRA im vCenter
Server verwendet werden soll.
o Aktivieren Sie ASUP flur automatisierten Support.
ASUP-Proxy-URL, falls erforderlich.
o Benutzername und Passwort des Administrators.
NTP-Server.

o

o

> Wartungsbenutzerkennwort fur den Zugriff auf Verwaltungsfunktionen von der Konsole aus.

o

IP des Lastenausgleichs.
Virtuelle IP fir die K8s-Steuerebene.

o

o

Primare VM, um die aktuelle VM als primare auszuwahlen (fir HA-Konfigurationen).

o

Hostname flr die VM

o

Geben Sie die erforderlichen Felder fir die Netzwerkeigenschaften an.

Klicken Sie auf Weiter, um fortzufahren.
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Deploy OVF Template

1 Select an OVF template

(5]

Select a name and folder

3 Select a compute resource

4 Review details

5 License agreements

6 Configuration

7 Select storage

8 Select networks

9 Customize template

Deploy OVF Template

1 Select an OVF template

2 Select a name and folder

w

Select a compute resource

4 Review details

6 Configuration

7 Select

8 Select networks

9 Customize template

Customize template

Customize the deployment properties of this software solution.

l@ 10 propertias hava invalid values

v System Configur

Application username(™)

Application password(™)

Enable ASUP

ASUP Proxy URL

Administrator username(®)

Administrator password(?)

Customize template

Maintenance user password(*)

Username to assign to the Application

vsphere-sarvices

Password ta assign to the Application

Password

Confirm Password

sesmsvene @

(LTTTTYTY @

this checkbox to enable ASUP

Proxy url { in case if egress is blocked in datacenter side), through

which we can push the asup bundie

Username to assign ta the Administrator. Please use only a letter as

‘2, 1" special characters are

@

Password to assign to the Administrator

CANCEL | BACK | NEXT

Password tor assign to maint user account

Password

Confirm Password

- @

sssssssss @

“ Deployment Configuration 3 settings

Load balancer IP(*)

Virtual IP for K8s control plane(™)

Primary VM

Load balancer IP (*)

172.21.120.57

Provide the virtual IP a

172.21.120,58

Maintain this field as selected to set the current VM as primary and

install the ONTAP toals.

» Node Configuration 10 settings

HostName(™)

IP Address(*)

IPv6 Address

wstname for the VM

@

Specify the IP address for the appliance

@

Specity the IPvE address on the deployed network only when you

ncad ria

ctarl

CANCEL ‘ BACK NEXT



10. Uberprifen Sie alle Informationen auf der Seite ,Bereit zum AbschlieRen“ und klicken Sie auf ,Fertig
stellen”, um mit der Bereitstellung der ONTAP -Tools-Appliance zu beginnen.
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Verbinden Sie Storage Backend und vCenter Server mit ONTAP Tools 10.

Der ONTAP Tools Manager wird zum Konfigurieren globaler Einstellungen fir ONTAP Tools 10
verwendet.

1. Greifen Sie auf den ONTAP Tools Manager zu, indem Sie zu https://<loadBalancelIP>:8443/
virtualization/ui/ in einem Webbrowser und melden Sie sich mit den
Administratoranmeldeinformationen an, die Sie wahrend der Bereitstellung bereitgestellt haben.

ONTAP tools Manager

admin

LOGIN

RESET PASSWORD

2. Klicken Sie auf der Seite Erste Schritte auf Zu Speicher-Backends gehen.
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Getting Started 2

ONTAF fools Manager allows you to manage ONTAP Storage Backends and associate them with vCenters. You can
also download support log bundles

@ Storage Backends

Add, modify, and remove storage backends.

Go to Storage Backends

vCenters

Add, modify, and remove vCenters and associate storage backends with them.

Go to vCenters

Log Bundles

Generate and download leg bundles for support purposes.

Go to Log Bundles

[ ] Don't show again

3. Klicken Sie auf der Seite Storage Backends auf HINZUFUGEN, um die Anmeldeinformationen eines
ONTAP Speichersystems einzugeben, das bei ONTAP Tools 10 registriert werden soll.

" ONTAP tools Manager

«

Storage Backends
‘ = storage Backend b
The ESXi hosts use Storage Backends for data storage:
B3 vCenters
Log Bundles Name T | Type T | IP Address or FGDN

Ed Certificates
0} Settings

This list 1s empty!

4. Geben Sie im Feld Speicher-Backend hinzufiigen die Anmeldeinformationen fiir das ONTAP
-Speichersystem ein.
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Add Storage Backend

Hostname: * 172.16.9.25

Username: * adrmin

Password: * sssesnenw O
Port: = 443

CANCEL

5. Klicken Sie im linken Meni auf vCenters und dann auf HINZUFUGEN, um die Anmeldeinformationen
eines vCenter-Servers einzugeben, der bei ONTAP Tools 10 registriert werden soll.

“ ONTAP tools Manager

«

vCenters ApD
= storage Backend
— vCenters are central management platforms that you to control hosts, virtual machines and storage backends.
E vCenter:
1P Address or FGDN v | Version v | status T | vCenter GUID

Leg Bundles
ER Certificates

{5 Settings
This list is empty!

6. Geben Sie im Feld vCenter hinzufiigen die Anmeldeinformationen fiir das ONTAP Speichersystem
ein.



Add vCenter

Server |IP Address or FQDN: =
Username; *
Password: *

Part: *

veoenter-visr.sddo.netapp.com

administrator@vsphere local

LA 2 L1 2012 @

443

CANCEL

7. Wahlen Sie im vertikalen Drei-Punkte-Menu fiir den neu erkannten vCenter-Server Associate

Storage Backend aus.

" ONTAP tools Manager

«

vCenters

= Sstorage Backend

| ADD

vCenters are central management platforms that allow you to control hosts, virtual machines and storage backends.

Bl vCenters

Log Bundles Associate St Backend T Version T Status
Dissociate St ackend ~

Eg Certificates . 802 @ Healthy
Modify

6% Settings

Remove

8. Wahlen Sie im Feld Associate Storage Backend das ONTAP -Speichersystem aus, das mit dem

vCenter-Server verknlpft werden soll, und klicken Sie auf Associate, um die Aktion abzuschliel3en.
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Associate Storage Backend @ vcenter-visrsddc netapp.com b 4

Storage Backend ntaphci-az00=9u25

CANCEL

9. Um die Installation zu Uberprtfen, melden Sie sich beim vSphere-Client an und wahlen Sie im linken
Meni * NetApp ONTAP -Tools* aus.



vSphere Client

[ Home
& Shortcuts

i |
& Inventory
l'_1| Content Libraries

&b Waorkload Management

m Global Inventory Lists

!_ﬂ Policies and Profiles
2 Auto Deploy
3 Hybrid Cloud Services

<> Developer Center

‘% Administration

[E Tasks

il Events

£ Tags & Custom Attributes

FE:-.:' Lifecycle Manager

NetApp ONTAP tools

0O NSX

i) VMware Aria Operations Configuration

E] Skyline Health Diagnostics

10. Auf dem Dashboard der ONTAP -Tools sollten Sie sehen, dass dem vCenter Server ein Storage-

Backend zugeordnet wurde.

= vSphere Client O

NetApp ONTAP tools INSTANCE 172.21.120.57:8443 v

«
Overview

£ Overview
E storage Backends

& settings

@ support 1

= Re rt: i
eports Storage Backend

Virtual Machines
Datastores

VASA Provider Status: Not Registered

®v
Storage Backends - Capacity
37.29TB 31.34 TB
USED AND RESERVED  PHYSICAL AVAILABLE
I
0% 20% 40% 60% 80% 100%

VIEW ALL STORAGE BACKENDS (1)
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Erstellen Sie einen NFS-Datenspeicher mit ONTAP -Tools 10

Flhren Sie die folgenden Schritte aus, um mithilfe von ONTAP Tools 10 einen ONTAP Datenspeicher
bereitzustellen, der auf NFS ausgefihrt wird.

1. Navigieren Sie im vSphere-Client zum Speicherinventar. Wahlen Sie im Menli AKTIONEN die Option
* NetApp ONTAP -Tools > Datenspeicher erstellen®.

— vSphere Client

< = .
& Datacenter
1) B @ Summary  Monitor [ Actions - Datacenter | e (Bt HiGtworiar  Dibeificn
[ Add Host...

v [ veenter-visr.sddc.netapp.com

v Datacenter Details [ New Cluster... E Capacity and Usage

& vsanDatastore New Folder > Last updated at 10:47 AM
- Distributed Switch > Cry 9075 GHz tree
)
i Virtuz &% New Virtual Machine... -
vl 1019 GHz used 100.98 GHz capacity
i Cluste & Deploy OVF Template...
Memory 190.75 GB free
i i ’ O )
Datas y
Edit Default VM Compatibility. e i
Storage ©22.86 GB free
£ Migrate VMs to Another Network... [ )
177.1 GB used 799.97 GB capacity
Move To..
Rename... VIEW STATS
Tags & Custom Attributes » ®
' 6}
Custom Attributes Add Permission.
Alarms
3 Delete

NetApp ONTAP tools
: Crﬁte datastore
No custom attributes assigned

2. Klicken Sie auf der Seite Typ des Assistenten ,Datenspeicher erstellen” auf das Optionsfeld NFS und
dann auf Weiter, um fortzufahren.

Create Datastore (Type X
1 Type
Destination: BB Datacenter
Datastore type: O nFs
) VMFS
CANCEL
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3. Geben Sie auf der Seite Name und Protokoll den Namen, die Grof3e und das Protokoll fir den

Datenspeicher ein. Klicken Sie auf Weiter, um fortzufahren.

Create Datastore Name and Protocol

1 Type
Datastore name:

NFS_DS1

2 Name and Protocol
Size: 2

TB

Protocol: NFS 2

“  Advanced Options

Datastore Cluster:

CANCEL BACK

4. Wahlen Sie auf der Seite Speicher eine Plattform (filtert Speichersysteme nach Typ) und eine
Speicher-VM fir das Volume aus. Wahlen Sie optional eine benutzerdefinierte Exportrichtlinie aus.

Klicken Sie auf Weiter, um fortzufahren.

Create Datastore Storage

1 Type

Platform: * Performance (A)

2 Name and Protocol

Storage VM: ® WCF_MNFS

3 Storage

~ Advanced Options

Custom Export Policy:

CANCEL BACK M

5. Wahlen Sie auf der Seite Speicherattribute das zu verwendende Speicheraggregat und optional
erweiterte Optionen wie Speicherplatzreservierung und Servicequalitét aus. Klicken Sie auf Weiter,

um fortzufahren.



Create Datastore Storage Attributes 5

1 Type Specify the storage details for provisioning the datastore.
2 MName and Protocol Aggregate: * EHCAggr02 (16.61 TB Free)
3 Storage Volume: A new volume will be created automatically.

4 Storage Attributes ~ Advanced Options

Space Reserve: * Thin

Enable QoS @ ]

CANCEL BACK

6. Uberpriifen Sie abschlieRend die Zusammenfassung und klicken Sie auf ,Fertig stellen®, um mit der
Erstellung des NFS-Datenspeichers zu beginnen.

Create Datastore Summary X

A new datastore will be created with these settings.

1 Type
Type

2 Name and Protocol
Destination: Datacenter

3 Storage Datastore type: NFS

4 Storage Attributes Name and Protocol
Datastore name: NFS_DS1

5 Summary Size: 2TB
Protocol: NFS 3
Storage
Platform: Performance (A)
Storage VM: VCF_NFS

CANCEL BACK



Andern Sie die GroRe eines NFS-Datenspeichers mit ONTAP -Tools 10

Fihren Sie die folgenden Schritte aus, um die Grofie eines vorhandenen NFS-Datenspeichers mithilfe
von ONTAP Tools 10 zu andern.

1. Navigieren Sie im vSphere-Client zum Speicherinventar. Wahlen Sie im Menli AKTIONEN die Option
* NetApp ONTAP -Tools > Datenspeichergrof3e andern®.

vSphere Client O,

<

B NFS_DS!1
1) 8 @ Summary  Monitor [ Actions - NFS_DSt -

G New Virtual Machine...

v [& veenter-visr.sddc netapp.com

v [f Datacenter Details Ba Browse Files ] Capacity and Usage
1 NFS_D51 . Last updated at 12:14 PM
—
= wvsanDatastore Storage
Ty
" Configure Storage I/O Control.. |
1 968 KB used
vi (C Refresh Capacity Information
Vi
¢ Maintenance Mode
Fe Move To...
Lc 173
Rename...

E® Mount Datastore to Additional Hosts...
55 (| STATS RE

2 Unmount Datastore... VISERSERTS  REEREED
Tags & Custom Attributes

Tags )
Add Permission...

Alarms

MetApp ONTAP tools
Delete datastore
S

e

2. Geben Sie im Assistenten GroRe des Datenspeichers andern die neue GroRe des Datenspeichers
in GB ein und klicken Sie auf GroRe dandern, um fortzufahren.
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Resize Datastore = wrs_pst

Volume Details

Volume Name: MFS_D51

Total Size: 21TBE

Used Size: 268 KB

Snapshot Reserve (%) 5

Thin Provisioned: Yes

Size

Current Datastore Size: 2TE

New Datastore Size (GB): * 3000 =

CAMNCEL RESIZE

3. Uberwachen Sie den Fortschritt des GréRenanderungsauftrags im Bereich Letzte Aufgaben.

st Recent Tasks Alarms

Task Name T Target T Status T Details T

Expand Datastore [ vcenter-visrsddonet I 00% €3 Expand datastore initiated wi
app.com th job id 2807

Weitere Informationen

Eine vollstandige Liste der ONTAP tools for VMware vSphere 10-Ressourcen finden Sie unter "ONTAP tools
for VMware vSphere — Dokumentationsressourcen" .

Weitere Informationen zur Konfiguration von ONTAP -Speichersystemen finden Sie im"ONTAP 10
Dokumentation" Center.

Konfigurieren der Notfallwiederherstellung fuir NFS-
Datenspeicher mit VMware Site Recovery Manager

Implementieren Sie die Notfallwiederherstellung fur NFS-Datenspeicher mit VMware Site
Recovery Manager (SRM) und ONTAP tools for VMware vSphere 10. Dieses Verfahren
umfasst die Konfiguration von SRM mit vCenter-Servern an primaren und sekundaren
Standorten, die Installation des ONTAP Storage Replication Adapter (SRA), die
Herstellung von SnapMirror Beziehungen zwischen ONTAP Speichersystemen und die
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Einrichtung der Site-Wiederherstellung fur SRM.

Die Nutzung von ONTAP tools for VMware vSphere 10 und des Site Replication Adapter (SRA) in Verbindung
mit VMware Site Recovery Manager (SRM) bringt einen erheblichen Mehrwert fur die Notfallwiederherstellung.
ONTAP Tools 10 bieten robuste Speicherfunktionen, einschlieBlich nativer Hochverfiigbarkeit und
Skalierbarkeit fur den VASA Provider, und unterstttzen iSCSI- und NFS- vVols. Dies stellt die
Datenverfligbarkeit sicher und vereinfacht die Verwaltung mehrerer VMware vCenter-Server und ONTAP
-Cluster. Durch die Verwendung des SRA mit VMware Site Recovery Manager kdnnen Unternehmen eine
nahtlose Replikation und ein Failover virtueller Maschinen und Daten zwischen Standorten erreichen und so
effiziente Disaster-Recovery-Prozesse ermoglichen. Die Kombination aus ONTAP -Tools und SRA ermdoglicht
es Unternehmen, kritische Workloads zu schiitzen, Ausfallzeiten zu minimieren und die Geschaftskontinuitat
bei unvorhergesehenen Ereignissen oder Katastrophen aufrechtzuerhalten.

ONTAP Tools 10 vereinfacht die Speicherverwaltung und Effizienzfunktionen, verbessert die Verfligbarkeit und
reduziert Speicherkosten und Betriebsaufwand, unabhangig davon, ob Sie SAN oder NAS verwenden. Es
verwendet Best Practices fir die Bereitstellung von Datenspeichern und optimiert die ESXi-Hosteinstellungen
fur NFS- und Blockspeicherumgebungen. Aufgrund all dieser Vorteile empfiehlt NetApp dieses Plug-in bei der
Verwendung von vSphere mit Systemen, auf denen ONTAP -Software ausgefihrt wird.

Der SRA wird zusammen mit SRM verwendet, um die Replikation von VM-Daten zwischen Produktions- und
Notfallwiederherstellungsstandorten fir herkdmmliche VMFS- und NFS-Datenspeicher sowie fiir das
unterbrechungsfreie Testen von DR-Replikaten zu verwalten. Es unterstitzt die Automatisierung der Aufgaben
der Erkennung, Wiederherstellung und des erneuten Schutzes.

In diesem Szenario zeigen wir, wie Sie den VMWare Site Recovery Manager bereitstellen und verwenden, um
Datenspeicher zu schitzen und sowohl einen Test- als auch einen endgultigen Failover zu einem sekundaren
Standort auszufiihren. Auch der erneute Schutz und das Failback werden besprochen.

Szenarioubersicht
Dieses Szenario umfasst die folgenden allgemeinen Schritte:

» Konfigurieren Sie SRM mit vCenter-Servern an primaren und sekundaren Standorten.

* Installieren Sie den SRA-Adapter flir ONTAP tools for VMware vSphere 10 und registrieren Sie sich bei
vCenters.

* Erstellen Sie SnapMirror -Beziehungen zwischen Quell- und Ziel ONTAP Speichersystemen
» Konfigurieren Sie Site Recovery fliir SRM.
* FUhren Sie einen Test und ein endgtiltiges Failover durch.

» Besprechen Sie erneuten Schutz und Failback.

Architektur

Das folgende Diagramm zeigt eine typische VMware Site Recovery-Architektur mit ONTAP tools for VMware
vSphere 10, konfiguriert in einer 3-Knoten-Hochverflgbarkeitskonfiguration.
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vSphere ecosystem
SRM control path

SRA control path

vCenter Server SRM Appliance
Appliance

w/ SRA installed

ONTAP Teals 10
HA Cluster

ZAP|/ REST
Control Path

SnapMirror

Voraussetzungen

ONTAP Tools 10
HA Cluster

SRA control path

vSphere ecosystem

SRM control path

=
G O

SRM Appliance vCenter Server
w/ SRA installed Appliance

[ ] o]

FlexVol

ZAPI / REST
Control Path

I

Dieses Szenario erfordert die folgenden Komponenten und Konfigurationen:

* Am primaren und sekundaren Standort sind vSphere 8-Cluster mit geeigneter Vernetzung fir die
Kommunikation zwischen den Umgebungen installiert.

* ONTAP Speichersysteme an den primaren und sekundaren Standorten mit physischen Datenports auf

Ethernet-Switches, die fur den NFS-Speicherverkehr vorgesehen sind.

» ONTAP tools for VMware vSphere 10 sind installiert und beide vCenter-Server sind registriert.

* Fur die primaren und sekundaren Standorte wurden VMware Site Replication Manager-Gerate installiert.

o Bestandszuordnungen (Netzwerk, Ordner, Ressource, Speicherrichtlinie) wurden fir SRM konfiguriert.

NetApp empfiehlt redundante Netzwerkdesigns fir NFS, die Fehlertoleranz fiir Speichersysteme, Switches,

Netzwerkadapter und Hostsysteme bieten. Es ist tblich, NFS je nach den Architekturanforderungen mit einem
einzelnen Subnetz oder mehreren Subnetzen bereitzustellen.

Siehe "Best Practices fur die Ausfuhrung von NFS mit VMware vSphere" fir ausfihrliche Informationen

speziell zu VMware vSphere.

Netzwerkhinweise zur Verwendung von ONTAP mit VMware vSphere finden Sie im "Netzwerkkonfiguration —
NFS" Abschnitt der Dokumentation zu NetApp -Unternehmensanwendungen.

Die NetApp -Dokumentation zur Verwendung von ONTAP -Speicher mit VMware SRM finden Sie unter

"VMware Site Recovery Manager mit ONTAP"

Bereitstellungsschritte

In den folgenden Abschnitten werden die Bereitstellungsschritte zum Implementieren und Testen einer
VMware Site Recovery Manager-Konfiguration mit ONTAP -Speichersystem beschrieben.
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Erstellen Sie eine SnapMirror -Beziehung zwischen ONTAP Speichersystemen

Damit die Datenspeichervolumes geschiitzt werden kénnen, muss zwischen den Quell- und Ziel ONTAP
Speichersystemen eine SnapMirror -Beziehung hergestellt werden.

Weitere Informationen finden Sie in der ONTAP Dokumentation ab "HIER" fir vollstandige Informationen zum
Erstellen von SnapMirror -Beziehungen fir ONTAP Volumes.

Eine Schritt-fir-Schritt-Anleitung finden Sie im folgenden Dokument."HIER" . Diese Schritte beschreiben, wie

Sie Cluster-Peer- und SVM-Peer-Beziehungen und dann SnapMirror -Beziehungen flr jedes Volume erstellen.
Diese Schritte kbnnen im ONTAP System Manager oder mithilfe der ONTAP CLI ausgefihrt werden.

Konfigurieren der SRM-Appliance

Fihren Sie die folgenden Schritte aus, um die SRM-Appliance und den SRA-Adapter zu konfigurieren.
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Verbinden Sie die SRM-Appliance fiir primére und sekundare Sites

Die folgenden Schritte mussen sowohl fur den primaren als auch fir den sekundaren Standort ausgefuhrt
werden.

1. Navigieren Sie in einem Webbrowser zu https://<SRM appliance IP>:5480 und melden Sie
sich an. Klicken Sie auf Gerat konfigurieren, um zu beginnen.

vmw SRM Appliance Management

summary Summary

Monitor Disks RESTART  DOWNLOAD SUPPORT BUNDLE  STOP
Access Product VMware Si

Certificates Siorstom 55

Networking Buiid 23263427

Time

Services To start protecting virtual machines you must configure the Site Recovery

Update CONFIGURE A RPLIANCE

Syslog Forwarding *

Storage Replication Adapters

2. Geben Sie auf der Seite Platform Services Controller des Assistenten ,Site Recovery Manager
konfigurieren“ die Anmeldeinformationen des vCenter-Servers ein, bei dem SRM registriert wird.
Klicken Sie auf Weiter, um fortzufahren.

Configure Site Recovery Platform Services Controller X
M an ager All fields are required uniess marked {aptional)
1 Platform Services Controller PSC host name veenter-srm.sddc.netapp.com
Server PSC port 443
User name administrator@vsphere.local
Password sssssssss P
MNote: If prompted, you must accept the certificate for the configuration to proceed
CANCEL

3. Zeigen Sie auf der Seite vCenter Server den verbundenen vServer an und klicken Sie auf Weiter,


https://<SRM_appliance_IP>:5480
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um fortzufahren.

4. Geben Sie auf der Seite Name und Erweiterung einen Namen fir die SRM-Site, die E-Mail-Adresse
eines Administrators und den von SRM zu verwendenden lokalen Host ein. Klicken Sie auf Weiter,
um fortzufahren.

Configure Site Recovery Name and extension o

M an age r All fields are required unless marked {optional)

: Enter name and extension for Site Recovery Manager
1 Platform Services Controller

Site name Site 2
2 wvCenter Server

3 Name and extension
Administrator email josh.powell@netapp.com

An email address to use for system notifications

Local host srm-site2 sddc.netapp.com

local host to be used by Site Recovery Manager

Extension ID ° Default extension ID (com.vmware vcDr)

() Custom extension ID

com.vmware.vcDr-

CANCEL BACK

5. Uberpriifen Sie auf der Seite Bereit zum AbschlieRen die Zusammenfassung der Anderungen



Konfigurieren von SRA auf der SRM-Appliance

Flhren Sie die folgenden Schritte aus, um den SRA auf der SRM-Appliance zu konfigurieren:

1. Laden Sie die SRA flir ONTAP Tools 10 herunter unter "NetApp Support-Site" und speichern Sie die
tar.gz-Datei in einem lokalen Ordner.

2. Klicken Sie in der SRM-Verwaltungs-Appliance im linken Menu auf Storage Replication Adapters
und dann auf New Adapter.

vmw SRM Appliance Management

Summary Storage Replication Adapters

Monitor Disks
NEW ADARTER
Access @
Certificates
Networking
Time
Services
Update
Syslog Forwarding

Storage Replication Adapters

3. Befolgen Sie die Schritte auf der Dokumentationsseite zu ONTAP Tools 10 unter "Konfigurieren von
SRA auf der SRM-Appliance" . Nach Abschluss kann der SRA Uber die bereitgestellte IP-Adresse und
die Anmeldeinformationen des vCenter-Servers mit SRA kommunizieren.

Konfigurieren von Site Recovery fiir SRM

Fihren Sie die folgenden Schritte aus, um Site Pairing zu konfigurieren, Schutzgruppen zu erstellen,


https://mysupport.netapp.com/site/products/all/details/otv10/downloads-tab
https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere-10/protect/configure-on-srm-appliance.html
https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere-10/protect/configure-on-srm-appliance.html

Site Pairing fir SRM konfigurieren

Der folgende Schritt wird im vCenter-Client des primaren Standorts ausgefuhrt.

1. Klicken Sie im vSphere-Client im linken MenU auf Site Recovery. Auf der primaren Site wird ein
neues Browserfenster mit der SRM-Verwaltungsbenutzeroberflache gedffnet.

vSphere Client

(nl Home

&b Shortcuts

=]
sz Inventory

B Content Libraries
&b Workload Management

s Global Inventory Lists

Lﬂ Policies and Profiles
& Auto Deploy
9 Hybrid Cloud Services

< Developer Center

e Administration

Bl Tasks

[ Events

Lr Tags & Custom Attributes
{}' Lifecycle Manager

n MetApp ONTAP tools
{71 Site Recovery

€ NSX

! VVMware Aria Operations Configuration

E] Skyline Health Diagnostics

2. Klicken Sie auf der Seite Site Recovery auf NEUES SITE-PAAR.
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vmw Site Recovery

Before you can use Site Recovery, you must configure the connection between the Site
Recovery Manager server and vSphere Replication server instances on the protected and
recovery sites. This is known as a site pair
NEW SITE PAIR

Learn laYe 7

3. Uberpriifen Sie auf der Seite Paartyp des Assistenten ,,Neues Paar“, ob der lokale vCenter-Server
ausgewahlt ist, und wahlen Sie den Paartyp aus. Klicken Sie auf Weiter, um fortzufahren.

New Pair Pair type X

Select a local vCenter Server.

1 Pair type vCenter Server Y

© O vcenter-visr sddc.netapp.com

Pair type
° Pair with a peer vCenter Server located in a different S50 domain

-._:_‘- Pair with a peer vCenter Server located in the same S5C domain

4. Geben Sie auf der Seite Peer vCenter die Anmeldeinformationen des vCenters am sekundaren
Standort ein und klicken Sie auf vCenter-Instanzen suchen. Uberpriifen Sie, ob die vCenter-Instanz
erkannt wurde, und klicken Sie auf Weiter, um fortzufahren.

77



78

New Pair Peer vCenter Server

All fields are required unless marked (optional)

1 Pair type Enter the Piatform Services Controller details for the peer vCenter Server

2 Peer vCenter Server

PSC host name veenter-srm.sddc.netapp.com
PSC port 443
User name

administrator@vsphere local

Password sessssees

FIND VCENTER SERVER INSTANCES

Select a vCenter Server you want to pair

vCenter Server

@ [ weenter-srm sdde netapp.com

CANCEL BACK NEXT

5. Aktivieren Sie auf der Seite Dienste das Kontrollkastchen neben der vorgeschlagenen Site-Kopplung.
Klicken Sie auf Weiter, um fortzufahren.



New Pair

1 Pair type
2 Peer vCenter Server

3 Services

Services

X

The following services were identified on the selecied vCenter Server instances. Seiect the ones you want to pair,

Service T r

@ Site Recovery Manager (com.vmware.vc...

veenter-visr.sddc.netapp.com

Site 1

T vcenter-srm sddc.netapp.com T

Site 2

CANCEL BACK

6. Uberpriifen Sie auf der Seite Bereit zum AbschlieRen die vorgeschlagene Konfiguration und klicken
Sie dann auf die Schaltflache Fertig, um die Site-Kopplung zu erstellen

7. Das neue Site-Paar und seine Zusammenfassung kénnen auf der Seite ,Zusammenfassung*

angezeigt werden.

Summary

vCenter Server:
muflnnm vCenter Version

b vCenter Host Name
L B | am
am Platform Services Controller:

Site Recovery Manager
) Protection Groups:0 ] Recovery Plans:0
Name
Server
Version
(]
Logged in as

Remote SRM connection

vcenter-visr.sddc.netapp.com [ vcenter-srm.sddc.netapp.com [
802, 22385739 802, 22385739

veenter-visr.sddc netapp.com:443  veenter-srm.sddc netapp.com:443
vcenter-visrsddcnetapp.com443  veenter-srm.sddc.netapp.com:443

Site 1 RENAME

srm-sitel.sddc netapp.com:443 ACTIONS ~
880, 23263429

com.vmware veDr

VSPHERE LOCAL\Administrator

+ Connected

Site 2 RENAME

srm-site2.sddc.netapp.com:443 ACTIONS v

8.80,23263429

‘com.vmware.vcDr

'VSPHERE LOCAL\Administrator

' Connected

RECONNECT ] [ BREAK SITE PAIR

EXPORT/IMPORT SRM CONFIGURATION
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Hinzufligen eines Array-Paares fiir SRM

Der folgende Schritt wird in der Site Recovery-Schnittstelle der primaren Site ausgefihrt.

1. Navigieren Sie in der Site Recovery-Schnittstelle im linken Menu zu Konfigurieren > Array-basierte
Replikation > Array-Paare. Klicken Sie auf HINZUFUGEN, um zu beginnen.

vnw Site Recovery

Site Pair {\,-} Protection Groups IZI Recovery Plans

Summary Array Pairs
AD
Issues
ay Pair
Configure b
Array Based Replication W

Storage Replication Adapters
Array Pairs
Network Mappings
Folder Mappings =] EXPORT v
Resource Mappings
Storage Policy Mappings
Placeholder Datastores
Advanced Settings >
Permissions

Recovery Plans History

2. Uberpriifen Sie auf der Seite Speicherreplikationsadapter des Assistenten Array-Paar hinzufiigen,
ob der SRA-Adapter fiir den primaren Standort vorhanden ist, und klicken Sie auf Weiter, um
fortzufahren.
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Add Array Pair Storage replication adapter

Select a storage replication adapter (SRA).

1 Stcrage replicatian adapter Storage Replication Adapter ™ v Status T Vendor T Version T g:::cgh:d Y
° > NetApp Storage Replication Ada . " OK NetApp 10.1 Not Support.
ltems per page AUTO ~ Titems

CANCEL

3. Geben Sie auf der Seite Lokaler Array-Manager einen Namen flr das Array am primaren Standort,
den FQDN des Speichersystems, die SVM-IP-Adressen, die NFS bereitstellen, und optional die

Namen bestimmter Volumes ein, die ermittelt werden sollen. Klicken Sie auf Weiter, um fortzufahren.
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Add Array Pair Local array manager %

1 Storage replicatron adapter @ Array managers allow Site Recevery Manager to communicate with array based replication storage systems

2 Local array manager Enter a name for the array manager on "veenter-visr.sdde.netapp.com": Array_1

Storage Array Parameters

Storage System connection parameters

Storage Management IP Acddress or ontap-source.sddc.netapp.com
Hostname

NFS Hostnames or IP Addresses

Storage Virtual Machine(SVM) Name

VM) name: Leave blank if connecting directly to an SVM

Volume include list

& names t

discover all

Volume exclude list

CANCEL

4. Geben Sie im Remote Array Manager dieselben Informationen ein wie im letzten Schritt fir das
ONTAP -Speichersystem am sekundaren Standort.



Add Array Pair Remote array manager

1 Storage replicatlon adapter |_| Do not create a remote array manager now.,

Enter a name for the array manager on "vcenter-srm.sddc.netapp.com™: Array_2
2 Local array manager
3 Remote array manager Storage Array Parameters

Storage System connection parameters

Storage Management |P Address or ontap-destination.sddc.netapp.com

Hostname
NFS Hostnames or IP Addresses 172.21118.51
8 arated list of Hostnames or P addre:
niy.
Storage Virtual Machine(SVM) Name SRM_NFS

Storage Virtual Mac

e blank if connecting directily to an SWM

Volume include list

5 ta discover L

Volume exclude list

exclude. Leave blank to exclude none

CANCEL

5. Wahlen Sie auf der Seite Array-Paare die zu aktivierenden Array-Paare aus und klicken Sie auf
Weiter, um fortzufahren.
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Add Array Pair Array pairs
Select the array pairs to enable

1 Storage replication adapter veenter-visr.sddc netapp.com veenter-srm.sdde netapp.com Status

ontap-source:SQL_NFS (Array_1) ontap-destination:SRM_NFS (Array_2) Ready to be enabled
2 Local array manager

3 Remote array manager

4 Array pairs

1items

CANCEL BACK %

6. Uberprifen Sie die Informationen auf der Seite Bereit zum AbschlieBen und klicken Sie auf Fertig,
um das Array-Paar zu erstellen.



Konfigurieren von Schutzgruppen fiir SRM

Der folgende Schritt wird in der Site Recovery-Schnittstelle der primaren Site ausgefihrt.

1. Klicken Sie in der Site Recovery-Oberflache auf die Registerkarte Schutzgruppen und dann auf
Neue Schutzgruppe, um zu beginnen.

vmw Site Recovery

: al > : =
Site Pair "/ Protection Groups D Recovery Plans

Q, ses Protection Groups NEW PROTECTION GROUP

BHDRCE Lot NEW PROTECTION GROUP

A

|:| Mame T Protection Status

2. Geben Sie auf der Seite Name und Richtung des Assistenten Neue Schutzgruppe einen Namen fir
die Gruppe ein und wahlen Sie die Site-Richtung fir den Schutz der Daten.

New Protection Group Name and direction i

All fields are required unless marked {optional)

1 Name and direction

MName: SQL_Datastore
Description:
(Optional)
V.
Direction: O site1 > Site 2
() site 2 - Site1
Location: G searc

Protection Groups

CANCEL NEXT
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3. Wahlen Sie auf der Seite Typ den Schutzgruppentyp (Datenspeicher, VM oder vVol) und wahlen Sie
das Array-Paar aus. Klicken Sie auf Weiter, um fortzufahren.

New Protection Group Type X
Select the type of protection group you want to create:

1 Name and direction © Datastore groups (array-based replication)

Protect all virtual machines which are on specific

2 Type ~
() Individual VMs (vSphere Replication)

Protect specific virtual machines, regardless of the datastores

() virtual Volumes (vVol replication)

ect virtual machines whi

Select array pair

Array Pair T r Array Manager Pair b §
© ontap-source:NFS_Arrayl < ontap-destination:NFS_Array2 nfs_arrayl < nfs_Array2
() | + ontap-source:SGL_NFS « ontap-destination'SRM_NFS Array_1— Array_2
Items per page AUTO ~ 2 array pairs

CANCEL BACK NEXT

4. Wahlen Sie auf der Seite Datenspeichergruppen die Datenspeicher aus, die in die Schutzgruppe
aufgenommen werden sollen. Fir jeden ausgewahlten Datenspeicher werden die derzeit im
Datenspeicher befindlichen VMs angezeigt. Klicken Sie auf Weiter, um fortzufahren.



New Protection Group Datastore groups

Select the datastore groups to be part of this protection group. Datastore groups contain datastores which must be

1 Name and direction recoversd tagether:

2 Type |E‘ Datastore Group

NFS_DS1
3 Datastore groups

[ RN =

The following virtual machines are in the selected datastore groups:

Virtual Machine

51 SALSRV-01
1 SGLSRY-03
1 SQLSRV-02

T

Datastore
NFS_DS1
NFS_DS1

NFS_DS1

CLEAR SELECTION
Status T

Add to this protection group

Items per page AUTO ~ 1datastore groups

Status T
Add to this protection group
Add to this protection group

Add to this protection group

>

CANCEL BACK NEXT

5. Wahlen Sie auf der Seite Wiederherstellungsplan optional aus, ob die Schutzgruppe einem
Wiederherstellungsplan hinzugefugt werden soll. In diesem Fall wurde der Wiederherstellungsplan
noch nicht erstellt, daher ist Nicht zum Wiederherstellungsplan hinzufiigen ausgewahlt. Klicken

Sie auf Weiter, um fortzufahren.
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New Protection Group

1 MName and direction
2 Type
3 Datastore groups

4 Recovery plan

Recovery plan

You can optionally add this protection group to a recovery plan.
() Add to existing recovery plan
':.\ Add to new recovery plan

@ Do not add to recovery plan now

‘ /N The protection group cannot be recovered unless It is added to a recovery plan.

CANCEL BACK NEXT

6. Uberpriifen Sie auf der Seite Bereit zum AbschlieRen die neuen Schutzgruppenparameter und
klicken Sie auf Fertig, um die Gruppe zu erstellen.



New Protection Group

Name and direction

Type

Datastore groups

Recovery plan

Ready to complete

Ready to complete

Review your selected settings
MName
Description
Protected site
Recovery site
Location
Protection group type
Array pair
Datastore groups
Total virtual machines

Recovery plan

SGL_Datastore

Site 1

Site 2

Protection Groups

Datastore groups (array-based replication)

ontap-source:NFS_Arrayl — ontap-destination:NFS_Array2 (nfs_arrayl « nfs_Array2)

NFS_DS1

3

none

CANCEL

FINISH
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Konfigurieren des Wiederherstellungsplans fiir SRM

Der folgende Schritt wird in der Site Recovery-Schnittstelle der primaren Site ausgefihrt.

1. Klicken Sie in der Site Recovery-Oberflache auf die Registerkarte Wiederherstellungsplan und dann
auf Neuer Wiederherstellungsplan, um zu beginnen.

vmw Site Recovery

Site Pair \H/ Protection Groups D Recovery Plans
Q Searc RECOVEF)’ Plans NEW RECOVERY PLAN
Recovery Plans

MEW RECOVERY PLAN

|:| Name

2. Geben Sie auf der Seite Name und Richtung des Assistenten Wiederherstellungsplan erstellen
einen Namen fir den Wiederherstellungsplan ein und wahlen Sie die Richtung zwischen Quell- und
Zielsites. Klicken Sie auf Weiter, um fortzufahren.

Create Recovery Plan Name and direction

All fields are required unless marked {optional)

1 Name and direction

Name: SQL Site 1-to-2)

remaining
Description:
(Optional)

A

4096 characters remaining
Direction: O site1 » site 2

() site2 + Site 1
Location: Q

Recovery Plans

CANCEL !EE!E
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3. Wahlen Sie auf der Seite Schutzgruppen die zuvor erstellten Schutzgruppen aus, die in den
Wiederherstellungsplan aufgenommen werden sollen. Klicken Sie auf Weiter, um fortzufahren.

Create Recovery Plan Protection Groups
All Selected (1)
1 Name and direction —
lzj Mame v R Description T
2 Protection Groups ) S0L_Datastore
ltems per page AUTO ~ 1group(s)

CANCEL BACK

4. Konfigurieren Sie in den Testnetzwerken bestimmte Netzwerke, die wahrend des Tests des Plans
verwendet werden. Wenn keine Zuordnung vorhanden ist oder kein Netzwerk ausgewahlt ist, wird ein
isoliertes Testnetzwerk erstellt. Klicken Sie auf Weiter, um fortzufahren.
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Create Recovery Plan Test Networks

Select the networks to use while running tests of this plan

1 Name and direction
@ If "Use site-level mapping" is selected and no such mapping exsts; an isolated test network will be created

2 Protection Groups Recovery Network & il 4 Test Network

3 Test Networks fﬁ Datacenter > DPortGroup E= ! Use site-level mapping CHANGE
& Datacenter > Mgmt 3376 E & Mgmt 3376 E= CHANGE
& Datacenter > NFS 3374 B & NFS 3374 B CHANGE
£ Dataceriter > VLAN 181 B Use site-level mapping CHANGE
§ Datacenter > VM Network = § Usesite-level mapping CHANGE
;ﬁ\, Datacenter > vMotion 3372 E= 'ii Use site-level mapping CHAMGE
£ Datacenter > vSAN 3422 B § Use site-level mapping CHANGE

7 network(s)

CANCEL BACK

5. Uberpriifen Sie auf der Seite Bereit zum AbschlieRen die ausgewahlten Parameter und klicken Sie
dann auf Fertig, um den Wiederherstellungsplan zu erstellen.

Disaster Recovery-Operationen mit SRM

In diesem Abschnitt werden verschiedene Funktionen der Notfallwiederherstellung mit SRM behandelt,
darunter das Testen des Failovers, das Durchfuhren eines Failovers, das Durchfiihren eines erneuten
Schutzes und eines Failbacks.

Siehe "Betriebliche Best Practices" Weitere Informationen zur Verwendung von ONTAP Speicher mit SRM-
Notfallwiederherstellungsvorgangen.
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https://docs.netapp.com/us-en/ontap-apps-dbs/vmware/vmware-srm-operational_best_practices.html

Testen des Failovers mit SRM

Der folgende Schritt wird in der Site Recovery-Schnittstelle ausgefiihrt.

1. Klicken Sie in der Site Recovery-Oberflache auf die Registerkarte Wiederherstellungsplan und
wahlen Sie dann einen Wiederherstellungsplan aus. Klicken Sie auf die Schaltflache Test, um mit
dem Testen des Failovers zum sekundaren Standort zu beginnen.

vmw Site Recovery

sitePair ) Protection Groups || | Recovery Plans
Q se Recovery Plans NEW RECOVERY PLAN  NEW FOLDER
Hotevar Hi NEW RECOVERY PLAN EDIT MOVE  DELETE THRT RUN
] soL site 1ta-2 e @ T v | stats
] saL site 1-to-2 -5 Ready

2. Sie kénnen den Fortschritt des Tests sowohl im Site Recovery-Aufgabenbereich als auch im vCenter-
Aufgabenbereich anzeigen.

Recent Tasks Alarms

Task Name T Target T Status T Initiator T Gueued For
Bl wcenter-visr.sdde . 6% VSPHERE LOCALWSRM-i1369bbb-62cE T ms
r'; veenter-visr.sdd v/ Completed WSPHERE LOCALWSRM-d1369bbb-62c6 10 ms
al machine custom value @ SALSRV-02 &/ Cempieted VSPHERE LOCALY)SRM-d1369bbb-62c6 4ms
Set virtual machine custom value @ SALSREV-01 + Completed WSPHERE LOCALNWSRM-d136%bbb-62¢6 3ms

3. SRM sendet Befehle liber SRA an das sekundare ONTAP Speichersystem. Ein FlexClone des
aktuellsten Snapshots wird erstellt und im sekundaren vSphere-Cluster bereitgestellt. Der neu
gemountete Datenspeicher kann im Speicherinventar angezeigt werden.

<

B NFS5_DS1 § ACTIONS
[D] @ @ Summary Monitor Configure Permissions Files Hosts V?

v [} veenter-srm sddc.netapp.com a :
e Virtual Machines VM Templates
~ [ Datacenter
E NFs DS Quick Filter Enter value

I_tl' vsanDatastore

|_\ Name 1 State Status Provisioned Space
O} 20 scLsev-01 Powered Of «/ Normal 42428 GB
f
¢ &P scLsev-02 Powered Of «/ Normal 244328 GB
f
[} & SOLSRV-03 Powered Of «/ Normal 24428 GB
¥

4. Klicken Sie nach Abschluss des Tests auf Bereinigen, um den Datenspeicher auszuhangen und zur
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urspriinglichen Umgebung zurtickzukehren.

vmw Site Recovery

. 5 @
Site Pair (/] Protection Groups D Recovery Plans
Q, ses Recovery Plans NEW RECOVERY PLAN  NEW FOLDER
Recovery Plans NEW RECOVERY PLAN MOVE CLEATJUP
[g saL site 1-to-2 Nave FopE g
g sGL site 1-to-2 € Test complete

Wiederherstellungsplan mit SRM ausfiihren

FUhren Sie eine vollstandige Wiederherstellung und ein Failover zum sekundaren Standort durch.

1. Klicken Sie in der Site Recovery-Oberflache auf die Registerkarte Wiederherstellungsplan und
wahlen Sie dann einen Wiederherstellungsplan aus. Klicken Sie auf die Schaltflache Ausfiihren, um
das Failover zum sekundaren Standort zu starten.

vmw Site Recovery

D)
Site Pair \./ Protection Groups |:| Recovery Plans

Q s Recovery Plans NEW RECOVERY FLAN  NEW FOLDER
HEcaery Hlens NEW RECOVERY PLAN EDIT MOVE  DELETE TEST R
E] saL site 1to-2 P . @am
El saL site 1-to-2 > Ready

2. Sobald das Failover abgeschlossen ist, kdnnen Sie den bereitgestellten Datenspeicher und die am
sekundaren Standort registrierten VMs sehen.

<

B SQL_NFS ! ACTIONS
[] @ @ Summary Monitor Configure Permissions Files Hosts VMs

~ [} vecenter-srm.sddc.netapp.com
i PP Virtual Machines BRLRGICIEICH

v F§ Datacenter

3 SAL_NFS Quick Filter En

= wvsanDatastore

|_\ MName T State Status Provisioned Space
N ) SGLSRV-04 Powered Of ~/ Normal 24428 GB

f
O & SGLSRV-05 Powered Of ~/ Normal  244.28 GB

f

Nach Abschluss eines Failovers sind in SRM zusatzliche Funktionen mdéglich.
Neuschutz: Sobald der Wiederherstellungsprozess abgeschlossen ist, Ubernimmt der zuvor festgelegte

Wiederherstellungsstandort die Rolle des neuen Produktionsstandorts. Es ist jedoch wichtig zu beachten, dass
die SnapMirror Replikation wahrend des Wiederherstellungsvorgangs unterbrochen wird, wodurch der neue
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Produktionsstandort fir zukiinftige Katastrophen anfallig wird. Um einen kontinuierlichen Schutz zu
gewahrleisten, wird empfohlen, fir den neuen Produktionsstandort einen neuen Schutz einzurichten, indem
dieser auf einen anderen Standort repliziert wird. In Fallen, in denen der urspringliche Produktionsstandort
funktionsfahig bleibt, kann der VMware-Administrator ihn als neuen Wiederherstellungsstandort
umfunktionieren und so die Schutzrichtung effektiv umkehren. Es muss unbedingt betont werden, dass ein
erneuter Schutz nur bei nicht katastrophalen Ausfallen moglich ist, was die letztendliche Wiederherstellung der
ursprunglichen vCenter-Server, ESXi-Server, SRM-Server und ihrer jeweiligen Datenbanken erfordert. Wenn
diese Komponenten nicht verfligbar sind, ist die Erstellung einer neuen Schutzgruppe und eines neuen
Wiederherstellungsplans erforderlich.

Failback: Ein Failback-Vorgang ist ein umgekehrter Failover, bei dem der Betrieb an die urspriingliche Site
zurtckgefuhrt wird. Es ist unbedingt erforderlich, vor dem Starten des Failback-Prozesses sicherzustellen,
dass die urspriingliche Site ihre Funktionalitat wiedererlangt hat. Um ein reibungsloses Failback zu
gewahrleisten, wird empfohlen, nach Abschluss des erneuten Schutzvorgangs und vor der Ausfiihrung des
endgliltigen Failbacks ein Test-Failover durchzufiihren. Dieser Vorgang dient als Uberpriifungsschritt und
bestatigt, dass die Systeme am urspriinglichen Standort in der Lage sind, den Vorgang vollstandig
auszufiihren. Mit diesem Ansatz kdnnen Sie Risiken minimieren und einen zuverlassigeren Ubergang zuriick
zur ursprunglichen Produktionsumgebung gewahrleisten.

Weitere Informationen

Die NetApp -Dokumentation zur Verwendung von ONTAP -Speicher mit VMware SRM finden Sie unter
"VMware Site Recovery Manager mit ONTAP"

Informationen zur Konfiguration von ONTAP Speichersystemen finden Sie im"ONTAP 9 Dokumentation"
Center.

Informationen zur Konfiguration von VCF finden Sie unter"VMware Cloud Foundation-Dokumentation" .

VMware vSphere Metro Storage Cluster mit SnapMirror
Active Sync

"VMware vSphere Metro Storage Cluster (vMSC)"ist eine erweiterte Clusterlosung Uber
verschiedene Fehlerdomanen hinweg, um * Workload-Mobilitat Uber Verfugbarkeitszonen
oder Standorte hinweg bereitzustellen. * Vermeidung von Ausfallzeiten * Vermeidung von
Katastrophen * Schnelle Wiederherstellung

Dieses Dokument enthalt die vMSC-Implementierungsdetails mit"SnapMirror Active Sync (SM-as)" unter
Verwendung von System Manager und ONTAP Tools. Dariber hinaus wird gezeigt, wie die VM durch
Replikation an einen dritten Standort geschuitzt und mit dem SnapCenter -Plugin fir VMware vSphere
verwaltet werden kann.
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https://docs.netapp.com/us-en/ontap-apps-dbs/vmware/vmware-srm-overview.html#why-use-ontap-with-srm
https://docs.netapp.com/us-en/ontap
https://techdocs.broadcom.com/us/en/vmware-cis/vcf.html
https://docs.netapp.com/us-en/ontap-apps-dbs/vmware/vmware_vmsc_overview.html
https://docs.netapp.com/us-en/ontap/snapmirror-active-sync

SnapMirror active sync
General availability release 9.15.1 for symmetric configuration

"os Ml os Wl os W os | "os Ml os Ml os M os |

PP L

ESX HostS Bfi, B2

Shared stretch VMware Virtual Machine '
SITEA File S%stem (\,{'MFSHatastore SITEB

I R .

Active optimized

= = = Active not optimized
ONTAP Mediator

SnapMirror Active Sync unterstitzt ASA, AFF und FAS Speicherarrays. Es wird empfohlen, in beiden
Fehlerdomanen denselben Typ (Leistungs-/Kapazitdtsmodelle) zu verwenden. Derzeit werden nur
Blockprotokolle wie FC und iSCSI unterstiitzt. Weitere Support-Richtlinien finden Sie
unter"Interoperabilitatsmatrix-Tool" Und"Hardware Universe"

vMSC unterstitzt zwei verschiedene Bereitstellungsmodelle mit den Namen ,Uniform Host Access” und ,Non-
Uniform Host Access®. Bei der Konfiguration mit einheitlichem Hostzugriff hat jeder Host im Cluster Zugriff auf
die LUN in beiden Fehlerdoméanen. Es wird normalerweise in verschiedenen Verfugbarkeitszonen im selben
Rechenzentrum verwendet.
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https://imt.netapp.com/matrix/
https://hwu.netapp.com/

Clustered Applications:
vMSC, WSFC, Oracle RAC,

and more..,

Failure
Domain B

Failure
Domain A

— Primary Path
- = = Secondary Path

Clustered Applications:
vMISC, WSFC, Oracle RAC,
and more...

Failure
Domain A Domain B

Primary Path
Secondary Path

Bei einer nicht einheitlichen Hostzugriffskonfiguration hat der Host nur Zugriff auf die lokale Fehlerdomane. Es
wird typischerweise an verschiedenen Standorten verwendet, an denen das Verlegen mehrerer Kabel Gber die
Fehlerdoméanen eine einschrankende Option darstellt.
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Im Non-Uniform-Host-Access-Modus werden die VMs von vSphere HA in einer anderen

@ Fehlerdoméane neu gestartet. Die Anwendungsverfligbarkeit wird je nach Design beeintrachtigt.

Der Non-Uniform-Host-Zugriffsmodus wird erst ab ONTAP 9.15 unterstitzt.

Voraussetzungen

"VMware vSphere-Hosts mit Dual-Storage-Fabric (zwei HBAs oder Dual-VLAN fiir iSCSI) pro Host" .
"Speicher-Arrays werden mit Link-Aggregation fir Datenports (flr iSCSI) bereitgestellt." .
"Storage-VM und LIFs sind verfigbar"

"Die Latenzzeit zwischen Clustern muss weniger als 10 Millisekunden betragen." .

"ONTAP Mediator VM wird auf einer anderen Fehlerdomane bereitgestellt"

"Cluster-Peer-Beziehung ist hergestellt"

"SVM-Peer-Beziehung ist hergestellt"

"ONTAP Mediator beim ONTAP Cluster registriert"

Wenn Sie ein selbstsigniertes Zertifikat verwenden, kann das CA-Zertifikat aus dem

<Installationspfad>/ontap_mediator/server_config/ca.crt auf der Mediator-VM abgerufen werden.

Nicht einheitlicher Hostzugriff auf vMSC mit ONTAP System Manager-
Benutzeroberflache.

Hinweis: ONTAP Tools 10.2 oder héher kdnnen verwendet werden, um einen erweiterten Datenspeicher mit
nicht einheitlichem Hostzugriffsmodus bereitzustellen, ohne zwischen mehreren Benutzeroberflachen
wechseln zu missen. Dieser Abschnitt dient nur als Referenz, wenn ONTAP Tools nicht verwendet wird.

1. Notieren Sie sich eine der iISCSI-Daten-LIF-IP-Adressen vom lokalen Fehlerdoméanen-

Speicherarray.
Network interfaces  Subnets

Q search L Download ST © Show/hide ™V

Name Status Storage VM + IPspace Address Current node Currentp..  Portset Protocols Ty..  Throughput
Q Q' onea Q Q Q Q Q Q iscs a aq

iscsi02 ©  zonea Default 172.21.226.11 E13A300_1 a0a-3482 iscsi D.. 0
iscsi03 ©  zonea Default 172.21.225.12 E13A300_2 a0a-3481 iscs! D.. 033
sssss 04 ® zonea Default 172.21226.12 E13A300_2 a0a-3482 iscs| D.. 001

sssss 01 @ zonea Default 172.21.225.11 E13A300_1 a0a-3481 iSCs| D... 0

2. Flgen Sie auf dem iSCSI-Speicheradapter des vSphere-Hosts diese iSCSI-IP unter der Registerkarte
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https://docs.netapp.com/de-de/netapp-solutions-virtualization/vmware/vmw-vcf-mgmt-supplemental-iscsi.html
https://docs.netapp.com/us-en/ontap/networking/combine_physical_ports_to_create_interface_groups.html
https://docs.netapp.com/de-de/netapp-solutions-virtualization/vmware/vmw-vcf-mgmt-supplemental-iscsi.html
https://docs.netapp.com/us-en/ontap/snapmirror-active-sync/prerequisites-reference.html#networking-environment
https://docs.netapp.com/us-en/ontap/mediator/index.html
https://docs.netapp.com/us-en/ontap/task_dp_prepare_mirror.html
https://docs.netapp.com/us-en/ontap/peering/create-intercluster-svm-peer-relationship-93-later-task.html
https://docs.netapp.com/us-en/ontap/snapmirror-active-sync/mediator-install-task.html#initialize-the-ontap-mediator

Storage Adapters

ISCS! Softwarg Adapber = 8 el ki1 S8-01.com. 4
witnvBrEoicO-edxi0l. s,
netappcomaTIS IR E
i

W | T2NIISNIE0

@ Fir den einheitlichen Zugriffsmodus muissen die Quell- und Ziel-Fehlerdomanen-iSCSI-
Daten-LIF-Adressen angegeben werden.

3. Wiederholen Sie den obigen Schritt auf vSphere-Hosts fir die andere Fehlerdomane und fligen Sie deren
lokale iSCSI-Daten-LIF-IP auf der Registerkarte ,Dynamische Erkennung*“ hinzu.

4. Bei ordnungsgemalfer Netzwerkkonnektivitat sollten pro vSphere-Host vier iSCSI-Verbindungen
vorhanden sein, die Uber zwei iISCSI-VMKernel-NICs und zwei iSCSI-Daten-LIFs pro Speichercontroller
verfugen.

E13A300::> iscsi connection show -vserver zonea -remote-address 172.21.225.71
Tpgroup Conn Local Remote TCP Recv
Vserver S Address Address

iscsiel 3 © 172.21.225.: 172.21.225.7
zonea iscsie3 7 © 172.21.225.: 172.21.225.7
2 entries were displayed.

E13A300::> iscsi connection show -vserver zonea -remote-address 172.21.

Tpgroup Conn Local Remote
Vserver \ S Address Address

@ 172.21.226.11 172.23.226.71
0 172.21.226.12 1720210220671

5. Erstellen Sie LUN mit ONTAP System Manager, richten Sie SnapMirror mit der Replikationsrichtlinie
AutomatedFailOverDuplex ein, wahlen Sie die Host-Initiatoren aus und legen Sie die Host-Nahe
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Add LUNs *

storage-and optmization

fest.

6. Erstellen Sie auf einem anderen Fehlerdomanen-Speicherarray die SAN-Initiatorgruppe mit inren vSphere-
Host-Initiatoren und legen Sie die Host-Nahe
fest.
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smas-dc02  All SAN initiator groups Q Edit T Delete
Overview = Mapped LUNs
STORAGE VM
zoneb
TYPE
VMware
PROTOCOL
Mixed (iSCSI & FC)
COMMENT
PORTSET
CONNECTION STATUS o
® ok
~ Initiators
Name De... Connection status o In proximity to
ign.1998-01.com.vmware:dc02-esxi01.sddc.netap... @ 0K zoneb
ign.1998-01.com.vmware:dc02-esxi02.sddc.netap... @ 0K zoneb
@ Fir den einheitlichen Zugriffsmodus kann die Igroup aus der Quellfehlerdomane repliziert
werden.
7. Ordnen Sie die replizierte LUN mit derselben Zuordnungs-ID wie in der Quellfehlerdomane
ZU.
smas-dc02  All SAN initiator groups ¢ Edit Tl Delete

Overview  Mapped LUNs

@& Map LUNs

Name
ds02

ds01

8. Klicken Sie im vCenter mit der rechten Maustaste auf vSphere Cluster und wahlen Sie die Option

~Speicher erneut
scannen®.

= Filter
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Llad) sl el nd b | % I W i s

[E]] E @ Summary Monitor Configure

v [ smas-vcOlsddc.netapp.com Cli
Services bt ’
[} Actions - ClusterOn & DBES Wi
[ _JF:?E'
[}l dcOl-es: [F Add Hosts. re Availability au
il dcOil-es; G New Virtual Machine... ~ation w
ot ot |
2 dco2-es
= 1 al
o Demol & Deploy OVF Template..
- ovider
_u_ SF\-"'E'.O
re EVC
ast Groups
@l Import VMs st Rules
arrirlac
Storage "
= Mew Datastore..
Host Profiles ) [ Rescan Storage
1aame
Edit Default VM Compatibility g "
@ Assign vSAN Cluster License... Cluster
thority
Settings sfinitions
2d Tasks
Move To..
Cluster Services
Rename,.,
'_I|
Tags & Custom Attributes
ares
Add Permission... W
Alarms s BS
State b
23 Delete
~ Recent Tasks VSAN

9. Uberpriifen Sie auf einem der vSphere-Hosts im Cluster, ob das neu erstellte Gerat mit dem Datenspeicher
.Nicht verbraucht” angezeigt
wird.
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deQi-esxiOl.sdde netapp.com

Storage v Storage Adapters

Storage Adaplers

I5CS1 Softwane Adapbes

el wnkdicn. 199
e 0 i

Netwarking w

Wirtual Machanes

System w frae T

10. Klicken Sie im vCenter mit der rechten Maustaste auf vSphere-Cluster und wahlen Sie die Option ,Neuer

Datenspeicher®.
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Llad) sl el nd b | % I W i s

[E]] E @ Summary Monitor Configure

v [ smas-vcOlsddc.netapp.com Cli
Services bt ’
[T} Actions - Clusterol re DRS Wi
[l dcOt-es [iF Add Hosts. re Availability I
Gl dcOl-es; &t Mew Virtual Machine... ~ation W
S ot
2 dco2-es
= 1 al
o DemoO1l & Deploy OVF Template..
- ovider
_u_ SF\-"'E'.O
re EVC
ast Groups
Gb Import VMs st Rules
arrirlac
Storage "
= MNew Datastore..
Host Profiles ? [:4 Rescan Storage
1Jime
Edit Default VM Compatibility g "
@ Assign vSAN Cluster License... Cluster
thority
Settings =finitions
2d Tasks
Move To..
Cluster Services
Rename, .,
'_I|
Tags & Custom Attributes
ares
Add Permission... W
Alarms s BS
State b
23 Delete
~ Recent Tasks VSAN

11. Denken Sie im Assistenten daran, den Namen des Datenspeichers anzugeben und das Gerat mit der
richtigen Kapazitat und Gerate-ID
auszuwahlen.
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New Datastore Name and device selection

| Specify datastore name and 5 disk/LUN for provisioning the datastore
1 Type
Name
2 Name and device selection
| x
[
Sefect a host
Hardware rive Secic
Name T LLIN T Capacity ¥ g _ T ¥ WM
Acceioration Type Format
Suy
| NETAPP ISCSI Disk (naa. 00.00G Supported
600a058038303846772 B
4524975577933)
twvars Dis 0 ot it
el
Manage Jui Expof

ist.
= DS02

12. Stellen Sie sicher, dass der Datenspeicher auf allen Hosts im Cluster in beiden Fehlerdomanen gemountet

Connectivity and Multipathing

Comnectivity and Multipathing

Mounted

SnapCenter Plug:m for Vidwi
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2 Ds02

Connectivity and Multipathing

and Multipathing

SnapCenter Plug-m lor Vkwi

AmishvolomedfGBLTdIEI-cald 43ad-3567 005 0FEL02dTe

@ Die obigen Screenshots zeigen Active I/O auf einem einzelnen Controller, da wir AFF
verwendet haben. Bei ASA wird es auf allen Pfaden Active IO geben.

13. Wenn zusatzliche Datenspeicher hinzugeflgt werden, missen Sie daran denken, die vorhandene
Konsistenzgruppe zu erweitern, damit sie im gesamten vSphere-Cluster konsistent

ist.
PROTECTION POLICY
AutomatedFailOverDuplex

STATE

® Insync

I E13A300
CONSISTENCY GROUP

ds

am

10.61.182.163

Mediato

TRANSFER STATUS S HEALTHY?
Success ®
CONTAINED LUNS (SO

vol/ds01/ds01, /vol/ds02/ds02

n ntaphci-a300e9u25

CONSISTENCY GROUP

© ds
#5)

vMSC-einheitlicher Hostzugriffsmodus mit ONTAP -Tools.

1. Stellen Sie sicher, dass NetApp ONTAP Tools bereitgestellt und bei vCenter registriert ist.
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= vsphereClient O

Shortcuts
Inventories
= = o)
m E @ @
Hosts and Clusters VMs and Templates Storage Networking Content Libraries Global Inventory Lists Workload Management
Monitoring
. & & E &
= tia S K} R/
Task Console Event Console VM Customization VM Storage Policies Host Profiles Lifecycle Manager
Specifications
Plugins
n n @
|\
NetApp ONTAP tools SnapCenter Plug-in for Cloud Provider Services

VMware vSphere

Administration

Q

Licensing

Wenn nicht, folgen Sie"Bereitstellung von ONTAP Tools" Und"Hinzufligen einer vCenter-Serverinstanz"

2. Stellen Sie sicher, dass ONTAP -Speichersysteme bei ONTAP Tools registriert sind. Dazu gehéren sowohl
Fault Domain-Speichersysteme als auch ein drittes fir die asynchrone Remote-Replikation zur
Verwendung fur den VM-Schutz mit dem SnapCenter -Plugin fir VMware vSphere.

= wvhphars Chent

Storage Backends

Wenn nicht, folgen Sie"Speicher-Backend mithilfe der vSphere-Client-Benutzeroberflache hinzufiigen"

3. Aktualisieren Sie die Hostdaten, um sie mit ONTAP Tools zu synchronisieren, und dann"Erstellen eines
Datenspeichers"
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https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere-10/deploy/ontap-tools-deployment.html
https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere-10/configure/add-vcenter.html
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4. Um SM-as zu aktivieren, klicken Sie mit der rechten Maustaste auf den vSphere-Cluster und wahlen Sie
,Cluster schitzen® auf NetApp ONTAP Tools (siehe Screenshot oben).

5. Es werden vorhandene Datenspeicher fur diesen Cluster zusammen mit SVM-Details angezeigt. Der
Standard-CG-Name lautet <vSphere-Clustername>_<SVM-Name>. Klicken Sie auf die Schaltflache
.Beziehung
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hinzufigen®.
Protect Cluster | custeron
Protect the datastores of this cluster using SnapMirror replication. Learn more

Datastore type: *

Source storage VM: *

Cluster: E1

2 datastores

Consistency group name: * ClusterO1_zonea

SnapMirror settings

ADD RELATIONSHIP

Target storage VM Policy Uniform Host Configuration Host proximity

No SnapMirror relationship found. You can protect datastores using one or more SnapMirror relationships.

Objects per page 5 0 Object

CANCEL

6. Wahlen Sie die Ziel-SVM aus und legen Sie die Richtlinie fir SM-as auf AutomatedFailOverDuplex fest. Es
gibt einen Kippschalter fir die einheitliche Hostkonfiguration. Legen Sie die Nahe fir jeden Host
fest.
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Add SnapMirror Relationship

»

Source storage VM: * E13A300 / zonea
Target storage VM: * zoneb
Cluster: ntaphci-a300e9u25
Policy: * AutomatedFailOverDuplex v
Uniform host configuration: ‘)

Host proximity settings

@ As part of protection, all datastores will be mounted on all hosts.

C] Hosts T Proximal to =
C] dcO1-esxi02.sddc.netapp.com Source
[:] dc02-esxiOl.sddc.netapp.com Target
v
4 Objects v
CANCEL ADD

7. Uberpriifen Sie die Host-Promity-Informationen und andere Details. Fligen Sie bei Bedarf eine weitere
Beziehung zu einem dritten Standort mit der Replikationsrichtlinie ,Asynchron” hinzu. Klicken Sie dann auf
Schiitzen.
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Protect Cluster | custeron

Protect the datastores of this cluster using SnapMirror replication. Learn more

Datastore type: *

Source storage VM: *

Consistency group name: *

SnapMirror settings

ADD RELATIONSHIP

Target storage VM

ntaphci-a300e9u25 / zoneb

2 datastores

ClusterO1_zonea

Policy

AutomatedFailOverDuplex

Uniform Host Configuration

Yes

Host proximity

Source (2), Target (2)

Objects per page 3 1 Object

HINWEIS: Wenn Sie das SnapCenter Plug-in for VMware vSphere 6.0 verwenden mochten, muss die
Replikation auf Volume-Ebene und nicht auf Konsistenzgruppenebene eingerichtet werden.

8. Beim einheitlichen Hostzugriff verfigt der Host Uber eine iSCSI-Verbindung zu beiden Fault Domain-

Speicher-Arrays.
= DSO1

My St

NeTADR ONTAP tools

o

£ Wi

Connectivity and Multipathing

HINWEIS: Der obige Screenshot stammt von AFF. Bei ASA sollte ACTIVE I/O in allen Pfaden mit
ordnungsgemalen Netzwerkverbindungen vorhanden sein.

9. Das ONTAP Tools-Plugin zeigt auch an, ob das Volume geschitzt ist oder

nicht.
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1 D501

= Serpge Datkpnm

10. Weitere Einzelheiten und die Aktualisierung der Host-Naheinformationen erhalten Sie Gber die Option
,Host-Cluster-Beziehungen® in den ONTAP
Tools.

= vSphereClient (O

NetApp ONTAP tooIs INSTANCE 10.61.182.240:8443 v

«
Host cluster relationships
{a Overview
E storage Backends
ESXi Cluster ¢ Source storage VM Y Consistency group h 4 F
O Protection v
Cluster01 E13A300 / zonea Cluster01_zonea

Host cluster relationships
Manage Columns
{6 Settings
(3@ Support
=] Reports v

Virtual Machines

Datastores

VM-Schutz mit SnapCenter -Plug-in fiir VMware vSphere.

Das SnapCenter Plug-in for VMware vSphere (SCV) 6.0 oder héher unterstiitzt SnapMirror Active Sync und in
Kombination mit SnapMirror Async auch die Replikation in eine dritte Fehlerdomane.
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Fault Domain 1

Il NetApp

Fault Domain 2

VM3 VM4

Fault Domain 3

vSphere

ONTAP cluster

SnapMirror
active sync

i NetApp
[ ]
o
_.I_
L
SnapMirror T -:-
ONTAP cluster async ONTAP cluster
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J HA PAIR

SnapMirror

active sync Failure
Domain C

| HA PAIR
=

SnapMirror
asynchronous

J HA PAIR

SnapMirror

Domain C

| HA PAIR
3

SnapMirror
asynchronous
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Zu den unterstltzten Anwendungsfallen gehdren: * Sichern und Wiederherstellen der VM oder des
Datenspeichers aus einer der Fehlerdomanen mit SnapMirror Active Sync. * Ressourcen aus der dritten
Fehlerdomane wiederherstellen.

1. Fligen Sie alle ONTAP -Speichersysteme hinzu, die in SCV verwendet werden
sollen.

=  viphere Chert

2. Richtlinie erstellen. Stellen Sie sicher, dass ,SnapMirror aktualisieren, nachdem die Sicherung auf SM-as
gepruft wurde® und dass ,SnapVault aktualisieren, nachdem die Sicherung auf asynchrone Replikation in
die dritte Fehlerdomane geprift
wurde®.

New Backup Poficy

3. Erstellen Sie eine Ressourcengruppe mit den gewiinschten Elementen, die geschitzt werden missen, und
ordnen Sie sie Richtlinien und Zeitplanen zu.
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Create Recource Group

1. (e e & SRR

HINWEIS: Snapshot-Namen, die mit _recent enden, werden von SM-as nicht unterstitzt.

4. Sicherungen erfolgen zum geplanten Zeitpunkt basierend auf der mit der Ressourcengruppe verkntpften
Richtlinie. Jobs kénnen tber den Dashboard-Jobmonitor oder Uber die Sicherungsinformationen zu diesen

Ressourcen Uberwacht

W with 1
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£ e
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1 Datastore®

Backups

[ ] 8 oumarecn | » a4

3 Dermnodl

] ¢
—
ftin = Backups
2] i e
Snancenial Pl e for Vibai v 1
L TP
n
n

5. VMs kénnen vom SVM in der primaren Fehlerdomane oder von einem der sekundaren Standorte im
selben oder einem anderen vCenter wiederhergestellt
werden.

117



Restore

v 1. Select scope

Destination datastore Locations
2. Select location

Datastore01 (Primary) 172.21.228.10:Datastore01 v
B [(Frimary) 17221 228 o Datestore0t |

(Secondary) svms2:vol_Datastore01_dest
(Secondary) zoneb:Datastore01_dest

BACK NEXT FINISH CANCEL

6. Eine ahnliche Option ist auch fir den Datastore-Mount-Vorgang
verflgbar.
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Mount Backup b4

ESXi host name dc02-esxi01.sddc.netapp.comr v
Selected backup ~ VM_Backup_08-11-2024_16.00.02.0270
Select datastore

[CJ Name Location

[C]  Datastore01 Primary:172.21.228.10:Datastore01:VM_Backup_08-11-2024_16.00.02.0270 v

- Primary:172.21.228.10:Datastore01: VM_Backup_08-11-2024_16.00.02.0270
[J  Datastore02 Secondary:svms2:vol_Datastore01_dest:-VM_Backup_08-11-2024_16.00.02.0270
Secondary:zoneb:Datastore01_destVM_Backup_08-11-2024_16.00.02.0270

Warning for ONTAP 9.12.1 and below version X v

[ CANCEL } [ MOUNT ]

Hilfe zu weiteren Vorgangen mit SCV finden Sie unter"SnapCenter Plug-in for VMware vSphere
Dokumentation"

Konvertieren Sie SM Active Sync von asymmetrisch zu
symmetrisch aktiv/aktiv mit VMware vSphere Metro Storage
Cluster

In diesem Artikel wird detailliert beschrieben, wie Sie SnapMirror Active Sync mit VMware
vSphere Metro Storage Cluster (VMSC) von asymmetrisch auf symmetrisch aktiv/aktiv
umstellen.

Uberblick

"NetApp Snapmirror Active Sync (SM Active Sync)"ist eine robuste Lésung zum Erreichen von null Recovery
Time Objective (RTO) und null Recovery Point Objective (RPO) in einer virtualisierten Umgebung.

"VMware vSphere Metro Storage Cluster (vMSC)"ist eine Stretched-Cluster-Losung Uber verschiedene
Fehlerdomanen hinweg und ermdglicht die Verteilung virtueller Maschinen (VMs) auf zwei geografisch
getrennte Standorte, wodurch kontinuierliche Verfugbarkeit gewahrleistet wird, selbst wenn ein Standort
ausfallt.

Die Kombination von vMSC mit SM Active Sync gewahrleistet Datenkonsistenz und sofortige Failover-
Funktionen zwischen zwei Standorten. Diese Konfiguration ist besonders wichtig flr unternehmenskritische
Anwendungen, bei denen Datenverlust oder Ausfallzeiten inakzeptabel sind.

SM Active Sync, friher bekannt als SnapMirror Business Continuity (SMBC), ermdglicht die Weiterfliihrung des
Betriebs von Geschéftsdiensten auch bei einem vollstandigen Site-Ausfall und unterstitzt Anwendungen bei
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einem transparenten Failover mithilfe einer sekundaren Kopie. Ab ONTAP 9.15.1 unterstitzt SM Active Sync
eine symmetrische Aktiv/Aktiv-Funktion. Symmetrisches Aktiv/Aktiv ermdglicht Lese- und Schreib-E/A-
Vorgange von beiden Kopien einer geschitzten LUN mit bidirektionaler synchroner Replikation, sodass beide
LUN-Kopien E/A-Vorgange lokal ausfihren kénnen.

Dieses Dokument zeigt Ihnen die Schritte zum Konvertieren von SM Active Sync Asymmetric Active/Active in
SM Active Sync Symmetric Active/Active in einer VMware-Stretch-Clusterumgebung. Mit anderen Worten: Es
konvertiert SM Active Sync von einer automatisierten Failover-Richtlinie in eine automatisierte Failover-Duplex-
Richtlinie. Einzelheiten zur Einrichtung des vMSC mit SnapMirror Active Sync (SM-as) unter Verwendung von
System Manager und ONTAP Tools finden Sie unter"VMware vSphere Metro Storage Cluster mit SnapMirror
Active Sync" .

Voraussetzungen
* NetApp -Speichersysteme: Stellen Sie sicher, dass Sie Uber zwei NetApp -Speichercluster (Quelle und
Ziel) mit Snapmirror-Lizenzen verflgen.

+ Netzwerkkonnektivitat: Uberpriifen Sie die Netzwerkkonnektivitat mit geringer Latenz zwischen den Quell-
und Zielsystemen.

* Cluster- und SVM-Peering: Richten Sie Cluster-Peering und Storage Virtual Machine (SVM)-Peering
zwischen den Quell- und Zielclustern ein.

* ONTAP -Version: Stellen Sie sicher, dass auf beiden Clustern eine ONTAP -Version ausgefiihrt wird, die
die synchrone Replikation unterstitzt. Fir SM Active Sync ist ONTAP 9.15.1 und héher erforderlich.

* VMware vMSC-Infrastruktur: Ein erweiterter Cluster ermdglicht es den Subsystemen, sich lGber
verschiedene geografische Gebiete zu erstrecken, und stellt dem vSphere-Cluster an beiden Standorten
einen einzigen und gemeinsamen Basis-Infrastruktursatz mit Ressourcen bereit. Es erweitert Netzwerk und
Speicher zwischen Standorten.

* Verwenden Sie ONTAP -Tools ab 10.2 fiir eine einfachere Verwendung von NetApp SnapMirror. Weitere
Details finden Sie unter"ONTAP tools for VMware vSphere 10."

» Zwischen dem primaren und sekundaren Cluster muss eine synchrone Snapmirror-Beziehung mit Null-
RPO bestehen.

* Alle LUNs auf dem Zielvolume mussen entkoppelt werden, bevor die Snapmirror-Beziehung mit Null-RTO
erstellt werden kann.

» Snapmirror Active Sync unterstiitzt nur SAN-Protokolle (nicht NFS/CIFS). Stellen Sie sicher, dass kein
Bestandteil der Konsistenzgruppe fiir den NAS-Zugriff bereitgestellt ist.

Schritte zur Konvertierung von asymmetrischer zu symmetrischer SM Active Sync
Im folgenden Beispiel ist selectrz1 der primare Standort und selectrz2 der sekundare Standort.

1. FUhren Sie vom sekundaren Standort aus ein SnapMirror Update fiir die bestehende Beziehung durch.
selectrz2::> snapmirror update -destination-path site2:/cg/CGsitel dest
2. Uberpriifen Sie, ob das SnapMirror Update erfolgreich abgeschlossen wurde.

selectrz2::> snapmirror show
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. Halten Sie jede der synchronen Beziehungen mit Null-RPO an.

selectrz2::> snapmirror quiesce -destination-path
site2:/cg/CGsitel_dest

. Léschen Sie alle synchronen Beziehungen mit Null-RPO.

selectrz2::> snapmirror delete -destination-path site2:/cg/CGsitel dest

. Geben Sie die SnapMirror -Quellbeziehung frei, behalten Sie jedoch die gemeinsamen Snapshots bei.

selectrzl::> snapmirror release -relationship-info-only true
-destination-path svm0.1l:/cg/CGsitel dest

. Erstellen Sie eine synchrone SnapMirror Beziehung mit Null-RTO mit der Richtlinie
»2AutomatedFailoverDuplex®.

selectrz2::> snapmirror create -source-path svm0.1l:/cg/CGsitel
-destination-path site2:/cg/CGsitel dest -cg-item-mappings
sitellunl:@sitellunl dest -policy AutomatedFailOverDuplex

. Wenn die vorhandenen Hosts lokal im primaren Cluster sind, fligen Sie den Host zum sekundaren Cluster
hinzu und stellen Sie die Konnektivitat mit entsprechendem Zugriff auf jeden Cluster her.

. Léschen Sie am sekundaren Standort die LUN-Zuordnungen auf den mit Remotehosts verkniipften
Igroups.

selectrz2::> lun mapping delete -vserver svmO -igroup wlkd0l -path
/vol/wk1ld01l/wk1d01

. Andern Sie am priméren Standort die Initiatorkonfiguration fiir vorhandene Hosts, um den proximalen Pfad
fur Initiatoren im lokalen Cluster festzulegen.

selectrzl::> set -privilege advanced

selectrzl::*> igroup initiator add-proximal-vserver -vserver sitel
-initiator igqn.1998-01.com.vmware:vcf-wkld-
esx01l.sddc.netapp.com:575556728:67 -proximal-vserver sitel

10. Fugen Sie eine neue Igroup und einen neuen Initiator fir die neuen Hosts hinzu und legen Sie die Host-

Nahe fur die Host-Affinitat zu ihrer lokalen Site fest. Aktivieren Sie die igroup-Replikation, um die
Konfiguration zu replizieren und den Hoststandort auf dem Remotecluster umzukehren.
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selectrzl::*> igroup modify -vserver sitel -igroup smbc2smas
-replication-peer svm0.1

selectrzl::*> igroup initiator add-proximal-vserver -vserver sitel
—-initiator ign.1998-01.com.vmware:vcf-wkld-
esx01l.sddc.netapp.com:575556728:67 -proximal-vserver svmO.1l

11. Ermitteln Sie die Pfade auf den Hosts und Uberpriifen Sie, ob die Hosts Uber einen aktiven/optimierten
Pfad zum Speicher-LUN vom bevorzugten Cluster verfligen.

12. Stellen Sie die Anwendung bereit und verteilen Sie die VM-Workloads auf Cluster.

13. Synchronisieren Sie die Konsistenzgruppe erneut.
selectrz2::> snapmirror resync -destination-path site2:/cg/CGsitel dest

14. Scannen Sie die Host-LUN-E/A-Pfade erneut, um alle Pfade zu den LUNs wiederherzustellen.

Erfahren Sie mehr uber die Verwendung von VMware Virtual
Volumes (vVols) mit ONTAP -Speicher

Informieren Sie sich Uber die Vorteile von VMware Virtual Volumes (vVols), die
Bereitstellung von ONTAP tools for VMware vSphere, Datenschutzstrategien und
Richtlinien zur VM-Migration.

Uberblick

Die vSphere API for Storage Awareness (VASA) macht es einem VM-Administrator leicht, alle bendtigten
Speicherfunktionen zur Bereitstellung von VMs zu nutzen, ohne mit seinem Speicherteam interagieren zu
mussen. Vor VASA konnten VM-Administratoren zwar VM-Speicherrichtlinien definieren, mussten aber mit
ihren Speicheradministratoren zusammenarbeiten, um geeignete Datenspeicher zu identifizieren, oft anhand
von Dokumentationen oder Namenskonventionen. Mit VASA konnen vCenter-Administratoren mit den
entsprechenden Berechtigungen eine Reihe von Speicherkapazitaten definieren, die vCenter-Benutzer dann
zum Bereitstellen von VMs verwenden kdnnen. Die Zuordnung zwischen VM-Speicherrichtlinie und
Datenspeicher-Speicherfahigkeitsprofil ermoglicht es vCenter, eine Liste kompatibler Datenspeicher zur
Auswahl anzuzeigen und anderen Technologien wie VCF Automation (friher bekannt als Aria oder vRealize)
Automation oder VMware vSphere Kubernetes Service die automatische Auswahl von Speicher aus einer
zugewiesenen Richtlinie zu ermdglichen. Dieser Ansatz wird als speicherrichtlinienbasierte Verwaltung
bezeichnet. Speicherkapazitatsprofile und -richtlinien kdbnnen zwar auch mit herkdmmlichen Datenspeichern
verwendet werden, unser Fokus liegt hier jedoch auf vVols Datenspeichern. Der VASA-Provider fur ONTAP ist
in den ONTAP tools for VMware vSphere enthalten.

Zu den Vorteilen eines VASA-Anbieters auRerhalb des Speicherarrays gehoren:

 Eine einzelne Instanz kann mehrere Speicher-Arrays verwalten.
* Der Veroffentlichungszyklus muss nicht von der Veréffentlichung des Storage OS abhangen.

* Ressourcen auf Speicherarrays sind sehr teuer.

Jeder vVol-Datenspeicher wird durch einen Speichercontainer unterstutzt, der ein logischer Eintrag im VASA-
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Anbieter ist, um die Speicherkapazitat zu definieren. Der Speichercontainer mit ONTAP -Tools wird mit ONTAP
-Volumes erstellt. Der Speichercontainer kann durch Hinzufigen von ONTAP Volumes innerhalb desselben

SVM erweitert werden.

Der Protocol Endpoint (PE) wird grotenteils von ONTAP -Tools verwaltet. Bei iSCSI-basierten vVols wird fir
jedes ONTAP Volume, das Teil dieses Speichercontainers oder vVol-Datenspeichers ist, ein PE erstellt. Das
PE flr iSCSI ist ein kleines LUN (4 MiB fur 9.x und 2 GiB fir 10.x), das dem vSphere-Host prasentiert wird und
auf das Multipathing-Richtlinien angewendet werden.

vSphere Datacenter

0O T o)

T

o)

b o e  m  m — — — ———— —— — — — o — — — o ———— = —— — o — o — — —— —

Standard VASA
Control Path

ZAPI /| REST
Control Path

ONTAP Tools
Appliance
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Far NFS wird ein PE fir den Root-Dateisystemexport mit jedem NFS-Datenlebenszyklus auf SVM erstellt, auf
dem sich der Speichercontainer oder der vVol-Datenspeicher befindet.
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Protoool Endpoints

ONTAP -Tools verwalten den Lebenszyklus von PE und auch die vSphere-Hostkommunikation mit der
Erweiterung und Verkleinerung von vSphere-Clustern. Die ONTAP -Tools-API ist zur Integration in vorhandene
Automatisierungstools verfiigbar.

Derzeit sind ONTAP tools for VMware vSphere in zwei Versionen verflgbar.

ONTAP -Tools 9.x

* Wenn vVol-Unterstltzung fur NVMe/FC erforderlich ist
» US-Bundes- oder EU-Regulierungsanforderungen

» Weitere Anwendungsfalle mit SnapCenter Plug-in for VMware vSphere integriert

ONTAP -Tools 10.x

* Hohe Verflgbarkeit

* Mandantenfahigkeit

» GroRformat

» SnapMirror Active Sync-Unterstitzung fir VMFS-Datenspeicher

« Kommende Integration fir bestimmte Anwendungsfalle mit SnapCenter Plug-in for VMware vSphere

Warum vVols?
VMware Virtual Volumes (vVols) bietet die folgenden Vorteile:
* Vereinfachte Bereitstellung (Sie missen sich keine Gedanken uber maximale LUN-Grenzen pro vSphere-
Host machen oder NFS-Exporte fiir jedes Volume erstellen)
* Minimiert die Anzahl der iISCSI/FC-Pfade (fur Block-SCSI-basiertes vVol)

* Snapshots, Klone und andere Speichervorgange werden normalerweise auf das Speicherarray
ausgelagert und sind viel schneller.

 Vereinfachte Datenmigrationen fir die VMs (keine Koordination mit anderen VM-Besitzern im selben LUN
erforderlich)

* QoS-Richtlinien werden auf VM-Festplattenebene und nicht auf Volumeebene angewendet.
» Einfache Bedienung (Speicheranbieter stellen ihre differenzierten Funktionen im VASA-Anbieter bereit)
» Unterstltzt grol’e VM-Skalen.

 vVol-Replikationsunterstitzung zur Migration zwischen vCentern.
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+ Speicheradministratoren haben die Mdglichkeit, die Uberwachung auf VM-Datentrégerebene
durchzufihren.

Konnektivitatsoptionen

Fir Speichernetzwerke wird normalerweise eine Dual-Fabric-Umgebung empfohlen, um hohe Verfiigbarkeit,
Leistung und Fehlertoleranz zu gewahrleisten. Die vVols werden mit iSCSI, FC, NFSv3 und NVMe/FC
unterstitzt. HINWEIS: Siehe"Interoperabilitatsmatrix-Tool (IMT)" fur unterstitzte ONTAP Tool-Version

Die Konnektivitatsoption bleibt mit den Optionen fir VMFS-Datenspeicher oder NFS-Datenspeicher konsistent.
Unten wird ein Beispiel fur ein vSphere-Referenznetzwerk fur iSCSI und NFS angezeigt.
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Bereitstellung mit ONTAP tools for VMware vSphere
Der vVol-Datenspeicher kann mithilfe von ONTAP Tools ahnlich wie VMFS- oder NFS-Datenspeicher

bereitgestellt werden. Wenn das ONTAP Tools-Plug-In auf der vSphere-Client-Benutzeroberflache nicht
verflgbar ist, lesen Sie den Abschnitt ,Erste Schritte” weiter unten.
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Mit ONTAP -Tools 9.13

1. Klicken Sie mit der rechten Maustaste auf den vSphere-Cluster oder -Host und wahlen Sie unter NetApp
ONTAP Tools ,Datastore bereitstellen“ aus.

2. Behalten Sie den Typ als vVols bei, geben Sie einen Namen fur den Datenspeicher an und wahlen Sie das
gewulnschte Protokoll

aus
New Datastore General
Specity the details of the datastore to provision.igy
1 General
Provisiening destination:
Type: NES VMFS I wWols
Nama: THMEDT_ISCSI
Description:
Protocal: NFS ﬂ ESCS: FC/ FCoE M\Me/FC
New Datastore General
Specily the detalls of the datastore to provision @
1 General

Provisioning destination:

Type: NFS vMFs @ vWals

Name: TMEOZ_NFS

Description:

Protocok O nrs ISCS FC/ FCoE NVMe/FC

CANCEL m

3. Wahlen Sie das gewtinschte Speicherkapazitatsprofil aus und wahlen Sie das Speichersystem und die
SVM
aus.
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New Datastore Storage system

Specily the storage capabiity profikes and the storage system you want to use

1 General
Storage capabiiity profiles: Default profiles -
2 Storage system Platinum_AFF_A
. Platinum_AFF_C
Platinum_ASA_A
Platinum_ASA_C o

Create storage capabilly profde

Storage system: ntaphcl-a230065u2S (172.16.9.25)

Storage VM zoneh

CAMCEL | BACK NEXT

4. Erstellen Sie neue ONTAP -Volumes oder wahlen Sie ein vorhandenes flr den vVol-Datenspeicher
aus.

New Datastore Storage attributes
Specify the storaae details for proviskoning the datastone =

1 General

Volumes: ° Croate new woiumas Select volumes
2 Storage system

Creale new volumes

3 Storage attributes

Hame T Size Storage Capability Protile Agatenate
TMEDI_SCSL_ O /0GR Flatinum_»AFF_A EHCAgorOl
TMEQT_ISCSI_02 250 GB Platinim_AFF_& EHCAQgro2

1-2 ot 3 items

MName Stze(GB) @ Storage capabllity profile Aggraegates Space reserve

Flatinum_AFF_& o EMCAggro2 - (17109.63 Gi ~ Thir

s

ONTAP Volumes koénnen spater tber die Datenspeicheroption angezeigt oder geandert werden.
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132

T TMEOT_ISCS!

Uberpriifen Sie die Zusammenfassung und klicken Sie auf ,Fertig stellen“, um den vVol-Datenspeicher zu

erstellen.

New Datastore

1 General
2 Storage system
3 Storage attnbutes

4 Summary

summary

General
vCenter server:
Provisioning destination:
Catastore name:
Datastore type:

Protacol:

Storage capability profile:

Storage system details
Storage system:

SV

Storage attribiutes

New FlexVol Name

VEtaEn con

ChasterD

o

SCS

] | AF] -

ntaphci-a300edula
zoneh

Hew FlexVal Size Aggregate

250 GB EHCAggrDl

(el EHCAGQra2

Storage Capability Profile

Platimum_AFF_A

um_AFF_A

EI\.L” m

. Sobald der vVol-Datenspeicher erstellt ist, kann er wie jeder andere Datenspeicher genutzt werden. Hier ist

ein Beispiel fur die Zuweisung eines Datenspeichers basierend auf der VM-Speicherrichtlinie zu einer VM,

die erstellt
wird.



New Virtual Machine Select storage -

Select the storage for the configuranior
e res Y P
VM Storage Policy =1
& MH3 and ‘| u a3 DRS I

Compatible 500 GB

Manage Columng |

Compatibility checks succesded

CANCEL | BACK | MNEXT

. vVol-Details kénnen Uber die webbasierte CLI-Schnittstelle abgerufen werden. Die URL des Portals ist
dieselbe wie die URL des VASA-Anbieters ohne den Dateinamen
version.xml.

B3 wWel-WCOR sdde netapp.com

Lermngs - Storage Providers

Die Anmeldeinformationen sollten mit den Informationen Ubereinstimmen, die bei der Bereitstellung der
ONTAP -Tools verwendet
wurden
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& O € Notsecure | hips://10.61.182.13:9083/jsp/loginjsp

Welcome to VASA Client Login

Username*® |administrator

Password *

Token * | |
Login |

¥ Where can I find Token

L LI L L] ‘

You can generate Token by logging into maint console.

In main menu

Select option 1) Application Configuration

Select option 12) Generate Web-Cli Authentication token

oder verwenden Sie ein aktualisiertes Passwort mit der Wartungskonsole der ONTAP -Tools.
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Application Configuration Henu:

Display - ; suMnary
Start Virtua G
sole
SRA
A Provider and
administrator’

8 ) k t databe
9) Change LOG level for Virtual Storage Co )le service
10) Change LOG level for UASA Provider and A seruvice
i . configuration
erate Web-Cli Authentication token
art ONTAP tools plug-i i
op ONTAP tools plug—in

art Log Integrity
Stop Log Int
17) Change datal

b ) Back
x ) Exit

Enter your choice: 12

Starting token creation
Your webcli auth token is

This token is for one time use only.Its valid for 20 minutes.

ENTER to continue.

Wahlen Sie die webbasierte CLI-Schnittstelle.
NetApp ONTAP tools for VMware vSphere - Control Panel:

_ Operation | Description

|Web based CLI interface | Web based access to the command line interface for admimstrative tasks

Inventory [ Listing of all objects and information currently known in Unified Virtual Appliance database|
Statistics | Listing of all counters and information regarding internal state

R izht Now [ See what operations are in flight right now

Logout | Logout

Build Release  9.13P1

Build Timestamp 03/08/2024 11:11:42 AM
Svstem up since Thu Aug 1502:23: 18 UTC 2024
Current ume Thu Auwg 15 17:59:26 UTC 2024

Geben Sie den gewlinschten Befehl aus der Liste ,Verfligbare Befehle® ein. Um die vVol-Details
zusammen mit den zugrunde liegenden Speicherinformationen aufzulisten, versuchen Sie vvol list

verbose=true
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Availalibe Comimandy

Execatyd Commandy

Fir LUN-basierte Systeme kdnnen auch die ONTAP CLI oder der System Manager verwendet werden.

Search actiom, objecis, and pages

AASHEDARD LUNs
A Piara Thasge Vi [ oPF . Latey -
L]
1
NITWORK
HOS ¥
L]

Bei NFS-basierten Systemen kann der System Manager zum Durchsuchen des Datenspeichers verwendet
werden.



= I ONTAP System Manager

.
DAZHROARD Volumes
INTIBHTS B owwts Y Pridert et 1 S
STORAGE . et
Fite ayite
] i ity | EApRIE L
Ty v i
DHewtery sare Used 2 Mty Hintoey . Y G

NETWOAR

EVINTS & 095
FAOTICTION

HosTs

Mit ONTAP Tools 10.1

1. Klicken Sie mit der rechten Maustaste auf den vSphere-Cluster oder -Host und wahlen Sie unter NetApp
ONTAP Tools ,Datastore erstellen (10.1)“ aus.

2. Wahlen Sie als Datenspeichertyp ,vVols" aus.

Create Datastore Type
1 Type
Destination: i Clustendl
Datastore type: [} NFS

cance!

Wenn die Option ,vVols* nicht verflgbar ist, stellen Sie sicher, dass der VASA-Anbieter registriert
ist.
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vSphere Client

HCE 1061182 236:8443

& Settings

fal Owerview

wh B storage Backends

imil

a & settmgs Threshold Settings

(a1 @) support VASA Provider Settings
=] Reports w MFS VAAI Tools

Virtual Machines

Datastores

-~
L

@
@
=]

7

Manage Network Access

VASA Provider Settings

Teqister of unreqister the VASA provider

VASA Provider Registration State:

VASA Provider Name

Version

depending on the status of the VASA provider

Registerad

MEtApD-VR-NG

3.0

3. Geben Sie den Namen des vVol-Datenspeichers an und wahlen Sie das Transportprotokoll

aus.

Create Datastore

i Type

Datastore name:

2 Name and Protocol
Protocol:

4. Wahlen Sie Plattform und Speicher-VM
aus.
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Create Datastore Storage

1 Type

Plattorm: * Parformance (A)
72 Name and Protocol

Asymmetric: ¢ ‘:,"
3 Storage

Storage VM: * zoneh

~  Advanced Options

Se 5

Custom initiater group
nanmd:

CANCEL | BACK

5. Erstellen oder verwenden Sie vorhandene ONTAP Volumes fiir den vVol-Datenspeicher.

Create Datastore Storage Attributes

Create new volumes or use the existing Flexvol volumes with free size equal to or greater than 5 GB o add storage

1 Type
to the datastore
2 Mame and Protocol
Yolumes: o reate new Volumes Lise existing volumes
3 Stofage
A Vi
4 Storage Attributes
Harne T re T Space Reseive T Qo5 Conbgured T Local Tier
W o
B T i Age

ONTAP -Volumes kdnnen spater Uber die Datastore-Konfiguration angezeigt oder aktualisiert

werden.

«

= DemoOl

6. Nachdem der vVol-Datenspeicher bereitgestellt wurde, kann er wie jeder andere Datenspeicher genutzt
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werden.

7. ONTAP -Tools stellen den VM- und Datastore-Bericht
bereit.

virtual Machines D

Rozoaty

-

Datastores

Datenschutz von VMs im vVol-Datenspeicher

Eine Ubersicht (iber den Datenschutz von VMs auf vVol-Datenspeichern finden Sie unter'Schutz von vVols" .

1. Registrieren Sie das Speichersystem, das den vVol-Datenspeicher und alle Replikationspartner
hostet.
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23 Shosge Syibare

[ G s Bt

2. Erstellen Sie eine Richtlinie mit den erforderlichen
Attributen.
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New Backup Policy

Name
Description
Frequency
Locking Period
Retention

Replication

Advanced

Daily

[descnplion

Daily -
Enable Snapshot Locking @

Days to keep - |1 >0

Update SnapMirror after backup @
Update SnapVault after backup @

Snapshot label [

(| VM consistency @
| Include datastores with independent disks

Scripts ©
Enter script path

cancee | [EER

3. Erstellen Sie eine Ressourcengruppe und ordnen Sie sie einer Richtlinie (oder Richtlinien) zu.
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Create Resource Group b4

1. General info & notification e
Scope: [ Virtual Machines v

Parent entity:
Spanning disks Tags
Folgers

o Ermer evaname entily name

5. Schedulos Available entities Selected entities

6. Summary & TMED

BACK NEXT FINISH CANCEL
B2 - JEE
—] ) -

HINWEIS: Far den vVol-Datenspeicher ist ein Schutz mit VM, Tag oder Ordner erforderlich. Der vVol-
Datenspeicher kann nicht in die Ressourcengruppe aufgenommen werden.

4. Der spezifische Sicherungsstatus der VM kann auf der Registerkarte ,Konfigurieren“ angezeigt
werden.

<

= TMEDT
oD B e e
- - Backups

5. VM kann von ihrem primaren oder sekundaren Standort wiederhergestellt werden.

Verweisen"SnapCenter -Plug-In-Dokumentation" fir zusatzliche Anwendungsfalle.

VM-Migration von herkommlichen Datenspeichern zu vVol-Datenspeichern
Um VMs von anderen Datenspeichern in einen vVol-Datenspeicher zu migrieren, stehen je nach Szenario

verschiedene Optionen zur Verfliigung. Es kann von einem einfachen Storage-vMotion-Vorgang bis hin zur
Migration mit HCX variieren. Verweisen"Migrieren Sie VMs zum ONTAP Datenspeicher" fir weitere Details.
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VM-Migration zwischen vVol-Datenspeichern

Fir die Massenmigration von VMs zwischen vVol-Datenspeichern priifen Sie bitte"Migrieren Sie VMs zum
ONTAP Datenspeicher" .

Beispielreferenzarchitektur

ONTARP tools for VMware vSphere und SCV kénnen auf demselben vCenter installiert werden, das sie
verwalten, oder auf einem anderen vCenter-Server. Es ist besser, das Hosten auf dem von ihm verwalteten

vVol-Datenspeicher zu vermeiden.

//_,_ - T // - = 9 /"_"_ = "‘-\\
- | Workload Domain 1 ; N | Workload Domain 3
[ IE_\_) orklo: main \‘. @ Workload Domain 2 f |@) ] A \

) - N 8 6

ONTAP SCV ONTAD SCV ONTAP SCV
Tools for Tesis far J:“‘:::q

VMware | ViMware
%

e BN 10000

Da viele Kunden ihre vCenter-Server auf einem anderen Server hosten, anstatt sie zu verwalten, wird ein
ahnlicher Ansatz auch fir ONTAP -Tools und SCV empfohlen.

- - : .
i i=n Waorkload Damain 1 (= Workload Domain 2\' '/- =1 \Warkload Domal 3\‘
|__ _| k@‘}l [:r{j] orkload Domaln

s
—

S A

o e B
P 3 SIS N

o~
—

| Dom
LFD! anagement Demain

B

f . ( [
| |
Bl ONTAP SCV Wl cntar SCV | Wl ontar SCV
B Tocisi | 3 : I I
B € BEBE R B2 i
£ ' i /

L - ~ -, =

o DR |

Mit ONTAP Tools 10.x kann eine einzelne Instanz mehrere vCenter-Umgebungen verwalten. Die
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Speichersysteme werden global mit Cluster-Anmeldeinformationen registriert und den vCenter-Servern jedes
Mandanten werden SVMs zugewiesen.

/l’;-_‘_‘_\l -“\\ /‘: _\ / = -\\
| ‘[D Waorkload Domain 1 ( |@ Workioad Domain2 | | rr‘mj Workivad Domain 3

208 28 B8
R A M ___.-/J ‘\‘ 3
| | P 1 /

| ! v
T

([ o / AN

N onvar SCV Scv scv
I ots for
B o €] Bl
I\-\_ Msii s s s SRR s e e e B e e e it ke SRR e ! /

Eine Mischung aus dediziertem und gemeinsam genutztem Modell wird ebenfalls unterstutzt.

~

/ﬂf"ﬁl Waorkload Domain 1 \1 /@| s ) ;[—_\[j—J i ;\.

- =) -
288 S5 B
— /”’/J \ ; /d/

/- [@i” TREES——— M _____________ M \'

ONTAP SCV sSCV

Tools for
VMware
|

ONTAP

Toads foa
VMware

Erste Schritte

Wenn ONTAP Tools in lhrer Umgebung nicht installiert sind, laden Sie sie bitte von"NetApp Support Site" und
befolgen Sie die Anweisungen unter"Verwenden von vVols mit ONTAP" .

Sammeln Sie Daten mit dem Virtual Machine Data Collector
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Erfahren Sie mehr lber die Bewertung lhrer VMware-Infrastruktur mit dem Virtual
Machine Data Collector

Der Virtual Machine Data Collector (VMDC) ist ein kostenloses, leichtes Tool mit einer
GUI, die fur VMware-Umgebungen entwickelt wurde. Es sammelt Bestands- und
Leistungsdaten zu VMs, Hosts, Speichern und Netzwerken und bietet Erkenntnisse zur
Ressourcenoptimierung und Kapazitatsplanung.

Einfiihrung

Virtual Machine Data Collector (VMDC) ist ein kostenloses, leichtes und einfaches GUI-basiertes Toolkit fir
VMware-Umgebungen, mit dem Benutzer detaillierte Bestandsinformationen zu ihren virtuellen Maschinen
(VMs), Hosts, Speichern und Netzwerken sammeln kénnen.

Weitere Informationen zum Virtual Machine Data Collector finden Sie unter'Dokumentation zum Virtual
Machine Data Collector" .

VMDC-Funktionen

VMDOC ist nur ein Sprungbrett zum schnellen und sofortigen Sammeln von Statistiken zum Projizieren von
Optimierungsmoglichkeiten fur die VMWare-Kernlizenzierung zusammen mit vCPU und RAM. NetApp Data
Infrastructure Insights , das die Installation von AUs und Datensammlern erfordert, sollte der naheliegende
nachste Schritt zum Verstandnis der detaillierten VM-Topologie und zur Gruppierung von VMs mithilfe von
Anmerkungen sein, um die Arbeitslasten richtig zu dimensionieren und die Infrastruktur zukunftssicher zu
machen.

Stichprobe der mit VMDC erfassten Metriken:

* VM-Informationen
o VM-Name
o VM-Energiestatus
o VM-CPU-Informationen
o VM-Speicherinformationen
o VM-Standort
o VM-Netzwerkinformationen
o und mehr
* VM-Leistung
o Leistungsdaten fir VMs im ausgewahlten Intervall
o VM-Lese-/Schreibinformationen
o VM-IOPS-Informationen
o VM-Latenz
o und mehr
» ESXi-Hostinformationen
o Informationen zum Host-Rechenzentrum

o Hostclusterinformationen
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o |Informationen zum Hostmodell
o Host-CPU-Informationen
o Host-Speicherinformationen

o und mehr

Datensammler fir virtuelle Maschinen (VMDC)

Der Virtual Machine Data Collector (VMDC) ist ein kostenloses, leichtes und einfaches
GUI-basiertes Toolkit fur VMware-Umgebungen, mit dem Benutzer detaillierte
Bestandsinformationen zu ihren virtuellen Maschinen (VMs), Hosts, Speichern und
Netzwerken sammeln kdnnen.

@ Dies ist eine Vorabversion von VMDC.

Uberblick

Die Hauptfunktion von VMDC besteht darin, Berichte zur Konfiguration von vCenter, ESXi-Servern und den
virtuellen Maschinen (VMs) zu erstellen, die sich in einer vSphere-Umgebung befinden, einschliel3lich
Clusterkonfiguration, Netzwerk-, Speicher- und Leistungsdaten. Sobald umfassende Umweltdaten erfasst
wurden, kdnnen diese genutzt werden, um aufschlussreiche Informationen Uber die Infrastruktur zu gewinnen.
Die Anzeige der Berichtsausgabe erfolgt Gber eine GUI im Tabellenkalkulationsstil mit mehreren
Registerkarten fur die verschiedenen Abschnitte. Es bietet leicht lesbare Berichte und hilft bei der Optimierung
der Ressourcennutzung und der Kapazitatsplanung.

VMDC ist nur ein Sprungbrett zum schnellen und sofortigen Sammeln von Statistiken zum Projizieren von
Optimierungsmoglichkeiten fir die VMWare-Kernlizenzierung zusammen mit vCPU und RAM. "Einblicke in die
NetApp Data Infrastructure Insights" Die Installation von AUs und Datensammlern ist der naheliegende
nachste Schritt zum Verstandnis der detaillierten VM-Topologie und zur Gruppierung von VMs mithilfe von
Anmerkungen, um die Arbeitslasten richtig zu dimensionieren und die Infrastruktur zukunftssicher zu machen.

VMDC kann heruntergeladen werden"hier,” und ist nur fur Windows-Systeme verfugbar.

Installieren und Einrichten von VMDC

VMDC kann unter Windows 2019, Version 2022 ausgeflhrt werden. Voraussetzung ist eine
Netzwerkverbindung von der VMDC-Instanz zu den vorgesehenen vCenter-Servern. Laden Sie nach der
Uberpriifung das VMDC-Paket herunter von"NetApp Toolchest" Entpacken Sie dann das Paket und filhren Sie
die Batchdatei aus, um den Dienst zu installieren und zu starten.

Sobald VMDC installiert ist, greifen Sie Uber die wahrend der Installation angegebene IP-Adresse auf die
Benutzeroberflache zu. Dadurch wird die VMDC-Anmeldeoberflache aufgerufen, wo die vCenter durch
Eingabe der IP-Adresse oder des DNS-Namens und der Anmeldeinformationen eines vCenter-Servers
hinzugeflgt werden kénnen.

1. Herunterladen"VMDC-Paket" .
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Recyele Bin 4

& Edract Dawmlcads
Home Share View Compresied Falder Toals

4 &+ ThisPC » Downloads

s Cuick access
fovm acka WIngdows 11740 24 &:44
B Desktop s package w

& Downloads

%zl Documents

= Pictures

W This BC

B DVD Drive (D:) 555 %1

i Metwork

1 item

item selected 478 MB

AN Compressed [zipp..

2. Extrahieren Sie das Paket in den angegebenen Ordner.

« .

# Quick access

I Desktop

& Downloads
Documents

= Pictures
3 This PC

¥ Network

This PC » Downloads » vmdc_package_windows » wvmdc_package_windows

Name

logs
storage
@ analytics-server
NetApp_VMAnalytics_1733205401715.adsx
N nssm
[Z] RESET_VMDC
[=] START_VMDC
STOP_VMDC

3. Fuhren Sie das VMDC-Paket aus, indem Sie auf die Batchdatei Start VMDC klicken. Dadurch wird die
Eingabeaufforderung geoffnet und Sie werden aufgefordert, die IP-Adresse einzugeben.

« v B

# Quick access
[ Desktop
& Downloads
% Documents

&= Pictures
3 This PC

@¥ Network
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» ThisPC » Downloads » vmdc_package_windows »

logs
storage
@ analytics-server
NetApp_VMAnalytics_1733205401715.xlsx
N nssm
(5] RESET_VMDC
STOP_VMDC

vmdc_package_windows
Date modified Type Size

4 AM File folde



4. Das Installationsprogramm beginnt mit dem Installationsvorgang und startet den VMDC-Dienst.

This PC » Downloads » vmdc_package windows > vmdc_package_windows

# Quick sccess
logs
B Desktop o
storage
& Downloads

@ analytics-server
2 Documents

= Pictures
B This PC

# Network C:A\Windows\system.

This PC »+ Downloads > wvmdc_package windows > vmdc_package windows

o Quick sccess

logs
B Desktop >
storage
& Dovirkads @ anelytics-server
2 Documents NetAop V
= Pictures N nszm
. RESET_VMDC
£31 This PC R pEck
START_VMDC
# Network

STOP_VYMDC

5. Wenn Sie fertig sind, driicken Sie ,Zum Fortfahren eine beliebige Taste“, um die Eingabeaufforderung zu
schlief3en.
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This PC » Downloads > vmdc_package windows > vmdc_package windows

F
o Quick sccess

Il Desktop
¥ Downloads

logs
storage

@ analytics-server

8 Documents NetApp_VMAnalytics_17332054017135.xdsx
& Pictures N nssm
- R T_VMDC
I This PC At
START_VIMDC 11/25/20 A Windows Batch § 1KE
# Network STOP.VMDC | Bl C:\Windows\system32\cmd.exe . a]

©

Um die Datenerfassung zu stoppen, klicken Sie auf die Batchdatei Stop_VMDC.

Um die gesammelten Daten zu entfernen und VMDC zurlickzusetzen, fiihren Sie die Batchdatei

@ reset VMDC aus. Bedenken Sie, dass durch das Ausfiihren der Funktion ,Reset bat file* alle
vorhandenen Daten geldscht werden und Sie von vorne beginnen.

«— 1T This PC » Downloads » vmdc_package_windows vmdc_package_windows
a Date mod | pe rd
# Quick access
logs 11:04 File folde
I Desktop
storage File folde
Downloads . I 5 A
¥ Downlos ) analytics-server 41:4TAM A : 4
Documents NetApp_VMAnalytics_1733205401715.dsx ! ' File KE
= Pictures N nsem 25 2 2 24 KE
f I RESET_VMDC I 4 1:42 AM Wi Batch File KE
3 This PC — -
START VMDC
¥ Network I STOP_VMDC I

Verwenden der GUI

Fiihren Sie VMDC aus

» Greifen Sie Uber den Browser auf die VMDC-Benutzeroberflache zu
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GO incatwat

i NetApp VM Data Collector | Dastboars

@ 0.,

* Flgen Sie das angegebene vCenter mit der Option ,vCenter hinzufiigen® hinzu
o vCenter-Name — Geben Sie einen Namen fiir das vCenter an
o Endpunkt - Geben Sie die IP-Adresse oder den FQDN des vCenter-Servers ein

o Benutzername — Benutzername fir den Zugriff auf das vCenter (im UPN-Format:
benutzername@domane.com)

o Passwort

+ Andern Sie die "Zusatzlichen Details" gemal den Anforderungen

£
£
&

o Datenintervallzeit — Gibt den Zeitbereich der Stichprobenaggregation an. Der Standardwert betragt 5

Minuten, kann jedoch bei Bedarf auf 30 Sekunden oder 1 Minute geandert werden.

o Datenaufbewahrung — Gibt den Aufbewahrungszeitraum fir die Speicherung der historischen

Messwerte an.

o Leistungsmetriken erfassen — Wenn aktiviert, werden die Leistungsmetriken fur jede VM erfasst. Wenn
diese Option nicht ausgewahlt ist, bietet VMDC Funktionen wie RVtools, indem lediglich die VM-, Host-

und Datenspeicherdetails bereitgestellt werden.

« Klicken Sie anschliellend auf ,vCenter hinzufligen®.
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c 0D & malhos:s ELTT W T S
I NetApp Wi Data Collector | Dashboard o a
Add Mew wCenter @ cemter Dewnile

e e
whanser-WKLDA

wienler Detail Zhd

1722128808
m s
eEdeos seeeews .
B Accept seltsigned cortificates
Aclditional Datails ~

Data Interval Dats Resention

Callect Performance Metrics

Die Datenerfassung beginnt sofort, sobald das vCenter hinzugefiigt wird. Es ist nicht

@ erforderlich, einen Zeitpunkt fir die Erfassung festzulegen, da der Prozess die in der vCenter-
Datenbank verfugbaren Daten abruft und mit der Aggregation basierend auf der angegebenen
,Datenintervallzeit* beginnt.

Um die Daten fir ein bestimmtes vCenter anzuzeigen, gehen Sie zum Dashboard und klicken Sie neben dem
entsprechenden vCenter-Namen auf ,Inventar anzeigen®. Auf der Seite werden das VM-Inventar sowie die
VM-Attribute angezeigt. Standardmalig ist ,Leistungsmetriken® in der Benutzeroberflache deaktiviert, kann
jedoch mithilfe der Umschaltoption aktiviert werden. Sobald die Leistungsmetriken aktiviert sind, werden die
Leistungsdaten fiir jede VM angezeigt. Klicken Sie auf die Schaltflache ,Aktualisieren”, um Informationen zu
Live-Auftritten zu erhalten.

Anzeigen der VM-Topologie

VMDC bietet fir jede VM die Option , Topologie anzeigen®, die eine interaktive Schnittstelle zum Anzeigen von
Ressourcen und ihren Beziehungen in Bezug auf VM-Festplatte, VM, ESXi-Host, Datenspeicher und
Netzwerke bietet. Es hilft bei der Verwaltung und Uberwachung mit Erkenntnissen aus den gesammelten
Leistungsdaten. Mithilfe der Topologie kénnen Sie anhand der aktuellen Daten eine grundlegende Diagnose
durchfihren und Probleme beheben. Fir eine detaillierte Fehlerbehebung und eine schnelle MTTR verwenden
Sie"Einblicke in die NetApp Data Infrastructure Insights" die eine detaillierte Topologieansicht mit End-to-End-
Abhangigkeitszuordnung bietet.

Um auf die Topologieansicht zuzugreifen, flihren Sie die folgenden Schritte aus:

» Greifen Sie auf das VMDC-Dashboard zu.

« Wahlen Sie den vCenter-Namen aus und klicken Sie auf ,Inventar anzeigen®.
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* Wahlen Sie die VM aus und klicken Sie auf ,Topologie anzeigen®.

VM Topology
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Export nach Excel

Um die gesammelten Daten in einem verwendbaren Format zu erfassen, verwenden Sie die Option ,Bericht
herunterladen”, um die XLSX-Datei herunterzuladen.

Um den Bericht herunterzuladen, fihren Sie die folgenden Schritte aus:
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» Greifen Sie auf das VMDC-Dashboard zu.

» Wahlen Sie den vCenter-Namen aus und klicken Sie auf ,Inventar anzeigen®.
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Download Repart

Wenn beispielsweise Daten fur die letzten 4 Stunden erforderlich sind, wahlen Sie 4 oder den entsprechenden
Wert, um die Daten fir diesen bestimmten Zeitraum zu erfassen. Die generierten Daten werden kontinuierlich
aggregiert. Wahlen Sie daher den Zeitbereich aus, um sicherzustellen, dass der generierte Bericht die
erforderlichen Arbeitslaststatistiken erfasst.

VMDC-Datenzahler

Nach dem Download zeigt VMDC als erstes Blatt ,VM-Info* an, ein Blatt mit Informationen zu den VMs, die
sich in der vSphere-Umgebung befinden. Hier werden allgemeine Informationen zu den virtuellen Maschinen
angezeigt: VM-Name, Energiezustand, CPUs, bereitgestellter Speicher (MB), genutzter Speicher (MB),
bereitgestellte Kapazitat (GB), genutzte Kapazitat (GB), VMware-Tools-Version, Betriebssystemversion,
Umgebungstyp, Rechenzentrum, Cluster, Host, Ordner, primarer Datenspeicher, Festplatten, Netzwerkkarten,
VM-ID und VM-UUID.

Die Registerkarte ,VM-Leistung“ erfasst die Leistungsdaten fiir jede VM, die auf der ausgewahlten
Intervallebene abgetastet wird (Standard ist 5 Minuten). Das Beispiel jeder virtuellen Maschine umfasst:
Durchschnittliche Lese-IOPS, Durchschnittliche Schreib-IOPS, Durchschnittliche Gesamt-IOPS, Spitzen-Lese-
IOPS, Spitzen-Schreib-IOPS, Gesamt-Spitzen-IOPS, Durchschnittlicher Lesedurchsatz (KB/s),
Durchschnittlicher Schreibdurchsatz (KB/s), Durchschnittlicher Gesamtdurchsatz (KB/s), Spitzen-
Lesedurchsatz (KB/s), Spitzen-Schreibdurchsatz (KB/s), Gesamt-Spitzendurchsatz (KB/s), Durchschnittliche
Leselatenz (ms), Durchschnittliche Schreiblatenz (ms), Durchschnittliche Gesamtlatenz (ms), Spitzen-
Leselatenz (ms), Spitzen-Schreiblatenz (ms) und Gesamt-Spitzenlatenz (ms).

Die Registerkarte ,ESXi-Host-Info® erfasst fur jeden Host: Rechenzentrum, vCenter, Cluster, Betriebssystem,
Hersteller, Modell, CPU-Sockel, CPU-Kerne, Nettotaktfrequenz (GHz), CPU-Taktfrequenz (GHz), CPU-
Threads, Speicher (GB), verwendeter Speicher (%), CPU-Auslastung (%), Anzahl der Gast-VMs und Anzahl
der Netzwerkkarten.

Nachste Schritte

Verwenden Sie die heruntergeladene XLSX-Datei fir Optimierungs- und Refactoring-Ubungen.

155



VMDC-Attribute Beschreibung

Dieser Abschnitt des Dokuments behandelt die Definition jedes im Excel-Blatt verwendeten Zahlers.

VM-Infoblatt
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ESXi-Host-Informationen

Host I afthe ESXi Hyperdsor Server

Datacenier Wirtual DataCenter Name under which the ESXi Hypervisor Hosts exists

wCanter Wersion of the Whiware vCenter Server used to Manage & Monitar the ESHi Hosts
Cluster Mame ofthe Cluster under which the ESKi Bypervisor Hosts exists

o35 Wersion of YVideare ESK Hmuuimrthati:in!allnd pn the Host [/ Server
Manufacturer Wendor Company name of the Physical Server afthe Host

Mo Server Madel / Mode! | ber af the Physical Server

CPU Sochkets Total number of CPU Sockets installed on the Physical Server

CPU Cores Total number of Cores acnass all CMU Sockets instal led on the Physical Server

CPU Description Wendor Eompany & Model Information of the CPU Type instal led on the Physical Server
Met Cloek ! Sum of CPU Clock Speed of all CPU cares running on the Physical Server. Units GHz
|CPU Clock Speed {GH2) | Clock Speed of each CPU core runining on the Physical Server. Units GHz

CPU Thmads Total Number of threads supported for all Cores on the Physical Server

“I'nﬂ El Total RAM installed on the Physical Server. Units GB

Memory Used (%) Percentage of Memory Used on the Physical Server / Host

CPU usage [%) Percentageaf CPU Used on the Physical Server / Host

Guesl VM Count Total Number of Guest Virtual Machines running om the Physical Server f Host
Mumbar af MICs Total Number of Metwork Inkerface Cannection Ports on the Physical Hypervisor Server [/ Host

Abschluss

Angesichts bevorstehender Lizenzanderungen gehen Unternehmen proaktiv auf die potenzielle Erhéhung der
Gesamtbetriebskosten (TCO) ein. Sie optimieren ihre VMware-Infrastruktur strategisch durch aggressives
Ressourcenmanagement und richtige Dimensionierung, um die Ressourcennutzung zu verbessern und die
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Kapazitatsplanung zu rationalisieren. Durch den effektiven Einsatz spezialisierter Tools kénnen Unternehmen
verschwendete Ressourcen effizient identifizieren und zuriickgewinnen und so die Anzahl der Kerne und die
Gesamtkosten fir Lizenzen senken. VMDC bietet die Mdglichkeit, VM-Daten schnell zu erfassen, die aufgeteilt
werden kdnnen, um Berichte zu erstellen und die vorhandene Umgebung zu optimieren.

Fihren Sie mit VMDC eine schnelle Bewertung durch, um nicht ausgelastete Ressourcen zu ermitteln, und
verwenden Sie dann NetApp Data Infrastructure Insights (DIl), um detaillierte Analysen und Empfehlungen zur
VM-Rickgewinnung bereitzustellen. Auf diese Weise kdnnen Kunden die potenziellen Kosteneinsparungen
und Optimierungen erkennen, wahrend NetApp Data Infrastructure Insights (DIl) bereitgestellt und konfiguriert
wird. NetApp Data Infrastructure Insights (DIl) kann Unternehmen dabei helfen, fundierte Entscheidungen zur
Optimierung ihrer VM-Umgebung zu treffen. Es kann ermitteln, wo Ressourcen zurtickgewonnen oder Hosts
mit minimalen Auswirkungen auf die Produktion auf3er Betrieb genommen werden kénnen, und hilft
Unternehmen dabei, die durch die Ubernahme von VMware durch Broadcom bedingten Anderungen auf
durchdachte und strategische Weise zu bewaltigen. Mit anderen Worten: VMDC und DIl als Mechanismus zur
detaillierten Analyse helfen Unternehmen, Emotionen aus der Entscheidung herauszuhalten. Anstatt auf die
Anderungen mit Panik oder Frustration zu reagieren, kénnen sie die Erkenntnisse dieser beiden Tools nutzen,
um rationale, strategische Entscheidungen zu treffen, die ein Gleichgewicht zwischen Kostenoptimierung und
betrieblicher Effizienz und Produktivitat herstellen.

Mit NetApp konnen Sie die GroRRe lhrer virtualisierten Umgebungen anpassen und kostengunstige Flash-
Speicherleistung sowie vereinfachte Datenverwaltungs- und Ransomware-Lésungen einfiihren, um
sicherzustellen, dass Unternehmen auf das neue Abonnementmodell vorbereitet sind und gleichzeitig die
derzeit vorhandenen IT-Ressourcen optimieren.

25-50% optimization

et = H savings (based on
Optimize VMware core licensing VMDC reports showing
Optimize VMware core licensing and right-size workloads CPU utilization of ~30%

or less)

VSAN /S ONTAP [

Optimize your on-premises VMware

deployment with ONTAP Fpnw. Innee
Optimize: NetApp® Data Infrastructure
' ’ Insights
- VMware core licensing ~ n——) Unideratend fapology
- VM CPU and memory + Drive density

* Right-size workloads

Nachste Schritte

Laden Sie das VMDC-Paket herunter, sammeln Sie die Daten und verwenden Sie"vSAN TCO-Schatzer" fur
eine einfache Projektion und dann verwenden"DII" um kontinuierlich Informationen bereitzustellen, die sich
jetzt und in Zukunft auf die IT auswirken, und um sicherzustellen, dass sie sich an neue Anforderungen
anpassen kann.
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