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Analyse der Infrastruktur

Die in diesem Thema beschriebenen Verfahren dienen moglicherweise zur Analyse von
Teilen der Infrastruktur in Ihrer Umgebung. Die Schritte, Ansichten und Daten, die Sie in
dieser Ubung sammeln, verwenden virtuelle Computing-Objekte als Beispiel. Die Analyse
anderer Ressourcen in Ihrer Umgebung flhrt ahnliche Schritte anhand relevanter Zahler
fur jede spezifische Ressource aus. Ziel dieser Ubung ist es, Sie mit den verschiedenen
Optionen vertraut zu machen, die Insight bietet zum Monitoring und Verstandnis der
Eigenschaften der Assets in Inrem Datacenter.

Uber diese Aufgabe
So kénnen Sie den Zustand Ihrer Infrastruktur analysieren:

* Beobachten Sie das Verhalten eines Objekts im Zeitverlauf

* Vergleichen Sie die Metriken eines Objekts mit den Metriken der Top 10 dhnlichen Objekte

« Zahlen fur Objekte vergleichen

 Vergleichen Sie die 10 besten Objekte mit dem Durchschnitt

 Vergleichen Sie Metriken A und B fir viele Objekte, um Kategorien und Anomalien anzuzeigen
 Vergleichen Sie einen Bereich von Objekten mit anderen Objekten

* Verwenden Sie einen Ausdruck, um Metriken anzuzeigen, die in der Web-Benutzeroberflache nicht

verfugbar sind

Sie konnen alle diese Ansichten von Objekten in lhrer Infrastruktur in einem Dashboard erstellen, indem Sie
Widgets flr jede durchgefuihrte Analyse verwenden. Die Dashboards kénnen gespeichert werden, um einen
schnellen Zugriff auf aktuelle Daten in der Infrastruktur zu ermoglichen.

Beobachten Sie das Verhalten eines Objekts im Laufe der
Zeit

Sie kbnnen das Verhalten eines einzelnen Objekts beobachten, um festzustellen, ob das
Objekt innerhalb der erwarteten Betriebsebenen arbeitet.

Schritte

1. Verwenden Sie eine Abfrage, um die zu analysende VM zu identifizieren: Query > + Neue Abfrage >
Virtuelle Maschine > "Name"

Wenn Sie das Namensfeld leer lassen, werden alle VMs zuriickgegeben. Wahlen Sie die VM aus, die Sie
in dieser Ubung verwenden mdchten. Sie kénnen ihn auswahlen, indem Sie durch die Liste der VMs
blattern.

2. Erstellen Sie ein neues Dashboard fir die Informationen, die Sie erfassen mochten. Klicken Sie in der
Symbolleiste auf Dashboards > +Neues Dashboard.

3. Wahlen Sie im neuen Dashboard Variable > Text aus.



a. Fugen Sie den VM-Namen aus lhrer Abfrage als hinzu$svar1 Wert:
b. Aktivieren Sie das Kontrollkastchen.

Die Variable wird verwendet, um einfach zwischen verschiedenen Gruppen von Objekten zu wechseln, die
Sie analysieren mochten. In anderen Schritten lhrer Analyse kénnen Sie diese Variable fur zusatzliche
Analysen mit der urspringlich ausgewahlten einzelnen VM verwenden. Variablen werden nutzlicher, wenn
sie mehrere Objekte identifizieren.

4. Fugen Sie dem neuen Dashboard ein Liniendiagramm-Widget hinzu: Widget > Liniendiagramm.

a. Andern Sie den Standard-Asset-Typ auf virtuelle Maschine: Klicken Sie auf virtuelle Maschine >
Latenz-Gesamt.

b. Klicken Sie auf Filtern nach > Name > €21.1.

c. Andern Sie den Zeitraum auf dem Armaturenbrett: Dashboard-Zeit iiberschreiben > ein > 7 Tage.

Sie kénnen die Dauer der Anzeige mit einer beliebigen voreingestellten Auswahl oder durch Angabe
eines benutzerdefinierten Zeitbereichs andern.

+ das Dashboard zeigt den IOPS-Total der VM fiir den von lhnen angegebenen Zeitraum an.

5. Weisen Sie dem Widget einen Namen zu und speichern Sie das Widget.

Ergebnisse

Ihr Widget sollte Daten wie die folgenden enthalten:
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Die VM zeigt eine Periode ungewodhnlich hoher Latenz flr einen kurzen Zeitraum in den angezeigten 7 Tagen
an.



Vergleichen Sie Objekte mit der Gesamtlatenz von 10 und
der durchschnittlichen Latenz fur alle ahnlichen Objekte

Vielleicht mochten Sie einmal die VMs mit der Gesamtlatenz von 10 und der
durchschnittlichen Latenz vergleichen, um alle zu identifizieren, die aulderhalb des
durchschnittlichen Bereichs liegen. Diese Informationen kdnnten bei Entscheidungen
zum Lastausgleich von Workloads auf VMs helfen.

Schritte

1. Flgen Sie dem neuen Dashboard ein Widget mit einem gestapelten Flachendiagramm hinzu: Widget >
gestapeltes Flachendiagramm

a. Andern Sie das Standardgerat in Virtual Machine: Klicken Sie auf Storage > Virtual Machine >
Latency total

Das Widget zeigt die Latenzsumme fiir alle VMs flr 24 Stunden in einem gestapelten
Flachendiagramm an.

b. Erstellen Sie eine zweite Anzeige in diesem Widget, die Latenz insgesamt gemittelt fur alle VMs zeigt:
Widget > Liniendiagramm

c. Andern Sie das Standardgerét in Virtual Machine: Klicken Sie auf Virtual Machine > Latency-total

Das Widget zeigt die Latenzsumme fiir den standardmafigen 24-Stunden-Zeitraum unter Verwendung
eines Liniendiagramms an.

d. Klicken Sie auf X in der Roll Up-Leiste und wahlen Sie Show > Top > 10

Das System zeigt die 10 wichtigsten VMs basierend auf der Gesamtlatenz an.

2. Um die durchschnittliche Latenzgesamtmenge fir alle VMs mit den Top 10 IOPS insgesamt zu vergleichen,
verwenden Sie die folgenden Schritte:

a. Klicken Sie Auf +Hinzufiigen

b. Andern Sie das Standardgerat in Virtual Machine: Klicken Sie auf Storage > Virtual Machine > IOPS
total

c. Klicken Sie auf X in der Roll Up-Leiste und wahlen Sie Show > Top > 10

Das System zeigt die 10 Objekte mit hoher Latenz und die durchschnittliche Latenz in einem
Liniendiagramm an.

+ Bild::../media/Analytics-top10-avg.gif[]

+ die durchschnittliche Latenz betragt 1.6 ms, wahrend in den Top Ten, die VMs mit einer Latenz von Gber
200 ms.

Vergleichen Sie die Latenzgesamtmenge eines Objekts mit
der Latenzgesamtmenge der Top-10-Objekte

Mit den folgenden Schritten vergleichen Sie die Latenzgesamtmenge einer einzelnen VM



mit den VMs, die den Gesamtbetrag der 10 héchsten Latenz der gesamten virtuellen
Infrastruktur melden.

Schritte

1. Flgen Sie dem neuen Dashboard ein Widget mit einem Liniendiagramm hinzu: Widget >
Liniendiagramm

a. Andern Sie das Standardgerét in Virtual Machine: Klicken Sie auf Storage > Virtual Machine >
Latency-total

Das Widget zeigt die Gesamtlatenz flr alle VMs fir die standardmafigen 24 Stunden in einem
Flachendiagramm an.

b. Erstellen Sie eine zweite Anzeige in diesem Widget, die Latenz insgesamt gemittelt fir alle VMs zeigt:
Widget > Liniendiagramm

c. Andern Sie das Standardgerét in Virtual Machine: Klicken Sie auf Storage > Virtual Machine >
Latency-Total

Das Widget zeigt die Latenzsumme flir den standardmaRigen 24-Stunden-Zeitraum unter Verwendung
eines Liniendiagramms an.

d. Klicken Sie auf X in der Roll Up-Leiste und wahlen Sie Show > Top > 10

Das System zeigt die 10 wichtigsten VMs auf Basis der Latenz — gesamt an.
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2. Flgen Sie die VM hinzu, die Sie mit den Top 10 vergleichen méchten:
a. Klicken Sie Auf +Hinzufiligen

b. Andern Sie das Standardgerat in Virtual Machine: Klicken Sie auf Storage > Virtual Machine >
Latency total

c. Klicken Sie auf Filtern nach > Name > €21.1

3. Klicken Sie auf Legende anzeigen

Ergebnisse

Eine Legende gibt die einzelnen VMs an, die analysiert werden. Sie kdnnen VM_Exchange_1 leicht
identifizieren und feststellen, ob eine Latenz ahnlich den zehn wichtigsten VMs der Umgebung auftritt.




Vergleichen Sie Metriken-A mit Metriken-B, um Kategorien
und Anomalien anzuzeigen

Sie kdnnen ein Streudiagramm verwenden, um zwei Datensatze fur jedes Objekt
anzuzeigen. Beispielsweise konnen Sie festlegen, dass fur jedes Objekt die Summe aus
IOPS-Lese- und -Latenz angezeigt wird. Mithilfe dieses Diagramms kdénnen Sie anhand
der IOPS und der Latenz zusammen das Objekt identifizieren, das Sie als lastig
erachten.

Schritte

1. Flgen Sie dem neuen Dashboard ein Widget mit einem Streudiagramm hinzu: Widget > Streudiagramm
2. Andern Sie das Standardgerat in Virtual Machine: Klicken Sie auf Storage > Virtual Machine > Latency
total > IOPS Read

Das System zeigt einen Streudiagramm ahnlich der folgenden an:
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Verwenden Sie einen Ausdruck, um alternative Metriken zu
identifizieren

Sie kdnnen Ausdrucke verwenden, um Metriken anzuzeigen, die nicht von der Web-
Benutzeroberflache bereitgestellt werden, wie z. B. die IOPS, die vom System-Overhead
generiert werden.

Uber diese Aufgabe

Moglicherweise mdchten Sie einen Ausdruck verwenden, um die gesamten IOPS anzuzeigen, die durch nicht-
Lese- oder nicht-Schreibvorgange generiert werden, z. B. Overhead-Vorgange fir ein internes Volume.

Schritte

1. Flgen Sie ein Widget zum Dashboard hinzu. Wahlen Sie Flachendiagramm.

2. Andern Sie das Standardgerét in Internes Volume: Klicken Sie auf Speicher > Internes Volume > IOPS
Schreiben



. Klicken Sie auf die Schaltflache in Ausdruck konvertieren.

3
4. Die Metrik IOPS - Schreiben befindet sich jetzt im Feld ,a“ mit der alphabetischen Variable.
5. Klicken Sie im Variablenfeld “b” auf Auswahlen und wahlen Sie IOPS - Lesen.

6

. Geben Sie im Feld Ausdruck a + b ein. Wahlen Sie im Abschnitt Anzeige fur den
AusdruckFlachendiagramm.

~

. Geben Sie im Feld Filter by den Namen des internen Volumes ein, das Sie analysieren.

(o2]

. Das Feld Beschriftung kennzeichnet den Ausdruck. Andern Sie die Bezeichnung in eine aussagekraftige
Bezeichnung wie ,R + W IOPS".

9. Klicken Sie auf +Add, um dem Widget eine Zeile fir die gesamten IOPS hinzuzufiigen.

10. Andern Sie das Standardgerét in Internes Volume: Klicken Sie auf Speicher > Internes Volume > IOPS
Total

11. Geben Sie im Feld Filter by den Namen des internen Volumes ein, das Sie analysieren.
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Im Diagramm wird die IOPS insgesamt als Linie angezeigt. Im Diagramm wird die Kombination aus Lese-
und Schreib-IOPS in Blau angezeigt. Die Licke zwischen 9:30 und 9:45 zeigt 1/0-Operationen (Overhead)
ohne Lese- und Schreibzugriff.
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