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Analyse eines Applikations-Performance-
Problems
In diesem Dokument werden die Schritte beschrieben, die Sie zur Behebung von
Leistungsberichten für eine Anwendung, die sich auf Benutzer oder Administratoren
auswirkt, durchführen können. Benutzer beschweren sich beispielsweise darüber, dass
ihre Exchange-Anwendung den ganzen Tag über langsam ist.

Über diese Aufgabe

In OnCommand Insight ist eine Anwendung eine konfigurierte Einheit. Sie weisen der Applikation einen Namen
und eine Geschäftseinheit zu und weisen der Applikation Computing- und Storage-Ressourcen zu. Dies
ermöglicht einen besseren End-to-End-Überblick über den Zustand der Infrastruktur und ein proaktives
Management des Infrastruktur-Asset-Managements.

Schritte

1. Um mit der Untersuchung des Problems zu beginnen, verwenden Sie die Insight-Symbolleiste, um eine
globale Suche nach der Exchange-Anwendung durchzuführen.

Beim Durchführen einer Suche können Sie vor dem Objektnamen einen Objektdeskriptor
hinzufügen, um die Suchergebnisse zu verfeinern.

2. Wenn Sie in den Suchergebnissen „Exchange 2016“ auswählen, wird die Zielseite der Anwendung
angezeigt.
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Auf der Landing Page der Anwendung sind folgende Informationen von Interesse:

◦ Im ausgewählten Zeitraum von 24 Stunden wird rechts im Latenzdiagramm eine Erhöhung der Latenz
angezeigt.

◦ Während des Zeitraums der Latenzerhöhungen gibt es keine wesentlichen Änderungen im Niveau der
IOPS. Es scheint, dass die Latenzerhöhung nicht durch eine schwerere Anwendungsnutzung
verursacht wird. Der Storage-Bedarf, auf den auch die Latenzspitze zählen könnte, ist nicht besonders
hoch. Der Anstieg der Latenz kann auf einen externen Faktor zurückzuführen sein.

◦ Klicken Sie rechts neben den Diagrammen im Abschnitt Top Contributors auf 100% für das
ausgewählte interne Volume (CDOT_Boston:SP2:Vol_01). Das System zeigt, dass diese Ressource
100 % zur Exchange 2016 Applikation beiträgt.

◦ Klicken Sie auf den Navigationslink für dieses interne Volume (CDOT_Boston:SP2:Vol_01), um auf die
Zielseite für das interne Volume zuzugreifen. Die Analyse des internen Volumes kann Informationen
zur Latenzspitze liefern.
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Untersuchung des internen Volumens

Auf der Landing Page Internes Volume wird Folgendes angezeigt:

• Die Performance-Diagramme des internen Volumes entsprechen den zuvor für die Applikations-
Performance sowohl für Latenz als auch für IOPS sichtbaren Werten.

• Im Abschnitt „Ressourcen“, in dem die korrelierten Assets angezeigt werden, wird eine „gierig“-
Ressource identifiziert (CDOT_Boston:SP1:Vol_01).

Eine gierige Ressource wird durch Analysen zur Korrelation von Einblicken identifiziert. Gierige/beeinträchtigte
Ressourcen sind „Peers“, die dieselbe gemeinsame Ressource nutzen. Die übergriffige Ressource verfügt
über IOPS-Werte oder Auslastungsraten, die sich negativ auf die IOPS oder die Latenz der beeinträchtigten
Ressource auswirken.

Übergriffige und beeinträchtigte Ressourcen lassen sich auf den Landing Pages der Virtual Machine, des
Volumes und des internen Volumes ermitteln. Auf jeder Landing Page werden maximal zwei gierige
Ressourcen angezeigt.

Die Auswahl des Korrelationsrankings (%) liefert die gierigen Ergebnisse der Ressourcenanalyse. Wenn Sie
beispielsweise auf einen übergriffigen Prozentwert klicken, wird der Vorgang für ein Asset identifiziert, das sich
auf das beeinträchtigte Asset auswirkt, ähnlich wie im folgenden Beispiel dargestellt.
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Wenn eine herabgesetzte Ressource erkannt wird, können Sie die Bewertung degraded (%) auswählen, um
den Vorgang und die Ressource zu identifizieren, die sich auf die beeinträchtigte Ressource auswirkt.

Untersuchung der gierigen Ressource

Wenn Sie auf das interne Volume klicken, das als gierige Ressource identifiziert wurde,
wird die Landing Page für das Volume CDOT_Boston:SP1:Vol_01 geöffnet.

Hinweis: In der Zusammenfassung ist dieses interne Volume eine Ressource für eine andere Anwendung
(Travel Booking) und obwohl es in einem anderen Speicherpool enthalten ist, befindet es sich auf demselben
Knoten wie das interne Volume für Exchange 2016 (CDOT_Boston_N1).
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Auf der Landing Page wird angezeigt:

• Das interne Volumen, das einer Reisebuchungsanwendung zugeordnet ist.

• In den korrelierten Ressourcen wird ein neuer Speicherpool erkannt.

• Das ursprüngliche interne Volume, das Sie untersucht haben (CDOT_Boston:SP2:Vol_01), wird als
„degradiert“ gekennzeichnet.

• Im Performance-Diagramm weist die Applikation ein stabiles Latenzprofil auf, das in etwa gleichzeitig einen
IOPS-Spitzenwert hat, während der Latenzanstieg in der Exchange Applikation festzustellen ist.

Dies kann darauf hinweisen, dass die Latenzspitze der Exchange-Applikation wahrscheinlich durch den
IOPS-Spitzenwert auf diesem Volume verursacht wird.

Rechts neben den Diagrammen im Abschnitt „Ressource“ wird die korrelierte herabgesetzte Ressource
angezeigt, die das interne Exchange 2016-Volume ist (CDOT_Boston:SP2:Vol_01). Klicken Sie auf das
Kontrollkästchen, um das beeinträchtigte interne Volume in die Performance-Diagramme aufzunehmen. Wenn
Sie die beiden Performance-Diagramme ausrichten, zeigen Sie, dass die Latenz- und IOPS-Spitzen fast
zeitgleich auftreten. Dies sagt uns, dass wir ein besseres Verständnis der Travel Booking-Anwendung
bekommen wollen. Wir müssen verstehen, warum die Applikation einen so anhaltenden IOPS-Spitzenwert
verzeichnet.

Die Untersuchung des mit der Travel Booking-Anwendung verknüpften Speicherpools kann ermitteln, warum
die IOPS-Spitzenwerte in der Anwendung auftreten. Klicken Sie auf CDOT_Boston:SP1, um die Landing Page
für Storage Pool anzuzeigen.

Untersuchen Sie den Speicherpool

Bei der Untersuchung der Landing Page des Storage-Pools wird die gleiche IOPS-
Spitzenauslastung angezeigt, die in den zugehörigen Assets zu beobachten ist. Im
Abschnitt „Ressourcen“ sehen Sie, dass diese Landing Page des Speicherpools mit dem
Volumen der Reiseanwendung verknüpft ist. Klicken Sie auf das Volume, um die Volume-
Landing Page zu öffnen.
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Das Volumen wird untersucht

Die Volume-Landing-Page zeigt dieselbe bekannte IOPS-Spitze wie die zugehörigen
Assets.
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Im Abschnitt „Ressourcen“ wird die VM für die Anwendung „Reisebuchung“ identifiziert. Klicken Sie auf den
Link VM, um die Landing Page der VM anzuzeigen.

Untersuchen der VM

Wählen Sie auf der Landing Page der VM zusätzliche Metriken aus, die die CPU-
Auslastung und Speicherauslastung anzeigen und einschließen. Die Diagramme für die
CPU- und Speicherauslastung zeigen, dass beide mit fast 100 % ihrer Kapazität arbeiten.
So wird uns mitgeteilt, dass das Problem mit dem Exchange Server kein Storage-
Problem ist, sondern das Ergebnis der hohen CPU- und Arbeitsspeicherauslastung für
VMs und des damit verbunden Arbeitsspeicheraustauschs von I/O auf die Festplatte.
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Um dieses Problem zu lösen, können Sie nach weiteren ähnlichen Ressourcen suchen. Geben Sie im
Eingabedialogfeld zusätzliche Ressourcen „Node“ ein, um Metriken für Assets anzuzeigen, die der Exchange
VM ähnlich sind. Der Vergleich hilft bei der Identifizierung eines Node, der sich besser für das Hosting des
Workloads eignet, falls eine Änderung erforderlich ist.
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