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Datenquelle von NetApp Clustered Data ONTAP

Diese Datenquelle sollte fur Storage-Systeme mit Clustered Data ONTAP verwendet
werden. Sie erfordert ein Administratorkonto, das flr schreibgeschutzte API-Aufrufe
verwendet wird.

Terminologie

OnCommand Insight erfasst die folgenden Inventarinformationen aus der Datenquelle von Clustered Data
ONTAP. Fur jeden von Insight erworbenen Asset-Typ wird die fur dieses Asset am haufigsten verwendete
Terminologie angezeigt. Beachten Sie bei der Anzeige oder Fehlerbehebung dieser Datenquelle die folgende
Terminologie:

Anbieter-/Modelllaufzeit Insight Laufzeit
Festplatte Festplatte
Raid-Gruppe Festplattengruppe
Cluster Storage
Knoten Storage-Node
Aggregat Storage-Pool
LUN Datenmenge
Datenmenge Internes Volumen
(D Es" hgndelt si.ch dgbei nur um gangige Terminologiezuordnungen, die fiir diese Datenquelle
maoglicherweise nicht alle Falle darstellen.

Anforderungen

« Administratorkonto wird fiir schreibgeschitzte API-Aufrufe verwendet
* Ziel-IP ist die LIF zum Cluster-Management

* Benutzername (mit schreibgeschiitztem Rollenname zur ontapi-Applikation auf dem Standard-Vserver)
und Passwort zur Anmeldung beim NetApp Cluster

* Port-Anforderungen: 80 oder 443

* Lizenzanforderungen: FCP-Lizenz und zugeordnete/maskierte Volumes, die fiir die Erkennung erforderlich
sind

Konfiguration

Feld Beschreibung



NetApp Management IP IP-Adresse oder vollqualifizierter Domain-Name des
NetApp Clusters

Benutzername Benutzername fir das NetApp Cluster

Passwort Passwort fur den NetApp Cluster

Erweiterte Konfiguration

Feld Beschreibung

Abfrageintervall fir Bestand (min) Intervall zwischen Bestandsabstimmungen (Standard:
20 Minuten)

Leistungsintervall (Sek.) Intervall zwischen Performance-Abstimmungen

(standardmafig 300 Sekunden)

Clustered Data ONTAP Storage

Bedingungen fur Objekte oder Referenzen, die auf den Landing-Pages fur NetApp
Clustered Data ONTAP Storage-Assets moglicherweise zu finden sind.

Clustered Data ONTAP — Storage-Terminologie

Die folgenden Begriffe gelten fur Objekte oder Verweise, die auf den Landing Pages flr NetApp Clustered Data
ONTAP Storage-Ressourcen moglicherweise zu finden sind. Viele dieser Bedingungen gelten auch fir andere
Datensammler.

* Model — Eine durch Kommas getrennte Liste der eindeutigen, diskreten Node-Modellnamen in diesem
Cluster. Wenn alle Nodes in den Clustern denselben Modelltyp aufweisen, wird nur ein Modellname
angezeigt.

» Vendor — derselbe Anbietername, den Sie sehen wirden, wenn Sie eine neue Datenquelle konfigurieren
warden.

« Seriennummer —die Seriennummer des Arrays. Bei Storage-Systemen mit Cluster-Architektur wie NetApp
Clustered Data ONTAP ist diese Seriennummer moglicherweise weniger nutzlich als die einzelnen
Seriennummern ,Storage-Nodes®.

* IP —im Allgemeinen sind die IP(s) oder Hostnamen (s) wie in der Datenquelle konfiguriert.

Microcode-Version — Firmware.
* RAW Capacity — Basis 2 Summe aller physischen Festplatten im System, unabhangig von ihrer Rolle.

* Latenz — eine Darstellung der mit dem Host konfrontiert Workloads, sowohl bei Lese- als auch bei
Schreibvorgangen. Idealerweise bezieht OCI diesen Wert direkt, ist aber oft nicht der Fall. Statt dieses
Arrays anzubieten, fuhrt OCI im Allgemeinen eine IOPS-gewichtete Berechnung aus den Statistiken der
einzelnen internen Volumes™ durch.

* Durchsatz — aggregiert von internen Volumes.

* Verwaltung — dieser kann einen Hyperlink fiir die Managementoberflache des Gerats enthalten.



Programmgesteuert von der Insight-Datenquelle als Teil der Bestandsberichterstattung erstellt.

Storage-Pool von Clustered Data ONTAP

Bedingungen fur Objekte oder Referenzen, die auf den Landing Pages fur NetApp
Clustered Data ONTAP Storage-Pool-Ressourcen moglicherweise zu finden sind.

Clustered Data ONTAP — Terminologie fiir Storage-Pools

Die folgenden Begriffe gelten fur Objekte oder Verweise, die auf den Landing Pages fur NetApp Clustered Data
ONTAP Storage-Pools moglicherweise zu finden sind. Viele dieser Bedingungen gelten auch fiir andere
Datensammler.

» Speicher — auf welchem Speicher-Array dieser Pool lebt. Obligatorisch.

« Typ —ein beschreibender Wert aus einer Liste einer aufgezahlten Liste von Mdglichkeiten. Am haufigsten
ist ,Aggregate” oder ,RAID-Gruppe“”

* Node — Wenn die Architektur dieses Speicherarrays so ist, dass Pools zu einem bestimmten Speicher-
Node gehoren, wird dessen Name hier als Hyperlink zur eigenen Landing Page angezeigt.

* Verwendet Flash Pool — Ja/Nein-Wert — werden in diesem SATA/SAS-basierten Pool SSDs zur Cache-
Beschleunigung verwendet?

* Redundanz — RAID-Level oder Schutzschema. RAID_DP ist Dual-Parity, RAID TP ist die dreifache Paritat.

« Kapazitat — die Werte hier sind die genutzte logische Kapazitat, die nutzbare Kapazitat und die logische
Gesamtkapazitat sowie der verwendete Prozentsatz.

+ Uberbelegte Kapazitat — Wenn Sie mithilfe von Effizienztechnologien eine Gesamtmenge an Volume- oder
internen Volume-Kapazitaten zugewiesen haben, die groRer als die logische Kapazitat des Speicherpools
ist, dann ist der prozentuale Wert hier grof3er als 0 %.

» Snapshot — verwendete Snapshot-Kapazitaten und insgesamt, wenn lhre Speicherpoolarchitektur einen
Teil ihrer Kapazitat fir Segmente reserviert, Bereiche ausschlieflich fiir Snapshots. ONTAP in
MetroCluster-Konfigurationen werden dies wahrscheinlich zeigen, wahrend andere ONTAP-
Konfigurationen weniger sind.

* Auslastung — ein Prozentwert, der den hochsten Prozentsatz der Festplattenauslastung anzeigt, der zur
Kapazitat dieses Speicherpools beitragt. Die Festplattenauslastung steht nicht unbedingt in engem
Zusammenhang mit der Array-Performance — die Auslastung kann aufgrund von
Festplattenwiederherstellungen, Deduplizierungsaktivitaten usw. hoch sein, wenn auf dem Host keine
Workloads ausgefihrt werden. Aulderdem kann die Festplattenauslastung bei vielen’-
Replikationsimplementierungen nicht als internes Volume oder Volume-Workload angezeigt werden.

» IOPS — die Summe der IOPS aller Festplatten, die Kapazitat fir diesen Speicherpool beisteuern.

» Durchsatz — der Gesamtdurchsatz aller Festplatten, die die Kapazitat dieses Speicherpools beisteuern.

Storage-Node von Clustered Data ONTAP

Bedingungen fur Objekte oder Referenzen, die auf den Storage-Node-Ressourcen-
Landing-Pages von NetApp Clustered Data ONTAP zu finden sind.

Clustered Data ONTAP — Terminologie fur Storage-Nodes

Die folgenden Begriffe gelten fir Objekte oder Verweise, die auf den Landing Pages fur NetApp Clustered Data



ONTAP Storage-Pool-Ressourcen moglicherweise zu finden sind. Viele dieser Bedingungen gelten auch fir
andere Datensammler.
« Storage — zu welchem Speicher-Array dieser Node gehdrt. Obligatorisch.

* HA Partner — auf Plattformen, bei denen ein Knoten auf einen und nur einen anderen Knoten
umfunktioniert, wird er hier im Allgemeinen angezeigt.

 Status — Systemzustand des Node. Nur verfligbar, wenn das Array ordnungsgemal genug ist, um von
einer Datenquelle inventarisiert zu werden.

* Model — Modellname des Knotens.

* Version — Versionsname des Gerats.

» Seriennummer — die Seriennummer des Node.
» Speicher — Basis-2-Speicher, falls verfugbar.

* Auslastung: Bei ONTAP handelt es sich um einen Controller-Stress-Index eines proprietaren Algorithmus.
Bei jeder Performance-Umfrage wird anhand einer Zahl zwischen 0 und 100 % angegeben, die der héhere
Wert bei WAFL-Festplattenkonflikten oder der durchschnittlichen CPU-Auslastung ist. Wenn Sie
kontinuierliche Werte von > 50 % beobachten, ist das Anhaltspunkt dafiir, dass die Grofie nicht
ausreichend ist — mdglicherweise ist ein Controller/Node nicht gro® genug oder nicht genug rotierende
Festplatten, um den Schreib-Workload abzufangen.

IOPS — direkt von ONTAP-ZAPI-Aufrufen auf dem Node-Objekt abgeleitet.
* Latenz — direkt von ONTAP-ZAPI-Aufrufen des Node-Objekts abgeleitet.
» Durchsatz — direkt von ONTAP-ZAPI-Aufrufen des Node-Objekts abgeleitet.

* Prozessoren — CPU-Anzahl.



Copyright-Informationen

Copyright © 2024 NetApp. Alle Rechte vorbehalten. Gedruckt in den USA. Dieses urheberrechtlich geschiitzte
Dokument darf ohne die vorherige schriftiche Genehmigung des Urheberrechtsinhabers in keiner Form und
durch keine Mittel — weder grafische noch elektronische oder mechanische, einschliel3lich Fotokopieren,
Aufnehmen oder Speichern in einem elektronischen Abrufsystem — auch nicht in Teilen, vervielfaltigt werden.

Software, die von urheberrechtlich geschitztem NetApp Material abgeleitet wird, unterliegt der folgenden
Lizenz und dem folgenden Haftungsausschluss:

DIE VORLIEGENDE SOFTWARE WIRD IN DER VORLIEGENDEN FORM VON NETAPP ZUR VERFUGUNG
GESTELLT, D. H. OHNE JEGLICHE EXPLIZITE ODER IMPLIZITE GEWAHRLEISTUNG, EINSCHLIESSLICH,
JEDOCH NICHT BESCHRANKT AUF DIE STILLSCHWEIGENDE GEWAHRLEISTUNG DER
MARKTGANGIGKEIT UND EIGNUNG FUR EINEN BESTIMMTEN ZWECK, DIE HIERMIT
AUSGESCHLOSSEN WERDEN. NETAPP UBERNIMMT KEINERLEI HAFTUNG FUR DIREKTE, INDIREKTE,
ZUFALLIGE, BESONDERE, BEISPIELHAFTE SCHADEN ODER FOLGESCHADEN (EINSCHLIESSLICH,
JEDOCH NICHT BESCHRANKT AUF DIE BESCHAFFUNG VON ERSATZWAREN ODER
-DIENSTLEISTUNGEN, NUTZUNGS-, DATEN- ODER GEWINNVERLUSTE ODER UNTERBRECHUNG DES
GESCHAFTSBETRIEBS), UNABHANGIG DAVON, WIE SIE VERURSACHT WURDEN UND AUF WELCHER
HAFTUNGSTHEORIE SIE BERUHEN, OB AUS VERTRAGLICH FESTGELEGTER HAFTUNG,
VERSCHULDENSUNABHANGIGER HAFTUNG ODER DELIKTSHAFTUNG (EINSCHLIESSLICH
FAHRLASSIGKEIT ODER AUF ANDEREM WEGE), DIE IN IRGENDEINER WEISE AUS DER NUTZUNG
DIESER SOFTWARE RESULTIEREN, SELBST WENN AUF DIE MOGLICHKEIT DERARTIGER SCHADEN
HINGEWIESEN WURDE.

NetApp behalt sich das Recht vor, die hierin beschriebenen Produkte jederzeit und ohne Vorankindigung zu
andern. NetApp Ubernimmt keine Verantwortung oder Haftung, die sich aus der Verwendung der hier
beschriebenen Produkte ergibt, es sei denn, NetApp hat dem ausdrticklich in schriftlicher Form zugestimmit.
Die Verwendung oder der Erwerb dieses Produkts stellt keine Lizenzierung im Rahmen eines Patentrechts,
Markenrechts oder eines anderen Rechts an geistigem Eigentum von NetApp dar.

Das in diesem Dokument beschriebene Produkt kann durch ein oder mehrere US-amerikanische Patente,
auslandische Patente oder anhangige Patentanmeldungen geschutzt sein.

ERLAUTERUNG ZU ,RESTRICTED RIGHTS*: Nutzung, Vervielfaltigung oder Offenlegung durch die US-
Regierung unterliegt den Einschrankungen gemaf Unterabschnitt (b)(3) der Klausel ,Rights in Technical Data
— Noncommercial ltems* in DFARS 252.227-7013 (Februar 2014) und FAR 52.227-19 (Dezember 2007).

Die hierin enthaltenen Daten beziehen sich auf ein kommerzielles Produkt und/oder einen kommerziellen
Service (wie in FAR 2.101 definiert) und sind Eigentum von NetApp, Inc. Alle technischen Daten und die
Computersoftware von NetApp, die unter diesem Vertrag bereitgestellt werden, sind gewerblicher Natur und
wurden ausschlie3lich unter Verwendung privater Mittel entwickelt. Die US-Regierung besitzt eine nicht
ausschlieBliche, nicht Gbertragbare, nicht unterlizenzierbare, weltweite, limitierte unwiderrufliche Lizenz zur
Nutzung der Daten nur in Verbindung mit und zur Unterstitzung des Vertrags der US-Regierung, unter dem
die Daten bereitgestellt wurden. Sofern in den vorliegenden Bedingungen nicht anders angegeben, durfen die
Daten ohne vorherige schriftliche Genehmigung von NetApp, Inc. nicht verwendet, offengelegt, vervielfaltigt,
geandert, aufgefiihrt oder angezeigt werden. Die Lizenzrechte der US-Regierung fir das US-
Verteidigungsministerium sind auf die in DFARS-Klausel 252.227-7015(b) (Februar 2014) genannten Rechte
beschrankt.

Markeninformationen

NETAPP, das NETAPP Logo und die unter http://www.netapp.com/TM aufgefihrten Marken sind Marken von
NetApp, Inc. Andere Firmen und Produktnamen kénnen Marken der jeweiligen Eigentiimer sein.


http://www.netapp.com/TM\

	Datenquelle von NetApp Clustered Data ONTAP : OnCommand Insight
	Inhalt
	Datenquelle von NetApp Clustered Data ONTAP
	Terminologie
	Anforderungen
	Konfiguration
	Erweiterte Konfiguration
	Clustered Data ONTAP Storage
	Storage-Pool von Clustered Data ONTAP
	Storage-Node von Clustered Data ONTAP


