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Allgemeines zum Cluster-Monitoring

Sie konnen der Unified Manager Datenbank Cluster hinzufugen, um Cluster zu
Uuberwachen, um Verfugbarkeit, Kapazitat und andere Details wie CPU-Nutzung,
Schnittstellenstatistiken, freien Festplattenspeicher, qtree-Nutzung und Chassis-
Umgebung zu Uberwachen.

Ereignisse werden generiert, wenn der Status anormal ist oder wenn ein vordefinierter Schwellenwert
Uberschritten wird. Bei entsprechender Konfiguration sendet Unified Manager eine Benachrichtigung an einen
bestimmten Empfanger, wenn ein Ereignis eine Warnmeldung ausldst.

Das folgende Flussdiagramm zeigt den Monitoring-Prozess von Unified Manager:
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Allgemeines zu Root-Volumes von Nodes

Sie konnen das Root-Volume des Nodes mithilfe von Unified Manager Uberwachen. Als
Best Practice wird empfohlen, dass das Node-Root-Volume Uber ausreichende
Kapazitaten verfigen sollte, um zu verhindern, dass der Node ausfallt.

Wenn die verwendete Kapazitat des Node-Root-Volumes 80 Prozent der Gesamt-Root-Volume-Kapazitat des
Nodes Uberschreitet, wird das Ereignis Node Root Volume Space fast Full generiert. Sie kénnen eine Meldung
fur das Ereignis konfigurieren, um eine Benachrichtigung zu erhalten. Sie kdnnen geeignete MalRnahmen



ergreifen, um zu verhindern, dass der Node unter Verwendung von OnCommand System Manager oder der
ONTAP CLI ausfallt.

Allgemeines zu Ereignissen und Schwellenwerten fuir Root-
Aggregate von Nodes

Sie kdnnen das Root-Aggregat des Nodes mithilfe von Unified Manager uberwachen. Als
Best Practice empfiehlt es sich, das Root-Volumen im Root-Aggregat stark
bereitzustellen, um zu verhindern, dass der Knoten angehalten wird.

Standardmafig werden Kapazitats- und Performance-Ereignisse nicht fur die Root-Aggregate generiert.
Darlber hinaus gelten die von Unified Manager verwendeten Schwellenwertwerte nicht fir die Root-Aggregate
der Nodes. Nur ein Mitarbeiter des technischen Supports kann die Einstellungen fiir diese zu erstellenden
Ereignisse andern. Wenn die Einstellungen vom technischen Supportmitarbeiter geandert werden, werden die
Kapazitatsschwellenwerte auf das Root-Aggregat des Nodes angewendet.

Sie kdnnen geeignete MalRnahmen ergreifen, um zu verhindern, dass der Node mit OnCommand System
Manager oder der ONTAP CLI angehalten wird.

Verstandnis von Quorum und Epsilon

Quorum und Epsilon sind wichtige Kennzahlen fur den Clusterzustand und die Funktion,
die gemeinsam zeigen, wie Cluster potenzielle Herausforderungen bei Kommunikation
und Konnektivitat bewaltigen.

Quorum ist eine Voraussetzung fur ein voll funktionsfahiges Cluster. Wenn ein Cluster Quorum aufweist, sind
die meisten Knoten in einem ordnungsgemalen Zustand und konnen miteinander kommunizieren. Wenn das
Quorum verloren geht, verliert das Cluster die Mdglichkeit, normale Cluster-Vorgange zu erledigen. Es kann
jederzeit nur eine Sammlung von Knoten Quorum enthalten, da alle Knoten gemeinsam eine Ansicht der
Daten teilen. Wenn zwei nicht kommunizierende Knoten die Daten auf unterschiedliche Weise andern dirfen,
ist es daher nicht mehr maoglich, die Daten in einer einzigen Datenansicht zu vergleichen.

Jeder Knoten im Cluster nimmt an einem Abstimmprotokoll Teil, das einen Knoten Master wahlt; jeder
verbleibende Knoten ist ein secondary. Der Master-Node ist fiir die Synchronisierung von Informationen im
gesamten Cluster verantwortlich. Wenn Quorum gebildet wird, wird es durch standige Abstimmung
beibehalten. Wenn der Hauptknoten offline geht und sich das Cluster noch im Quorum befindet, wird ein neuer
Master von den Knoten ausgewahlt, die online bleiben.

Da es die Moglichkeit einer Krawatte in einem Cluster mit einer geraden Anzahl von Knoten gibt, hat ein
Knoten eine zusatzliche fraktionale Abstimmungsgewichtung namens epsilon. Wenn die Konnektivitat
zwischen zwei gleichen Teilen eines groRen Clusters ausfallt, bleibt die Gruppe der Nodes mit epsilon ein
Quorum, vorausgesetzt, dass alle Nodes ordnungsgemaf sind. Die folgende Abbildung zeigt beispielsweise
ein Cluster mit vier Nodes, in dem zwei der Nodes ausgefallen sind. Da einer der verbliebenen Nodes jedoch
Epsilon enthalt, bleibt das Cluster im Quorum, auch wenn es nicht die einfache Mehrheit der gesunden Knoten
gibt.



Epsilon wird beim Erstellen des Clusters automatisch dem ersten Knoten zugewiesen. Wenn der Node, auf
dem Epsilon steht, ungesund wird, seinen Hochverflgbarkeits-Partner Gbernimmt oder vom
Hochverfiigbarkeitspartner itbernommen wird, wird Epsilon automatisch einem gesunden Node in einem
anderen HA-Paar neu zugewiesen.

Wenn ein Node offline geschaltet wird, kann sich dies darauf auswirken, dass das Cluster im Quorum bleibt.
Daher gibt ONTAP eine Warnmeldung aus, wenn Sie versuchen, einen Vorgang durchzufihren, der entweder
das Cluster aus dem Quorum entfernt, oder wenn es ein Ausfall von dem Verlust des Quorums entfernt wird.
Sie kénnen die Quorum-Warnmeldungen mit deaktivieren cluster quorum-service options modify
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