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Analyse der Workload-Performance

Mit Unified Manager lasst sich die I/O-Performance von Volume-Workloads auf Clustern
Uberwachen und analysieren. Sie konnen ermitteln, ob ein Performance-Problem im
Cluster liegt und ob der Storage das Problem ist.

@ Dieses Kapitel beschreibt die Analyse der Workload-Performance mithilfe der Seite
.Performance/Volume Details“ und der Seite ,Ereignisdetails®.

Ermitteln, ob ein Workload ein Performance-Problem
aufweist

Sie kdnnen mit Unified Manager feststellen, ob ein festgestellter Performance-Ereignis
tatsachlich durch ein Performance-Problem auf dem Cluster verursacht wurde. Das
Ereignis konnte beispielsweise zu einem Spitzenwert bei der Aktivitat gefuhrt haben, der
die Reaktionszeit steigerte, aber jetzt ist die Reaktionszeit wieder auf das Ubliche Niveau
zuruckgekehrt.

Bevor Sie beginnen

» Sie mussen Uber die Rolle ,Operator®, ,OnCommand Administrator* oder ,Storage Administrator” verfiigen.

« Sie missen den Namen des Volumes oder der zugehorigen LUN identifiziert haben, die Sie analysieren
mochten.

+ Unified Manager muss Performance-Statistiken vom Cluster mindestens fiinf Tage gesammelt und
analysiert haben.

Uber diese Aufgabe

Wenn Sie die Seite ,Ereignisdetails” aufrufen, kdnnen Sie auf den Namenslink fur ein Volume klicken, um
direkt zur Seite ,Performance/Volume Details“ zu gelangen.

Schritte
1. Geben Sie in der Search-Leiste mindestens die ersten drei Zeichen des Volume-Namens ein.
Der Name des Volume wird in den Suchergebnissen angezeigt.
2. Klicken Sie auf den Namen des Volumes.
Das Volume wird auf der Seite Performance/Volume Details angezeigt.

3. Klicken Sie im Historic Data-Diagramm auf 5d, um die letzten flnf Tage historischer Daten anzuzeigen.
4. Lesen Sie das Latenz-Diagramm, um die folgenden Fragen zu beantworten:
o Gibt es neue Performance-Ereignisse?

> Gibt es historische Performance-Ereignisse, die darauf hindeuten, dass in der Vergangenheit Probleme
mit dem Volume aufgetreten sind?

o Gibt es Spitzen in der Reaktionszeit, auch wenn sich die Spitzen innerhalb des erwarteten Bereichs



befinden?

> Gab es Konfigurationsanderungen auf dem Cluster, die sich mdglicherweise auf die Performance
auswirken? Wenn bei der Antwortzeit des Volumes keine Performance-Ereignisse, Spitzenlasten oder
kurzlich geadnderte Konfigurationen angezeigt werden, die sich mdglicherweise auf die Reaktionszeit
auswirken, kénnen Sie das durch das Cluster verursachte Performance-Problem ausschlieRen.

Untersuchung einer vermuteten langsamen Reaktionszeit
fur einen Workload

Sie kdnnen mit Unified Manager ermitteln, ob die Operationen im Cluster moglicherweise
zur langsamen Reaktionszeit (Latenz) fur einen Volume-Workload beigetragen haben.

Bevor Sie beginnen

» Sie missen Uber die Rolle ,Operator”, ,OnCommand Administrator” oder ,Storage Administrator” verfligen.

+ Sie missen den Namen des Volumes oder der zugehorigen LUN identifiziert haben, die Sie analysieren
mochten.

 Unified Manager muss Performance-Statistiken vom Cluster mindestens funf Tage gesammelt und
analysiert haben.

Uber diese Aufgabe

Wenn Sie die Seite ,Ereignisdetails” aufrufen, kdnnen Sie auf den Namen eines Volumes klicken, um direkt zur
Seite ,Performance/Volume Details* zu gelangen.

Schritte
1. Geben Sie in der Search-Leiste den Namen des Volumens ein.
Der Name des Volume wird in den Suchergebnissen angezeigt.
2. Klicken Sie auf den Namen des Volumes.
Das Volume wird auf der Seite Performance/Volume Details angezeigt.
3. Klicken Sie auf der Historischen Datenkarte auf 5d, um die letzten funf Tage historischer Daten
anzuzeigen.
4. Lesen Sie das IOPS Diagramm, um die folgenden Fragen zu beantworten:
o Gibt es dramatische Spitzen in der Aktivitat?

o Gibt es dramatische Tropfen in der Aktivitat?

> Gibt es anormale Anderungen im Betriebsmuster? Wenn der Betrieb keine dramatischen Spitzen oder
Aktivitatsspitzen anzeigt und wahrend dieser Zeit keine Anderungen an der Cluster-Konfiguration
vorgenommen wurden, kann der Storage-Administrator bestatigen, dass andere Workloads die
Volume-Performance nicht beeintrachtigt haben.

5. Wahlen Sie im MenUl break down Data by unter IOPS die Option reads/writes/other aus.

6. Klicken Sie Auf Absenden.

Das Diagramm Lese-/Schreibvorgange/Sonstiges wird unter dem IOPS-Diagramm angezeigt.



7. Prifen Sie das Diagramm * Lese-/Schreibvorgange/anderes®, um dramatische Spitzen oder Abfélle in der
Menge der Lese- oder Schreibvorgange fir das Volume zu identifizieren.

Wenn keine drastischen Spitzen oder Abfalle bei Lese- oder Schreibvorgangen vorliegen, kann der
Storage-Administrator bestatigen, dass die 1/0-Vorgange im Cluster normal ausgefihrt werden.
Méglicherweise liegen Leistungsprobleme im Netzwerk oder den verbundenen Clients vor.

Trends der I/O-Reaktionszeit bei Cluster-Komponenten
erkennen

Mit Unified Manager kdnnen Sie die Performance-Trends fur alle berwachten
Clusterkomponenten fur einen Volume Workload anzeigen. Im Laufe der Zeit konnen Sie
sehen, welche Komponenten die hochste Auslastung haben, ob Lese- oder
Schreibanfragen die hochste Auslastung haben und wie sich die Auslastung auf die
Reaktionszeit des Workloads ausgewirkt hat.

Bevor Sie beginnen

« Sie mlssen Uber die Rolle ,Operator”, ,OnCommand Administrator” oder ,Storage Administrator® verfiigen.

» Sie missen den Namen des Volumes oder der zugehdrigen LUN, die Sie analysieren mochten, identifiziert
haben.

* Um Performance-Statistiken von 30 Tagen anzuzeigen, muss Unified Manager mindestens 30 Tage
Performance-Statistik aus dem Cluster gesammelt und analysiert haben.

Uber diese Aufgabe

Anhand der Ermittlung der Performance-Trends flr die Cluster-Komponenten kann der Administrator
entscheiden, ob der Cluster iberlastet oder nicht ausgelastet ist.

Wenn Sie die Seite ,Ereignisdetails” aufrufen, konnen Sie auf den Namen eines Volumes klicken, um direkt zur
Seite ,Performance/Volume Details® zu gelangen.

Schritte

1. Geben Sie in der Search-Leiste den Namen des Volumens ein.
Der Name des Volume wird in den Suchergebnissen angezeigt.
2. Klicken Sie auf den Namen des Volumes.
Das Volume wird auf der Seite Performance/Volume Details angezeigt.

3. Klicken Sie auf dem Historischen Datendiagramm auf 30d, um die letzten 30 Tage historischer Daten
anzuzeigen.

4. Klicken Sie auf Aufbrechen von Daten durch.

5. Wahlen Sie unter Latenz Cluster-Komponenten und Lese-/Schreib-Latenz aus.

6. Klicken Sie Auf Absenden.

Beide Diagramme werden unter dem Latenzdiagramm angezeigt.



7. Sehen Sie sich das Diagramm * Cluster Components* an.

Das Diagramm unterteilt die Gesamtantwortzeit nach Cluster-Komponente. Die Reaktionszeit im Aggregat
ist die hochste.

8. Vergleichen Sie das Diagramm Cluster Components mit dem Diagramm Latenz.

Das Latenzdiagramm zeigt Spitzen in der gesamten Reaktionszeit, die mit den Spitzen in der Reaktionszeit
des Aggregats abgeglichen werden. Am Ende des 30-Tage-Zeitrahmens, in dem die Leistungsschwelle
Uberschritten wurde, gibt es einige wenige.

9. Priifen Sie das Diagramm * Lese-/Schreib-Latenz*.

Das Diagramm zeigt eine hohere Reaktionszeit bei Schreibanfragen als Leseanforderungen, was darauf
hinweist, dass die Client-Anwendungen langer als gewdhnlich warten, um ihre Schreibanforderungen zu
erfullen.

10. Vergleichen Sie das Diagramm * Lese-/Schreib-Latenz* mit dem Diagramm * Latenz*.

Die Spitzen bei der gesamten Antwortzeit, die auf das Aggregat im Diagramm ,Cluster-Komponenten*
abgestimmt sind, werden auch auf die Schreibvorgange im Latenzdiagramm flr Lese-/Schreibvorgéange
ausgerichtet. Der Administrator muss entscheiden, ob die Client-Applikationen, die den Workload
verwenden, berlcksichtigt werden missen oder ob das Aggregat zu viel genutzt wird.

Analyse der Performance-Verbesserungen, die durch die
Verschiebung eines Volumes erzielt wurden

Mit Unified Manager kdnnen Sie die Auswirkungen einer Verschiebung eines Volumes
auf die Latenz (Reaktionszeit) anderer Volumes auf dem Cluster untersuchen. Durch die
Verschiebung eines hochperformanten Volumes zu einem weniger ausgelasteten
Aggregat oder eines Aggregats mit aktiviertem Flash-Storage kann das Volume effizienter
ausgefuhrt werden.

Bevor Sie beginnen

« Sie mlssen uber die Rolle ,Operator”, ,OnCommand Administrator” oder ,Storage Administrator® verfigen.

+ Sie missen den Namen des Volumes oder der zugehorigen LUN identifiziert haben, die Sie analysieren
mochten.

» Unified Manager muss sieben Tage Daten erfasst und analysiert haben.

Uber diese Aufgabe

Unified Manager bestimmt, wann ein Volume zwischen Aggregaten verschoben wird. Es kann erkennen, wann
die Volume-Verschiebung stattfindet, abgeschlossen ist oder fehlgeschlagen ist. Auf der Seite
Performance/Volume Details wird fiir jeden Status der Volume-Verschiebung ein Anderungssymbol angezeigt.
Anhand dieses Symbols kénnen Sie feststellen, wann ein Verschiebevorgang stattgefunden hat, und Sie
koénnen feststellen, ob dieser zu einem Performance-Ereignis beigetragen hat.

Wenn Sie die Seite ,Ereignisdetails aufrufen, kdnnen Sie auf den Namen eines Volumes klicken, um direkt zur
Seite ,Performance/Volume Details“ zu wechseln.



Schritte

1. Geben Sie in der Search-Leiste den Namen des Volumens ein.

2. Klicken Sie auf den Namen des Volumes.
Das Volume wird auf der Seite Performance/Volume Details angezeigt.

3. Passen Sie im Diagramm * Historic Data* die Schieberegler an, um die Aktivitat der letzten Arbeitswoche
anzuzeigen.

4. Analysieren Sie das Latenz-Diagramm und das IOPS-Diagramm, um zu sehen, wie sich das Volumen in
den letzten Tagen abspielte.

Angenommen, Sie stellen fest, dass ein konsistentes Muster sehr hoher durchschnittlicher Antwortzeiten
von uber 42 Millisekunden pro Betrieb (ms/OP) mit Performance-Ereignissen jeden Tag der Woche fallt
und entscheiden, das Volume in ein weniger beschaftigtes Aggregat zu verschieben, um die Performance
zu verbessern. Mit OnCommand System Manager kann das Volume zu einem Aggregat mit aktiviertem
Flash Pool verschoben werden, um die Performance zu steigern. Etwa eine Stunde nach Abschluss der
Volume-Verschiebung kénnen Sie zu Unified Manager zurlickkehren, um zu bestatigen, dass der Vorgang
erfolgreich abgeschlossen wurde und sich die Latenz verbessert hat.

5. Wenn die Seite Performance/Volume Details nicht angezeigt wird, suchen Sie nach dem gewlinschten
Volume.

6. Klicken Sie im Historic Data-Diagramm auf 1d, um die Aktivitat vom letzten Tag, einige Stunden seit der
Volumenbewegung, anzuzeigen.

Im unteren Bereich der Seite in der Zeile Ereignisse Zeit wird ein Symbol fiir das Ereignis andern (i)
Wird angezeigt, um die Zeit anzugeben, die der Vorgang der Volumenbewegung abgeschlossen wurde.
Eine schwarze, vertikale Linie wird auch vom Anderungssymbol in das Latenzdiagramm angezeigt.

7. Zeigen Sie mit dem Cursor auf das Symbol Ereignis andern, um Details zum Ereignis in der Ereignisliste
anzuzeigen.

Da das Volume zu einem Aggregat mit aktiviertem Flash Pool verschoben wurde, sehen Sie die Anderung
bei Lese- und Schreib-I/O in den Cache.

8. Wahlen Sie im Men( * Data by* unter Mbps die Option Cache HIT Ratio aus.

Das Diagramm ,Cache-Trefferverhaltnis” zeigt Statistiken zu den Lese- und Schreibvorgangen im Cache
an.

Das Volume wurde erfolgreich in ein Aggregat mit weniger Auslastung verschoben und das
Anderungsereignis wird in der Ereignisliste rechts hervorgehoben. Die durchschnittliche Latenz sank
deutlich von Uber 42 ms/op auf rund 24 ms/op Die derzeitige Latenz betragt ca. 1.5 ms/op Im Cache-
Trefferverhaltnis-Diagramm liegt die Menge der erfolgreichen Lese- und Schreibvorgange in den Cache
jetzt bei 100 %, da sich das Volume jetzt auf einem Aggregat mit aktiviertem Flash Pool befindet.

So verschieben Sie ein FlexVol Volume

Wenn Sie wissen, wie das Verschieben eines FlexVol Volumes funktioniert, konnen Sie
feststellen, ob die Verschiebung eines Volumes Service Level Agreements erfullt und
ermitteln, wo sich die Volume-Verschiebung befindet.



FlexVol Volumes werden von einem Aggregat oder Node zu einem anderen innerhalb derselben Storage
Virtual Machine (SVM) verschoben. Durch eine Volume-Verschiebung wird der Client-Zugriff wahrend der
Verschiebung nicht unterbrochen.

Verschieben eines Volumes erfolgt in mehreren Phasen:

» Ein neues Volume wird auf dem Zielaggregat erstellt.

* Die Daten aus dem urspriinglichen Volume werden auf das neue Volume kopiert.
Wahrend dieser Zeit ist das urspringliche Volume intakt und fur Clients verfugbar.
* Am Ende des Verschiebevorgangs wird der Client-Zugriff voribergehend gesperrt.

Wahrend dieser Zeit fiihrt das System eine endgliltige Replikation vom Quell-Volume zum Ziel-Volume
durch, tauscht die Identitaten der Quell- und Ziel-Volumes aus und andert das Ziel-Volume in das Quell-
Volume.

* Nach Abschluss der Verschiebung wird der Client-Datenverkehr zum neuen Quell-Volume weitergeleitet
und der Client-Zugriff wird fortgesetzt.

Die Verschiebung wird fur den Client-Zugriff nicht unterbrochen, da die Zeit, in der der Client-Zugriff gesperrt
ist, bevor Clients eine Unterbrechung oder eine Unterbrechung bemerken. Der Client-Zugriff ist standardmaRig
fur 35 Sekunden gesperrt. Falls der Vorgang zur Verschiebung des Volumes nicht zum Zeitpunkt des
Abzugriffs abgeschlossen werden kann, bricht das System diese letzte Phase der Verschiebung des Volumes
ab und erlaubt den Client-Zugriff. Das System versucht standardmaflig dreimal die letzte Phase. Nach dem
dritten Versuch wartet das System eine Stunde, bevor es erneut versucht wird, die letzte Phasenfolge zu
versuchen. Das System flhrt die letzte Phase der Verschiebung des Volumes aus, bis die Volume-
Verschiebung abgeschlossen ist.

Seite Performance/Volume Details

Diese Seite enthalt detaillierte Performance-Statistiken fur alle 1/0-Aktivitaten und
Vorgange fur das ausgewahlte FlexVol Volume, das FlexGroup Volume oder den
FlexGroup-Komponenten-Workload. Sie kdnnen einen bestimmten Zeitrahmen
auswahlen, in dem die Statistiken und Ereignisse fur das Volume angezeigt werden
sollen. Die Ereignisse identifizieren Performance-Ereignisse und Anderungen, die sich
auf die I1/0O-Performance auswirken konnen.

Historisches Diagramm

Zeigt die historischen Leistungsanalyse-Daten flir das ausgewahlte Volume an. Sie kdnnen auf die
Schieberegler klicken und ziehen, um einen Zeitrahmen festzulegen. Die Schieberegler erhéhen und
reduzieren das Zeitfenster. Die Daten aullerhalb des Zeitrahmenfensters sind ausgegraut. Mit dem
Schieberegler unten im Diagramm konnen Sie das Zeitfenster Gber die historischen Daten verschieben. Die
gesamte Seite, einschliellich der angezeigten Diagramme und Ereignisse, gibt die Daten wieder, die im
Zeitfenster verflgbar sind. Unified Manager speichert auf dieser Seite maximal 30 Tage historische Daten.

Wenn Sie auf dem historischen Datendiagramm je nach Bildschirmauflésung einen Zeitrahmen
@ von mehr als einem Tag auswahlen, werden in den Diagrammen die maximalen Werte fur
Reaktionszeit und IOPS Uber die Anzahl der Tage hinweg angezeigt.



Optionen
» Zeitauswahl

Gibt den Zeitbereich an, tiber den die Volume-Performance-Statistiken flir die gesamte Seite angezeigt
werden sollen. Sie kénnen 1 Tag (1d) bis 30 Tage (30d) anklicken oder auf Benutzerdefiniert klicken, um
einen benutzerdefinierten Bereich auszuwahlen. Fir einen benutzerdefinierten Bereich konnen Sie ein
Anfang- und Enddatum auswahlen und dann auf Aktualisieren klicken, um die gesamte Seite zu
aktualisieren.

Wenn Sie auf der Seite Ereignisdetails auf die Seite Performance/Volume Details zugreifen,
indem Sie auf den Namenslink eines Volumes klicken, wird standardmafig automatisch ein

@ Zeitbereich, z. B. 1 Tag oder 5 Tage vor dem aktuellen Tag, ausgewahlt. Wenn Sie den
Schieberegler im historischen Datendiagramm verschieben, andert sich der Zeitbereich in
einen benutzerdefinierten Bereich, aber die Auswahl Benutzerdefiniert Zeit ist nicht
ausgewahlt. Die Standardzeitauswahl bleibt ausgewahlt.

* Brechen Sie die Daten nach auf

Enthalt eine Liste von Diagrammen, die Sie zur Seite ,Performance/Volume-Details hinzufligen kénnen,
um detailliertere Performance-Statistiken flr das ausgewahlte Volume anzuzeigen.

In den Aufschliisselung der Daten werden Performance-Statistiken angezeigt

Sie kdnnen die Diagramme verwenden, um Performance-Trends flr ein Volume
anzuzeigen. Sie konnen auch Statistiken fur Lese- und Schreibvorgange,
Netzwerkprotokollaktivitaten, die Auswirkungen einer QoS-Richtliniengruppendrosselung
auf Latenz, das Verhaltnis von Lese- und Schreibzugriffen auf Cache Storage, die von
einem Workload verwendete Cluster-CPU-Gesamtzeit und bestimmte Cluster-
Komponenten anzeigen.

Diese Ansichten zeigen Statistiken von maximal 30 Tagen vom aktuellen Tag an. Wenn Sie im historischen
Datendiagramm je nach Bildschirmauflosung einen Zeitrahmen von mehr als einem Tag auswahlen, werden in
den Diagrammen die maximalen Werte flr Latenz und IOPS Uber die Anzahl der Tage hinweg angezeigt.

@ Sie kdnnen das Kontrollkastchen * Alle auswahlen* verwenden, um alle aufgeflhrten
Diagrammoptionen auszuwahlen oder zu deaktivieren.

e Latenz

In den folgenden Diagrammen werden Informationen zur Latenz oder Reaktionszeit fir den ausgewahlten
Workload detailliert aufgefihrt:

o Clusterkomponenten

Zeigt ein Diagramm der Zeit an, die fir jede Cluster-Komponente verwendet wurde, die vom
ausgewahlten Volume verwendet wurde.

Das Diagramm hilft Ihnen, die Auswirkung auf die Latenz fiir jede Komponente in Verbindung mit der
gesamten Latenz zu bestimmen. Sie kdnnen das Kontrollkdstchen neben jeder Komponente
verwenden, um das Diagramm anzuzeigen und auszublenden.



Bei QoS-Richtliniengruppen werden Daten nur fur benutzerdefinierte Richtliniengruppen angezeigt.
Nullen werden fur systemdefinierte Richtliniengruppen angezeigt, z. B. fir Standardrichtliniengruppen.

o Lese-/Schreib-Latenz

Zeigt ein Diagramm der Latenzen der erfolgreichen Lese- und Schreibanforderungen vom
ausgewahlten Volume-Workload im ausgewahlten Zeitrahmen an.

Schreibanforderungen sind eine orangefarbene Zeile und Leseanforderungen sind eine blaue Zeile.
Die Anforderungen sind spezifisch hinsichtlich der Latenz fir den ausgewahlten Volume-Workload und
nicht fur alle Workloads im Cluster.

Die Lese- und Schreib-Statistiken ergeben moglicherweise nicht immer die im

@ Latenzdiagramm angezeigten Statistiken zur gesamten Latenz. Das erwartete Verhalten
hangt davon ab, wie Unified Manager Statistiken zu Lese- und Schreibvorgangen fur
einen Workload sammelt und analysiert.

> Policy Group Impact

Zeigt ein Diagramm des prozentualen Anteils der Latenz fur den ausgewahlten Volume-Workload an,
der durch das Durchsatzlimit seiner QoS-Richtliniengruppe beeintrachtigt wird.

Wenn der Workload gedrosselt wird, zeigt der Prozentsatz an, wie sehr die Drosselung zu einem
bestimmten Zeitpunkt zur Latenz beigetragen hat. Die Prozentwerte geben die Drosselung an:

= 0% = keine Drosselung
= > 0% = Drosselung

= > 20% = kritische Drosselung Wenn der Cluster mehr Arbeit erledigen kann, kénnen Sie die
Drosselung durch Erhéhung des Richtliniengruppenlimits verringern. Eine andere Option ist es, den
Workload in ein weniger stark ausgelasteten Aggregat zu verschieben.

Das Diagramm wird nur flr Workloads in einer benutzerdefinierten QoS-Richtliniengruppe
mit einem festgelegten Durchsatzlimit angezeigt. Sie wird nicht angezeigt, ob sich die
Workloads in einer von dem System definierten Richtliniengruppe befinden, z. B. in der
Standardrichtliniengruppe, oder in einer Richtliniengruppe, die kein QoS-Limit hat. Bei einer

@ QoS-Richtliniengruppe kdnnen Sie den Mauszeiger auf den Namen der Richtliniengruppe
zeigen, um ihr Durchsatzlimit und das letzte Mal anzuzeigen. Wenn die Richtliniengruppe
geandert wurde, bevor das zugehdrige Cluster zu Unified Manager hinzugefugt wurde,
handelt es sich bei der letzten geanderten Zeit um das Datum und die Uhrzeit, zu der
Unified Manager das Cluster zum ersten Mal entdeckte.

- IOPS
Die folgenden Diagramme zeigen die IOPS-Daten fur den ausgewahlten Workload an:
o Lesen/Schreiben/Sonstiges

Zeigt ein Diagramm an, das die Anzahl der Lese- und Schreib-IOPS und anderer IOPS pro Sekunde im
ausgewahlten Zeitrahmen anzeigt.

Andere IOPS sind Protokollaktivitdten, die vom Client initiiert werden und keine Lese- oder
Schreibvorgange sind. In einer NFS-Umgebung kénnten dies beispielsweise Metadatenvorgange wie
getattr, setattr oder fsstat sein. In einer CIFS-Umgebung kénnte es sich um Attributsuchen,
Verzeichnislisten oder Virenschutzprifungen handeln. Schreib-IOPS sind eine orangefarbene Linie und



Leseanforderungen sind eine blaue Linie. Die Anforderungen sind spezifisch fir alle Vorgange des
ausgewahlten Volume-Workloads und nicht fir alle Vorgange im Cluster.

* Mbps
Die folgenden Diagramme zeigen die Durchsatzdaten fiir den ausgewahlten Workload an:
o Cache Trefferquote

Zeigt ein Diagramm des prozentualen Anteils der Leseanforderungen von Client-Applikationen an, die
Uber den Cache im ausgewahlten Zeitrahmen zufrieden sind.

Der Cache konnte sich auf Flash Cache-Karten oder Solid State-Laufwerken (SSDs) in Flash Pool
Aggregaten befinden. Ein Cache-Treffer in Blau ist ein aus dem Cache gelesener Treffer. Ein Cache-
Treffer in orange ist ein Lesevorgang von einer Festplatte im Aggregat. Die Anforderungen sind
spezifisch flr den ausgewahlten Volume-Workload, nicht jedoch fir alle Workloads im Cluster.

Ausflhrlichere Informationen zur Volume-Cache-Nutzung kénnen Sie auf den Integritatsseiten von Unified
Manager und in OnCommand System Manager anzeigen.

 Komponenten

Die folgenden Diagramme zeigen die Daten nach Clusterkomponenten, die vom ausgewahlten Workload
verwendet werden:

o Cluster CPU-Zeit

Zeigt ein Diagramm der CPU-Nutzungszeit in ms fir alle Nodes im Cluster an, die vom ausgewahlten
Workload verwendet werden.

Das Diagramm zeigt die kombinierte CPU-Nutzungszeit fur die Netzwerkverarbeitung und
Datenverarbeitung an. Auch die CPU-Zeit fiir systemdefinierte Workloads, die dem ausgewahlten
Workload zugewiesen sind und dieselben Nodes flr die Datenverarbeitung nutzen, ist inbegriffen.
Anhand der Tabelle kdbnnen Sie ermitteln, ob der Workload ein hoher Verbrauch der CPU-Ressourcen
auf dem Cluster darstellt. Mithilfe des Diagramms kénnen Sie auch zusammen mit dem
Latenzdiagramm fiir Lese-/Schreibvorgange unter dem Latenzdiagramm oder dem Diagramm ,Lese-
/Schreibvorgénge/anderes” unter dem IOPS-Diagramm festlegen, wie Anderungen an der Workload-
Aktivitat im Laufe der Zeit die Cluster-CPU-Auslastung beeintrachtigen.

o

* Datentragernutzung®

Zeigt ein Diagramm an, das den Prozentsatz der Auslastung auf den Datenfestplatten im Storage-
Aggregat im ausgewahlten Zeitrahmen anzeigt.

Die Auslastung schlief3t nur Lese- und Schreibanfragen der Festplatte aus dem ausgewahlten Volume-
Workload ein. Lesezugriffe aus dem Cache sind nicht enthalten. Die Auslastung ist spezifisch fir den
ausgewahlten Volume Workload, nicht fur alle Workloads auf den Festplatten. Wenn ein tiberwachtes
Volume an einer Volume-Verschiebung beteiligt ist, beziehen sich die Auslastungswerte in diesem
Diagramm auf das Zielaggregat, zu dem das Volume verschoben wurde.

Darstellung der Performance-Daten

Unified Manager verwendet Diagramme oder Diagramme, um Ihnen Volume-
Performance-Statistiken und Ereignisse Uber einen bestimmten Zeitraum anzuzeigen.



Mithilfe der Diagramme kdnnen Sie den Zeitbereich anpassen, flir den Daten angezeigt werden sollen. Die
Daten werden mit dem Zeitrahmen auf der horizontalen Achse des Diagramms und den Zahlern auf der
vertikalen Achse angezeigt, wobei Punktintervalle entlang der Diagrammlinien angezeigt werden. Die vertikale
Achse ist dynamisch; die Werte passen sich an die Spitzen der erwarteten oder tatsachlichen Werte an.

Auswaihlen von Zeitrahmens

Auf der Seite Performance/Volume Details kdnnen Sie im Historic Data Chart einen Zeitrahmen fiir alle
Diagramme auf der Seite auswahlen. Die schaltflachen 1d, 5d, 10d und 30d geben 1 Tag bis 30 Tage (1
Monat) an und mit der Schaltflache Benutzerdefiniert konnen Sie einen benutzerdefinierten Zeitbereich
innerhalb dieser 30 Tage festlegen. Jeder Punkt in einem Diagramm entspricht einem Erfassungsintervall von
5 Minuten, und es werden maximal 30 Tage historische Performance-Daten aufbewahrt. Beachten Sie, dass
Intervalle auch Netzwerkverzdgerungen und andere Anomalien berlcksichtigen.

| Time frame selectors |

27N

In diesem Beispiel hat das Historic Data Chart einen Zeitrahmen auf den Anfang und das Ende des Monats
Marz eingestellt. Im ausgewahlten Zeitrahmen sind alle historischen Daten vor Marz ausgegraut.

Anzeigen von Datenpunktinformationen

Um die Informationen zu Datenpunkten in einem Diagramm anzuzeigen, kdnnen Sie den Cursor Uber einen
bestimmten Punkt im Diagramm positionieren, und ein Popup-Feld zeigt die Werte-, Datums- und
Zeitinformationen an.

e o

E Averaga Ladency fme'op)
[E Average 0PS
B0 prs, 21 Agpe « B30 pew 21

b ""Eg‘r""{'""* sempt, L

Wenn Sie in diesem Beispiel den Mauszeiger Uber das IOPS-Diagramm auf der Seite ,Performance/Volume
Details® positionieren, werden die Reaktionszeiten und die Werte der Vorgange zwischen 3:50 Uhr angezeigt
Und 3:55 Uhr Am 20. Oktober.

Anzeigen von Performance-Ereignisinformationen

Um Event-Informationen auf einem Diagramm anzuzeigen, kénnen Sie den Mauszeiger Uber ein Event-
Symbol positionieren, um zusammenfassende Informationen in einem Popup-Feld anzuzeigen. Alternativ
kénnen Sie auf das Event-Symbol klicken, um ausfihrlichere Informationen zu erhalten.
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In diesem Beispiel werden auf der Seite Performance/VVolume-Details durch Klicken auf ein Ereignissymbol im

Latenzdiagramm detaillierte Informationen zum Ereignis in einem Popup-Feld angezeigt. Das Ereignis wird

auch in der Ereignisliste hervorgehoben.
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