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Analyse von Performance-Ereignissen

Sie konnen Performance-Ereignisse analysieren, um zu ermitteln, wann sie erkannt
wurden, ob sie aktiv (neu oder bestatigt) oder veraltet sind, die betroffenen Workloads
und Cluster-Komponenten betroffen sind und die Optionen fur die Behebung von
Ereignissen selbst verfugbar sind.

Anzeigen von Informationen zu Performance-Ereignissen

Auf der Seite ,Ereignisinventar” konnen Sie eine Liste aller neuen und veralteten
Performanceereignisse auf den von Unified Manager zu Uberwachenden Clustern
anzeigen. Durch die Anzeige dieser Informationen konnen Sie die kritischsten Ereignisse
bestimmen und anschlieRend detaillierte Informationen abrufen, um die Ursache des
Ereignisses zu bestimmen.

Bevor Sie beginnen

+ Sie missen Uber die Rolle ,Operator”, ,OnCommand Administrator” oder ,Storage Administrator” verfligen.

* Es missen neue oder veraltete Performanceereignisse vorliegen.

Uber diese Aufgabe

Die Liste der Ereignisse wird nach festgestellter Zeit sortiert, wobei die letzten Ereignisse zuerst aufgefiihrt
werden. Sie kdnnen auf eine Spaltenlberschrift klicken, um die Ereignisse basierend auf dieser Spalte zu
sortieren. Beispielsweise konnen Sie nach der Spalte Status sortieren, um Ereignisse nach dem Schweregrad
anzuzeigen. Wenn Sie nach einem bestimmten Ereignis oder nach einem bestimmten Ereignis suchen,
kénnen Sie mit den Filter- und Suchmechanismen die Liste der Ereignisse, die in der Liste angezeigt werden,
verfeinern.

Ereignisse aus allen Quellen werden auf dieser Seite angezeigt:

» Benutzerdefinierte Richtlinie flr Leistungsschwellenwerte
» Systemdefinierte Performance-Schwellenwertrichtlinie

* Dynamischer Performance-Schwellenwert

Die Spalte Ereignistyp enthalt die Quelle des Ereignisses. Sie kdnnen ein Ereignis auswahlen, um Details zum
Ereignis auf der Seite Ereignisdetails anzuzeigen.

Schritte

1. Klicken Sie im linken Navigationsbereich auf Events.

2. Suchen Sie ein Ereignis, das Sie analysieren mochten, und klicken Sie auf den Ereignisnamen.

Die Detailseite fur das Ereignis wird angezeigt.

Sie konnen die Detailseite fiir ein Ereignis auch anzeigen, indem Sie auf der Seite des
@ Performance Explorers auf den Link ,Ereignisname” und aus einer E-Mail-Benachrichtigung
klicken.



Analyse von Ereignissen aus benutzerdefinierten
Performance-Schwellenwerten

Ereignisse, die aus benutzerdefinierten Schwellenwerten generiert werden, deuten darauf
hin, dass ein Performance-Zahler fur ein bestimmtes Storage-Objekt, z. B. ein Aggregat
oder ein Volume, den in der Richtlinie definierten Schwellenwert Uberschritten hat. Dies
gibt an, dass beim Cluster-Objekt ein Performance-Problem auftritt.

Auf der Seite Ereignisdetails kdnnen Sie das Leistungsereignis analysieren und bei Bedarf
Korrekturmaflinahmen ergreifen, um die Leistung wieder normal zu machen.

Reaktion auf benutzerdefinierte Performance-Schwellenwertereignisse

Sie kdnnen Unified Manager verwenden, um Performance-Ereignisse zu untersuchen,
die durch einen Performance-Zahler durch eine benutzerdefinierte Warnung oder einen
kritischen Schwellenwert verursacht werden. Sie kdnnen auch Unified Manager
verwenden, um den Systemzustand der Cluster-Komponente zu Uberprufen, um zu
ermitteln, ob klrzlich Systemzustandsereignisse auf der Komponente, die zum
Performance-Ereignis beigetragen haben, erkannt wurden.

Bevor Sie beginnen

+ Sie mussen uber die Rolle ,Operator”, ,OnCommand Administrator” oder ,Storage Administrator” verfligen.

* Es mlssen neue oder veraltete Performanceereignisse vorliegen.

Schritte

1. Rufen Sie die Seite Event Details auf, um Informationen zum Event anzuzeigen.

2. Lesen Sie die Beschreibung, die die Schwellenverletzung beschreibt, die das Ereignis verursacht hat.

Beispielsweise hat die Meldung ,Latency value of 456 ms/op hat ein WARNEREIGNIS auf
der Grundlage des Schwellenwerts von 400 ms/op ausgeldst. Dies zeigt an, dass ein
Latenzwarnereignis fur das Objekt aufgetreten ist.

3. Bewegen Sie den Mauszeiger Uber den Richtliniennamen, um Details zur Schwellenwertrichtlinie
anzuzeigen, die das Ereignis ausgeldst hat.

Dazu zahlen der Richtlinienname, der zu bewertete Performance-Zahler, der Zahlerwert, der nicht
durchbrochen werden muss, um es als kritisches oder Warnereignis zu betrachten, und die Dauer, bis zu
der der Zahler den Wert Giberschreiten muss.

4. Notieren Sie sich die Event Trigger Time, damit Sie untersuchen kdnnen, ob gleichzeitig andere
Ereignisse aufgetreten sind, die zu diesem Ereignis beigetragen haben kénnten.

5. Fuhren Sie eine der folgenden Optionen aus, um das Ereignis genauer zu untersuchen, um festzustellen,
ob Sie MaRnahmen zur Behebung des Leistungsproblems durchflihren missen:



Option Mdogliche ErmittlungsmaBnahmen

Klicken Sie auf den Namen des Quellobjekts, um Auf dieser Seite kdnnen Sie die Objektdetails

die Explorer-Seite fiir dieses Objekt anzuzeigen. anzeigen und dieses Objekt mit anderen ahnlichen
Storage-Objekten vergleichen. So wird ersichtlich,
ob es bei anderen Storage-Objekten um die gleiche
Zeit ein Performance-Problem gibt. Um zum
Beispiel zu sehen, ob andere Volumes auf
demselben Aggregat auch ein Performance-
Problem haben.

Klicken Sie auf den Cluster-Namen, um die Seite Auf dieser Seite konnen Sie die Details fir den

,Cluster Summary“ anzuzeigen. Cluster anzeigen, auf dem dieses Objekt residiert,
um zu sehen, ob weitere Performance-Probleme
zur gleichen Zeit aufgetreten sind.

Analyse von Ereignissen aus systemdefinierten
Performance-Schwellenwerten

Ereignisse, die aus systemdefinierten Performance-Schwellenwerten generiert werden,
geben an, dass ein Performance-Zahler oder eine Gruppe von Performance-Zahlern fur
ein bestimmtes Storage-Objekt den Schwellenwert aus einer systemdefinierten Richtlinie
uberschritten hat. Dies bedeutet, dass es beim Storage-Objekt, z. B. in einem Aggregat
oder Node, zu einem Performance-Problem kommt.

Auf der Seite Ereignisdetails kbnnen Sie das Leistungsereignis analysieren und bei Bedarf
Korrekturmaflinahmen ergreifen, um die Leistung wieder normal zu machen.

@ Systemdefinierte Schwellenwertrichtlinien sind auf Cloud Volumes ONTAP-, ONTAP Edge- oder
ONTAP Select-Systemen nicht aktiviert.

Reaktion auf systemdefinierte Performance-Schwellenwertereignisse

Sie kénnen Unified Manager verwenden, um Performance-Ereignisse zu untersuchen,
die durch einen Performance-Zahler einen vom System definierten Warnschwellenwert
verursacht werden. Sie kdnnen auch den Systemzustand der Cluster-Komponente mit
Unified Manager Uberprufen, um zu ermitteln, ob kdrzlich entdeckte Ereignisse auf der
Komponente, die zum Performance-Ereignis beigetragen hat.

Bevor Sie beginnen
» Sie muissen uber die Rolle ,Operator”, ,OnCommand Administrator” oder ,Storage Administrator” verfligen.
* Es mlssen neue oder veraltete Performanceereignisse vorliegen.

Schritte

1. Rufen Sie die Seite Event Details auf, um Informationen zum Event anzuzeigen.



2. Lesen Sie die Beschreibung, die die Schwellenverletzung beschreibt, die das Ereignis verursacht hat.

Beispielsweise hat die Meldung ,Node Auslastungswert von 90 % ein WARNEREIGNIS
ausgeldst, basierend auf dem Schwellenwert von 85 %“zeigtan, dass ein Warnereignis fir
die Node-Auslastung des Cluster-Objekts aufgetreten ist.

3. Notieren Sie sich die Event Trigger Time, damit Sie untersuchen kdnnen, ob gleichzeitig andere
Ereignisse aufgetreten sind, die zu diesem Ereignis beigetragen haben kénnten.
4. Lesen Sie unter Systemdiagnose die kurze Beschreibung des Analysetyps, den die systemdefinierte

Richtlinie auf dem Clusterobjekt ausfiihrt.

Bei einigen Ereignissen wird neben der Diagnose ein griines oder rotes Symbol angezeigt, um anzugeben,
ob bei dieser Diagnose ein Problem gefunden wurde. Fir andere Typen von systemdefinierten
Ereignistypen wird die Zahlerdiagramme fiir das Objekt angezeigt.

5. Klicken Sie unter Suggested Actions auf den Link Help me do this, um die vorgeschlagenen Aktionen
anzuzeigen, die Sie durchfihren kdnnen, um das Aufkommen selbst zu |6sen.

Reaktion auf Performance-Ereignisse der QoS-Richtliniengruppe

Unified Manager generiert Warnereignisse fur die QoS-Richtlinie, wenn der Workload-
Durchsatz (IOPS/TB oder MB/s) die festgelegte ONTAP-QoS-Richtlinieneinstellung
Uberschritten hat und die Workload-Latenz sich beeintrachtigt. Diese systemdefinierten
Ereignisse bieten die Mdglichkeit, potenzielle Performance-Probleme zu beheben, bevor
viele Workloads von der Latenz beeintrachtigt werden.

Bevor Sie beginnen

+ Sie missen Uber die Rolle ,Operator”, ,OnCommand Administrator” oder ,Storage Administrator” verfligen.

* Es missen neue, anerkannte oder veraltete Ereignisse fir die Leistung vorliegen.

Uber diese Aufgabe

Unified Manager generiert Warnereignisse bei Verstéfien gegen QoS-Richtlinien, wenn der Workload-
Durchsatz die festgelegte QoS-Richtlinieneinstellung wahrend jeder Performance-Erfassungsfrist fiir die
vorherige Stunde Uberschritten hat. Der Workload-Durchsatz kann den QoS-Schwellenwert flr nur einen
kurzen Zeitraum wahrend des jeweiligen Erfassungszeitraums Uberschreiten. Unified Manager zeigt jedoch
wahrend des Erfassungszeitraums auf dem Diagramm nur den ,durchschnittlichen®“Durchsatz an. Aus
diesem Grund erhalten Sie unter Umstanden QoS-Ereignisse, wahrend der Durchsatz fir einen Workload den
im Diagramm angegebenen Richtlinienschwellenwert nicht Gberschritten hat.

Sie kénnen System Manager oder die Befehle ONTAP zum Verwalten von Richtliniengruppen verwenden,
einschlieBlich der folgenden Aufgaben:

« Erstellen einer neuen Richtliniengruppe fur den Workload

» Hinzufligen oder Entfernen von Workloads in einer Richtliniengruppe

* Verschieben eines Workloads zwischen Richtliniengruppen

+ Andern der Durchsatzbegrenzung einer Richtliniengruppe

* Verschieben eines Workloads in ein anderes Aggregat oder Node



Schritte

1. Rufen Sie die Seite Event Details auf, um Informationen zum Event anzuzeigen.

2. Lesen Sie die Beschreibung, die die Schwellenverletzung beschreibt, die das Ereignis verursacht hat.

Beispielsweise hat die Meldung ,IOPS-Wert von 1,352 IOPS auf voll NFS1 ein
WARNEREIGNIS ausgeldst, um potenzielle Performance-Probleme fir den Workload
zu identifizierenzeigt, dass ein QoS max IOPS-Ereignis auf Volume vol1_NFS1 aufgetreten ist.

3. Lesen Sie den Abschnitt * Ereignisinformationen®, um weitere Informationen darlber zu erhalten, wann
das Ereignis eingetreten ist und wie lange das Ereignis aktiv war.

AuRerdem kénnen bei Volumes oder LUNSs, die den Durchsatz einer QoS-Richtlinie teilen, die Namen der
drei wichtigsten Workloads angezeigt werden, die die meisten IOPS oder MB/s verbrauchen.

4. Uberpriifen Sie im Abschnitt Systemdiagnose die beiden Diagramme: Eine fir den gesamten
durchschnittlichen IOPS oder MB/s (je nach Ereignis) und eine fiir Latenz. Nach Anordnung der Workloads
wird ersichtlich, welche Cluster-Komponenten sich am starksten auf die Latenz auswirken, wenn der
Workload zur Markierung fiir die QoS-Hochstgrenze nahert.

Bei einem Ereignis einer Shared-QoS-Richtlinie werden die drei wichtigsten Workloads im
Durchsatzdiagramm dargestellt. Wenn mehr als drei Workloads die QoS-Richtlinie nutzen, werden in der
Kategorie ,andere Workloads" zusatzliche Workloads hinzugefugt. Aulerdem zeigt das
Latenzdiagramm die durchschnittliche Latenz aller Workloads, die Teil der QoS-Richtlinie sind.

Beachten Sie, dass bei anpassungsfahigen QoS-Richtlinienereignissen in den Diagrammen fur IOPS und
MB/s IOPS- oder MB/s-Werte angezeigt werden, die in ONTAP basierend auf der Grof3e des Volumes aus
der zugewiesenen Richtlinie fir IOPS/TB-Schwellenwerte konvertiert wurden.

5. Uberpriifen Sie im Abschnitt * vorgeschlagene Aktionen* die Vorschlage und bestimmen Sie, welche
MaRnahmen Sie durchfihren sollten, um eine Erhéhung der Latenz fir den Workload zu vermeiden.

Klicken Sie bei Bedarf auf die Schaltflache Hilfe, um weitere Details zu den vorgeschlagenen Aktionen
anzuzeigen, die Sie durchflihren kdbnnen, um das Leistungsereignis zu l6sen.

Allgemeines zu Ereignissen durch anpassungsfahige QoS-Richtlinien mit einer
definierten BlockgroRe

Adaptive QoS-Richtliniengruppen skalieren je nach Volume-Groflie automatisch eine
Durchsatzdecke oder -Stellflache und erzielen so bei veranderter Volume-Grolie das
Verhaltnis von IOPS zu TB. Ab ONTAP 9.5 kénnen Sie in der QoS-Richtlinie die
BlockgrofRe festlegen, um einen MB/s-Schwellenwert gleichzeitig effektiv anzuwenden.
Durch die Zuweisung eines IOPS-Schwellenwerts in einer anpassungsfahigen QoS-Richtlinie wird nur die
Anzahl der Vorgange festgelegt, die in jedem Workload ausgefiihrt werden. Abhangig von der BlockgréRe des
Clients, die auf dem Client die Workloads generiert, enthalten einige IOPS sehr viel mehr Daten. Die Nodes,
die die Vorgange verarbeiten, werden daher deutlich entlastet.

Der MB/s-Wert fur einen Workload wird mithilfe der folgenden Formel generiert:

MBps = (IOPS * Block Size) / 1000



Wenn ein Workload durchschnittlich 3,000 IOPS ist und die Blockgrofe auf dem Client auf 32 KB eingestellt
ist, dann sind die effektiven MB/s fiir diesen Workload 96. Wenn bei diesem gleichen Workload ein Mittelwert
von 3,000 IOPS und die BlockgréRRe auf dem Client auf 48 KB eingestellt ist, dann sind die effektiven MB/s flir
diese Workload 144. Bei einer grofReren BlockgréRe verarbeitet der Node 50 % mehr Daten.

Sehen wir uns nun die folgende anpassungsfahige QoS-Richtlinie an, die Uber eine definierte Blockgrofie
verfligt und die Art der Ausldsung von Ereignissen basierend auf der Blockgrofe des Clients.

Erstellen Sie eine Richtlinie und legen Sie den Spitzendurchsatz auf 2,500 IOPS/TB mit einer BlockgréRe von
32 KB fest. Dadurch wird der MB/s-Schwellenwert fiir ein Volumen mit 1 TB Kapazitat effektiv auf 80 MBit/s
((2500 10PS * 32 KB) / 1000) eingestellt. Beachten Sie, dass Unified Manager ein Warnereignis generiert,
wenn der Durchsatzwert 10 % unter dem definierten Schwellenwert liegt. Ereignisse werden in den folgenden
Situationen erzeugt:

Genutzte Kapazitat Das Ereignis wird erzeugt, wenn der Durchsatz
diese ...

IOPS MB/Sek.

1TB 2,250 IOPS

72 Mbit/s 2TB

4,500 IOPS 144 Mbit/s

5TB 11,250 IOPS

Wenn das Volume 2 TB des verfligbaren Speicherplatzes verwendet und der IOPS 4,000 betragt und die QoS-
BlockgroRRe auf 32 KB auf dem Client eingestellt ist, betragt der MB/s-Durchsatz 128 MB/s ((4,000 IOPS * 32
KB)/1000). In diesem Szenario wird kein Ereignis generiert, da sowohl 4,000 IOPS als auch 128 Mbps unter
dem Schwellenwert fir ein Volume mit 2 TB Speicherplatz liegen.

Wenn das Volume 2 TB des verfligbaren Speicherplatzes verwendet und der IOPS 4,000 betragt und die QoS-
BlockgroRRe auf dem Client auf 64 KB gesetzt ist, dann betragt der MB/s-Durchsatz 256 MB/s ((4,000 IOPS *
64 KB)/1000). In diesem Fall generieren die 4,000 IOPS kein Ereignis, der MB/s-Wert von 256 MB/s liegt
jedoch tber dem Schwellenwert von 144 MB/s und ein Ereignis wird generiert.

Wenn aus diesem Grund ein Ereignis aufgrund einer MB/s-Verletzung fir eine adaptive QoS-Richtlinie, die die
BlockgrofRRe enthalt, ausgeldst wird, wird im Abschnitt Systemdiagnose der Seite Ereignisdetails ein MB/s-
Diagramm angezeigt. Wenn das Ereignis aufgrund einer Verletzung des IOPS fir die Richtlinie zur adaptiven
QoS ausgeldst wird, wird im Abschnitt Systemdiagnose ein IOPS-Diagramm angezeigt. Wenn sowohl fur IOPS
als auch fur MB/s eine Sicherheitsverletzung auftritt, erhalten Sie zwei Ereignisse.

Weitere Informationen zum Anpassen der QoS-Einstellungen finden Sie im Power Guide ONTAP 9 zur
Leistungstiberwachung.

"ONTAP 9 Leistungstiberwachung — Stromversorgungshandbuch”

Reaktion auf Node-Ressourcen liberlastete Performance-Ereignisse

Unified Manager generiert zu stark ausgelastete Warnmeldungen bei Node-Ressourcen,
wenn ein einzelner Node Uber die Grenzen seiner betrieblichen Effizienz arbeitet und so


http://docs.netapp.com/ontap-9/topic/com.netapp.doc.pow-perf-mon/home.html

die Workload-Latenzen potenziell beeintrachtigen. Diese systemdefinierten Ereignisse
bieten die Maglichkeit, potenzielle Performance-Probleme zu beheben, bevor viele
Workloads von der Latenz beeintrachtigt werden.

Bevor Sie beginnen

+ Sie missen Uber die Rolle ,Operator”, ,OnCommand Administrator” oder ,Storage Administrator” verfligen.

* Es mlssen neue oder veraltete Performanceereignisse vorliegen.

Uber diese Aufgabe

Unified Manager generiert Warnereignisse fur Uberlastete Node-Ressourcen bei Richtlinienverstéf3en, indem
Nodes gesucht werden, die mehr als 30 Minuten lang mehr als 100 % der Performance-Kapazitat nutzen.

Sie kdnnen diesen Typ eines Performance-Problems mit System Manager oder den Befehlen ONTAP
beheben, einschlielich der folgenden Aufgaben:

* Erstellen und Anwenden einer QoS-Richtlinie auf alle Volumes oder LUNs, die die Systemressourcen
Uberbeanspruchen

* Reduzierung des maximalen Durchsatzes bei QoS in einer Richtliniengruppe, auf die Workloads
angewendet wurden

* Verschieben eines Workloads in ein anderes Aggregat oder Node

» Erhdhung der Kapazitat durch Hinzufligen von Festplatten zum Node oder durch Upgrade auf einen Node
mit schnellerer CPU und mehr RAM

Schritte

1. Rufen Sie die Seite Event Details auf, um Informationen zum Event anzuzeigen.

2. Lesen Sie die Beschreibung, die die Schwellenverletzung beschreibt, die das Ereignis verursacht hat.

Zum Beispiel die Meldung ,Perf™. Die genutzte Kapazitidt bei der Einfachheit betrigt

139 %.-02 hat ein WARNEREIGNIS ausgeldst, um potenzielle Performance-Probleme

in der Datenverarbeitungseinheit zu identifizieren.“zeigtan, dass die Performance auf
der Einfachheit eines Node 02 Uberlastet ist und die Node-Performance beeintrachtigt.

3. Lesen Sie im Abschnitt Systemdiagnose die drei Diagramme durch: Eins fiir die auf dem Node genutzte
Performance-Kapazitat, eins fur die durchschnittlichen Storage-IOPS durch die wichtigsten Workloads und
eins fur die Latenz bei den wichtigsten Workloads. Auf diese Weise sehen Sie, welche Workloads die
Ursache der Latenz auf dem Node sind.

Sie kénnen die QoS-Richtlinien auf welche Workloads angewendet werden und welche nicht, indem Sie
den Mauszeiger Uber das IOPS-Diagramm bewegen.

4. Uberpriifen Sie im Abschnitt * vorgeschlagene Aktionen* die Vorschldge und bestimmen Sie, welche
MafRnahmen Sie durchflhren sollten, um eine Erhdhung der Latenz fir den Workload zu vermeiden.

Klicken Sie bei Bedarf auf die Schaltflache Hilfe, um weitere Details zu den vorgeschlagenen Aktionen
anzuzeigen, die Sie durchflihren kbnnen, um das Leistungsereignis zu l6sen.



Analyse von Ereignissen aus dynamischen
Leistungsschwellenwerten

Ereignisse, die aus dynamischen Schwellenwerten generiert werden, geben an, dass die
tatsachliche Reaktionszeit (Latenz) fur einen Workload zu hoch oder zu niedrig ist im
Vergleich zum erwarteten Reaktionszeitbereich. Auf der Seite Ereignisdetails kbnnen Sie
das Leistungsereignis analysieren und bei Bedarf Korrekturmal3nahmen ergreifen, um die
Leistung wieder normal zu machen.

(D Dynamische Performance-Schwellenwerte sind auf Cloud Volumes ONTAP-, ONTAP Edge-
oder ONTAP Select-Systemen nicht aktiviert.

Identifizierung der Opfer-Workloads, die an einem dynamischen Performance-
Ereignis beteiligt sind

In Unified Manager konnen Sie ermitteln, welche Volume Workloads die hochste
Abweichung der Reaktionszeit (Latenz) aufweisen, die durch eine Storage-Komponente
verursacht wurde. Anhand der Identifizierung dieser Workloads konnen Sie
nachvollziehen, warum die Client-Applikationen, auf die sie zugreifen, langsamer als
normal ausgefuhrt wurden.

Bevor Sie beginnen

+ Sie muissen uber die Rolle ,Operator”, ,OnCommand Administrator” oder ,Storage Administrator” verfligen.

* Es missen neue, anerkannte oder veraltete dynamische Leistungsereignisse vorliegen.

Uber diese Aufgabe

Auf der Seite Ereignisdetails wird eine Liste der benutzerdefinierten und systemdefinierten Workloads
angezeigt, die nach der hdchsten Abweichung von Aktivitat oder Auslastung der Komponente oder am
starksten vom Ereignis betroffen sind. Die Werte basieren auf den Peaks, die Unified Manager bei der
Erkennung und letzten Analyse des Ereignisses ermittelt hat.

Schritte

1. Rufen Sie die Seite Ereignisdetails auf, um Informationen Uber das Ereignis anzuzeigen.
2. Wabhlen Sie in den Diagrammen Workload-Latenz und Workload-Aktivitat Opfer-Workloads aus.

3. Bewegen Sie den Mauszeiger Uber die Diagramme, um die obersten benutzerdefinierten Workloads
anzuzeigen, die sich auf die Komponente auswirken, und den Namen des Workloads mit dem Opfer
anzuzeigen.

Identifizierung problematischer Workloads, die an einem dynamischen
Performance-Ereignis beteiligt sind

In Unified Manager kdnnen Sie ermitteln, welche Workloads die hochste
Nutzungsabweichung einer Clusterkomponente aufweisen. Anhand der Ermittlung dieser
Workloads kdnnen Sie nachvollziehen, warum bestimmte Volumes des Clusters tber
langsame Reaktionszeiten (Latenz) verfugen.



Bevor Sie beginnen

+ Sie missen Uber die Rolle ,Operator”, ,OnCommand Administrator” oder ,Storage Administrator” verfligen.

* Es missen neue, anerkannte oder veraltete dynamische Leistungsereignisse vorliegen.

Uber diese Aufgabe

Auf der Seite Ereignisdetails wird eine Liste der benutzerdefinierten und systemdefinierten Workloads
angezeigt, die nach der hdchsten Nutzung der Komponente oder am starksten von dem Ereignis betroffen
sind. Die Werte basieren auf den Peaks, die Unified Manager bei der Erkennung und letzten Analyse des
Ereignisses ermittelt hat.

Schritte

1. Rufen Sie die Seite Ereignisdetails auf, um Informationen Uber das Ereignis anzuzeigen.
2. Wabhlen Sie in den Diagrammen Workload-Latenz und Workload-Aktivitat Bully Workloads aus.

3. Bewegen Sie den Mauszeiger Uber die Diagramme, um die obersten benutzerdefinierten problematischer
Workloads anzuzeigen, die sich auf die Komponente auswirken.

Erkennen von Haifischlasten, die an einem dynamischen Performance-Ereignis
beteiligt sind

In Unified Manager kénnen Sie ermitteln, welche Workloads die hochste
Nutzungsabweichung einer Storage-Komponente aufweisen. Anhand der Identifizierung
dieser Workloads konnen Sie ermitteln, ob diese Workloads in ein weniger ausgelasttes
Cluster verschoben werden sollen.

Bevor Sie beginnen

+ Sie missen Uber die Rolle ,Operator”, ,OnCommand Administrator” oder ,Storage Administrator” verfligen.

» Es gibt ein neues, anerkanntes oder Gberholes dynamisches Ereignis flr die Leistung.

Uber diese Aufgabe

Auf der Seite Ereignisdetails wird eine Liste der benutzerdefinierten und systemdefinierten Workloads
angezeigt, die nach der hdchsten Nutzung der Komponente oder am starksten von dem Ereignis betroffen
sind. Die Werte basieren auf den Peaks, die Unified Manager bei der Erkennung und letzten Analyse des
Ereignisses ermittelt hat.

Schritte

1. Rufen Sie die Seite Ereignisdetails auf, um Informationen Uber das Ereignis anzuzeigen.
2. Wabhlen Sie in den Diagrammen Workload-Latenz und Workload-Aktivitat Shark-Workloads aus.

3. Bewegen Sie den Mauszeiger Uber die Diagramme, um die obersten benutzerdefinierten Workloads
anzuzeigen, die sich auf die Komponente auswirken, und den Namen des Haifischarbeitslasts.

Performance-Ereignisanalyse fir eine MetroCluster-Konfiguration

Sie kdnnen mit Unified Manager ein Performance-Ereignis fur eine MetroCluster-
Konfiguration analysieren. Sie kdnnen die an dem Ereignis beteiligten Workloads



ermitteln und die vorgeschlagenen Mallnhahmen zur Lésung prufen.

MetroCluster-Performance-Ereignisse konnen auf bully Workloads zurlickzufiihren sein, die die Interswitch-
Links (ISLs) zwischen den Clustern berlasten oder aufgrund von Systemzustandsproblemen. Unified
Manager Uberwacht jedes Cluster in einer MetroCluster-Konfiguration unabhangig und bertcksichtigt dabei
nicht die Performance-Ereignisse in einem Partner-Cluster.

Auf der Seite Unified ManagerDashboards/Uberblick werden auch Performance-Ereignisse von beiden
Clustern in der MetroCluster-Konfiguration angezeigt.Sie kdnnen auch die Health-Seiten von Unified Manager
anzeigen, um den Zustand der einzelnen Cluster zu Uberprifen und ihre Beziehung anzuzeigen.

Analyse eines dynamischen Performance-Ereignisses auf einem Cluster in einer MetroCluster
Konfiguration

Sie kdnnen Unified Manager verwenden, um das Cluster in einer MetroCluster-
Konfiguration zu analysieren, bei der ein Performance-Ereignis erkannt wurde. Sie
konnen den Cluster-Namen, die Ereigniserkennungszeit und die damit verbundenen
Workloads bully und victim identifizieren.

Bevor Sie beginnen

+ Sie missen Uber die Rolle ,Operator”, ,OnCommand Administrator” oder ,Storage Administrator” verfligen.

* Fir eine MetroCluster-Konfiguration missen neue, anerkannte oder veraltete Performance-Ereignisse
vorliegen.

 Beide Cluster in der MetroCluster-Konfiguration miissen von derselben Instanz von Unified Manager
Uberwacht werden.

Schritte

1. Rufen Sie die Seite Ereignisdetails auf, um Informationen Uber das Ereignis anzuzeigen.

2. Die Ereignisbeschreibung enthalt Namen der betroffenen Workloads sowie die Anzahl der betroffenen
Workloads.

In diesem Beispiel ist das Symbol fiir MetroCluster-Ressourcen rot dargestellt, was bedeutet, dass die
MetroCluster-Ressourcen lber Konflikte verfliigen. Sie positionieren den Cursor iber das Symbol, um eine
Beschreibung des Symbols anzuzeigen. Oben auf der Seite in der Ereignis-ID identifiziert der Cluster-
Name den Namen des Clusters, auf dem das Ereignis erkannt wurde.

Description; 2 victim volumes are slow due to vol_osv_s#eB2 S causing contention on MetroCluster resources
. . R A » o ._H - I//_\ ;
Component in Contention o ) il Pal I 1# dl II l Ii |
B B =) | EVAS S LA, ‘/ LR |
MNetwork MNetwork Policy Cluster Data Meu_cCluster Aggregate
Processing Group Interconnect  Processing RESOUrCEs

3. Notieren Sie sich den Cluster-Namen und die Ereignis-Erkennungszeit, mit der Sie Performance-
Ereignisse im Partner-Cluster analysieren kénnen.

4. Uberpriifen Sie in den Diagrammen die ,_victim_Workloads*“, um zu bestatigen, dass ihre Antwortzeiten
héher sind als der Performance-Schwellenwert.

In diesem Beispiel wird der Workload des Opfers im Hover-Text angezeigt. Die Latenzdiagramme werden
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auf hoher Ebene angezeigt, ein konsistentes Latenzmuster fir die betroffenen Opfer-Workloads. Obwohl
die anormale Latenz der betroffenen Workloads das Ereignis ausgeldst hat, kann ein konsistentes
Latenzmuster darauf hindeuten, dass die Workloads innerhalb des erwarteten Bereichs liegen. Durch
einen Spitzen bei den 1/0 wurde die Latenz erhdht und das Ereignis ausgeldst.

~ System Diagnosis (Jul 9, 2018, 11:09 AM - Jul 19, 2018, 7:39 AM) (D

Workload Latency Victim Workloads -

2 Ms/op

Latency (ms/op)
15

Bl flexgroupl 1.74
i0

flexgroup4d 0
| flexgroup] (Victim) 1.74 '

0 116, 2015, 12:44 PM
Jul 10, 2013, T2:G0 AM Jul 12, 2018, 12:00 AM Ju " ] : 2:00 Al Jul 18, 20718, 72:00 AM

Falls Sie vor Kurzem eine Applikation auf einem Client installiert haben, der auf diese Volume-Workloads
zugreift und die Applikation eine hohe Anzahl an I/O-Vorgangen sendet, kann die Verzogerungen bereits
vorwegnehmen. Wenn die Latenz fir die Workloads innerhalb des erwarteten Bereichs zurtickkehrt, andert
sich der Ereignisstatus zu veraltet und bleibt mehr als 30 Minuten in diesem Status, kénnen Sie das
Ereignis wahrscheinlich ignorieren. Wenn das Ereignis andauernde und im neuen Status verbleibt, kénnen
Sie es weiter untersuchen, um festzustellen, ob andere Probleme das Ereignis verursacht haben.

. Wahlen Sie im Workload-Durchsatzdiagramm die Option problematische Workloads aus, um die
problematische Workloads anzuzeigen.

Die Anwesenheit von problematischer Workloads zeigt an, dass ein Ereignis moglicherweise durch eine
oder mehrere Workloads auf dem lokalen Cluster verursacht wurde, bei denen die MetroCluster-
Ressourcen Uberlastet sind. Die anspruchsvollen Workloads weisen eine hohe Abweichung beim
Schreibdurchsatz (MB/s) auf.

Dieses Diagramm wird auf hoherer Ebene das Muster des Schreibdurchsatzes (MB/s) fur die Workloads
angezeigt. Sie kdnnen das MB/s-Muster fur Schreibvorgange Uberprifen, um einen anormalen Durchsatz
zu identifizieren, der darauf hindeutet, dass ein Workload die MetroCluster-Ressourcen Ubernutzt.

Wenn an diesem Ereignis keine problematische Workloads beteiligt sind, wurde dieses Ereignis
moglicherweise durch ein Systemzustandsproblem mit der Verbindung zwischen den Clustern oder durch
ein Performance-Problem auf dem Partner-Cluster verursacht. Sie kdnnen Unified Manager verwenden,
um den Systemzustand beider Cluster in einer MetroCluster Konfiguration zu Uberprifen. Auerdem
kénnen Sie mit Unified Manager Performance-Ereignisse im Partner-Cluster tUberprifen und analysieren.

Analyse eines dynamischen Performance-Ereignisses fiir ein Remote-Cluster auf einer MetroCluster-
Konfiguration

Mit Unified Manager konnen Sie dynamische Performance-Ereignisse auf einem Remote-
Cluster in einer MetroCluster-Konfiguration analysieren. Mit der Analyse kénnen Sie
ermitteln, ob ein Ereignis im Remote-Cluster ein Ereignis auf seinem Partner-Cluster
verursacht hat.
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Bevor Sie beginnen

 Sie missen Uber die Rolle ,Operator”, ,OnCommand Administrator” oder ,Storage Administrator” verfligen.

» Sie mussen ein Performance-Ereignis auf einem lokalen Cluster in einer MetroCluster Konfiguration
analysiert und die Ereigniserkennungszeit ermittelt haben.

« Sie missen den Zustand des lokalen Clusters und dessen am Performance-Ereignis beteiligten Partner-
Clusters Uberprift und den Namen des Partner-Clusters erhalten haben.

Schritte

1. Loggen Sie sich bei der Unified Manager-Instanz ein, die das Partner-Cluster tGiberwacht.
2. Klicken Sie im linken Navigationsbereich auf Events, um die Ereignisliste anzuzeigen.

3. Wahlen Sie im Auswahlfeld Zeitbereich die Option Letzte Stunde aus und klicken Sie dann auf Bereich
anwenden.

4. Wahlen Sie im Auswahlfeld Filterung im linken Dropdown-Menu die Option Cluster aus, geben Sie den
Namen des Partner Clusters in das Textfeld ein und klicken Sie dann auf Filter anwenden.

Wenn wahrend der letzten Stunde keine Ereignisse fir das ausgewahlte Cluster vorhanden sind, zeigt dies
an, dass es wahrend des Ereignisses beim Partner keine Performance-Probleme aufgetreten sind.

5. Wenn im ausgewahlten Cluster Ereignisse Uber die letzte Stunde erkannt wurden, vergleichen Sie die
Ereignis-Erkennungszeit mit der Ereignis-Erkennungszeit fur das Ereignis auf dem lokalen Cluster.

Wenn diese Ereignisse problematische Workloads verursachen, die zu Konflikten bei der
Datenverarbeitungskomponente flhren, konnte ein oder mehrere dieser Punkte das Ereignis auf dem
lokalen Cluster verursacht haben. Sie kdnnen auf das Ereignis klicken, um es zu analysieren und die
vorgeschlagenen Aktionen flr die Losung auf der Seite Ereignisdetails zu prifen.

Wenn diese Ereignisse keine problematische Workloads betreffen, wurden sie nicht zum Performance-
Ereignis auf dem lokalen Cluster verursacht.

Er reagiert auf ein dynamisches Performance-Ereignis, das durch die QoS-
Richtliniengruppendrosselung verursacht wird

Mithilfe von Unified Manager kdnnen Sie ein Performance-Ereignis untersuchen, das
durch eine Richtliniengruppe fur Quality of Service (QoS) verursacht wird, die den
Workload-Durchsatz (MB/s) drosselt. Die Drosselung hat die Reaktionszeiten (Latenz)
von Volume-Workloads in der Richtliniengruppe erhoht. Anhand der
Ereignisinformationen kdnnen Sie bestimmen, ob neue Grenzen fur die
Richtliniengruppen erforderlich sind, um die Drosselung zu stoppen.

Bevor Sie beginnen

» Sie muissen Uber die Rolle ,Operator”, ,OnCommand Administrator” oder ,Storage Administrator” verfligen.

* Es missen neue, anerkannte oder veraltete Ereignisse fir die Leistung vorliegen.

Schritte

1. Rufen Sie die Seite Ereignisdetails auf, um Informationen Uber das Ereignis anzuzeigen.
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. Lesen Sie die Beschreibung, die den Namen der von der Drosselung betroffenen Workloads anzeigt.

@ Die Beschreibung kann dieselbe Arbeitslast fiir das Opfer und den Tater anzeigen, da die
Drosselung den Workload zum Opfer selbst macht.

. Notieren Sie den Namen des Volumes mit einer Anwendung wie einem Texteditor.

Sie kénnen den Volume-Namen suchen, um ihn spéater zu finden.

. Wahlen Sie in den Diagrammen Workload-Latenz und Workload-Aktivitat Bully Workloads aus.

5. Bewegen Sie den Mauszeiger Uber die Diagramme, um die obersten benutzerdefinierten Workloads

© 00 N O

1.

12.

13.

14.

15.

anzuzeigen, die sich auf die Richtliniengruppe auswirken.

Die Arbeitslast oben in der Liste hat die hochste Abweichung und verursacht die Drosselung. Die Aktivitat
entspricht dem Prozentsatz des von den einzelnen Workloads verwendeten Richtliniengruppenlimits.

. Navigieren Sie zur Seite Performance/Volume Details fiir den Top Workload.

. Wahlen Sie Aufbruchdaten nach aus.

. Aktivieren Sie das Kontrollkastchen neben Latenz***, um alle Latenzdiagramme auszuwahlen.
. Wahlen Sie unter IOPS die Option Lese-/Schreibvorgange/Sonstiges aus.

10.

Klicken Sie Auf Absenden.
Die Aufschlisselung werden unter dem Latenzdiagramm und dem IOPS-Diagramm angezeigt.

Vergleichen Sie das Diagramm Policy Group Impact mit dem Diagramm Latenz, um zu sehen, welcher
Prozentsatz der Drosselung sich zum Zeitpunkt des Ereignisses auf die Latenz ausgewirkt hat.

Die Richtliniengruppe weist einen maximalen Durchsatz von 1,000 Operationen pro Sekunde (in op/s) auf,
die die Workloads in ihr nicht zusammen Uberschreiten kdnnen. Zum Zeitpunkt des Ereignisses flhrten die
Workloads in der Richtliniengruppe einen Gesamtdurchsatz von tber 1,200 Op/s durch, sodass die
Richtliniengruppe ihre Aktivitat wieder auf 1,000 Op/Sek. ausbremsen konnte Das Policy Group Impact-
Diagramm zeigt, dass die Drosselung 10 % der gesamten Latenz verursachte und bestétigt, dass die
Drosselung das Ereignis verursacht hat.

Uberpriifen Sie das Diagramm Cluster Components, das die gesamte Latenz nach Clusterkomponente
anzeigt.

Die Latenz befindet sich in der Richtliniengruppe am hochsten, was bestatigt, dass die Drosselung das
Ereignis verursacht hat.

Vergleichen Sie das Diagramm * Lese-/Schreib-Latenz* mit dem Diagramm * Lese-
/Schreibvorgange/anderes®.

Beide Diagramme zeigen eine hohe Anzahl von Leseanforderungen mit einer hohen Latenz, jedoch ist die
Anzahl der Anfragen und die Menge der Latenz fir Schreibanforderungen niedrig. Anhand dieser Werte
kénnen Sie ermitteln, ob ein hoher Durchsatz oder eine héhere Anzahl an Operationen die Latenz erhdht.
Sie kdnnen diese Werte verwenden, wenn Sie sich entscheiden, ein Richtliniengruppenlimit auf den
Durchsatz oder die Operationen zu legen.

Verwenden Sie OnCommand System Manager, um die aktuelle Obergrenze fir die Richtliniengruppe auf
1,300 Op/Sek. zu erhéhen

Kehren Sie nach einem Tag wieder zu Unified Manager zurtick, und suchen Sie nach dem Namen des
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Workloads, den Sie in Schritt 3 aufgenommen haben.
Die Seite Performance/Volume Details wird angezeigt.

16. Wahlen Sie Aufbrechen von Daten um > IOPS.
17. Klicken Sie Auf Absenden.

Das Diagramm Lese-/Schreibvorgange/Sonstiges wird angezeigt.

18. Zeigen Sie unten auf der Seite den Cursor auf das Symbol Ereignis &ndern () Fir die Anderung der
Policy-Gruppengrenzen.

19. Vergleichen Sie das Diagramm Lese/Schreibvorgange/Sonstiges mit dem Diagramm Latenz.

Die Lese- und Schreibanfragen sind dieselben, aber die Drosselung hat gestoppt und die Latenz ist
gesunken.

Reaktion auf ein dynamisches Performance-Ereignis aufgrund eines
Festplattenausfalls

Mit Unified Manager kdnnen Sie ein Performance-Ereignis untersuchen, das durch die
Uberprovisionierung eines Aggregats verursacht wird. Sie kénnen auch Unified Manager
verwenden, um den Systemzustand des Aggregats zu Uberprifen, um zu ermitteln, ob
kurzlich auf dem Aggregat erkannte Systemzustandsereignisse zum Performance-
Ereignis beigetragen haben.

Bevor Sie beginnen

» Sie mussen Uber die Rolle ,Operator®, ,OnCommand Administrator* oder ,Storage Administrator” verfligen.

» Es miUssen neue, anerkannte oder veraltete Ereignisse fir die Leistung vorliegen.

Schritte

1. Rufen Sie die Seite Ereignisdetails auf, um Informationen Uber das Ereignis anzuzeigen.

2. Lesen Sie die Description, die die Workloads beschreibt, die an dem Ereignis beteiligt sind, und die
Clusterkomponente, die mit einem Konflikt verbunden ist.

Es gibt mehrere Opfer-Volumes, deren Latenz von der Cluster-Komponente mit Konflikten beeintrachtigt
wurde. Das Aggregat, das sich in der Mitte eines RAID-Rekonstruktionss befindet, um die ausgefallene
Festplatte durch eine Ersatzfestplatte zu ersetzen, ist die Clusterkomponente. Unter ,Komponente in
Konflikt“ ist das Aggregat-Symbol rot hervorgehoben und der Name des Aggregats wird in Klammern
angezeigt.

3. Wahlen Sie im Diagramm Workload-Auslastung die Option Bully Workloads aus.

4. Bewegen Sie den Mauszeiger Uber das Diagramm, um die obersten Workloads anzuzeigen, die sich auf
die Komponente auswirken.

Die wichtigsten Workloads mit der héchsten Spitzenauslastung seit dem Erkennen des Ereignisses werden
oben in der Tabelle angezeigt. Einer der wichtigsten Workloads ist der durch das System definierte
Workload Disk Health, der auf eine RAID-Rekonstruktion hinweist. Eine Rekonstruktion ist der interne
Prozess zur Wiederherstellung des Aggregats mit der freien Platte. Der Disk Health Workload und die
anderen Workloads im Aggregat verursachten wahrscheinlich die Konflikte im Aggregat und das
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10.
1.
12.

13.

zugehorige Ereignis.

. Nachdem Sie bestatigt haben, dass die Aktivitaten des Festplatten-Status-Workloads das Ereignis

verursacht haben, warten Sie ca. 30 Minuten, bis die Rekonstruktion abgeschlossen ist, und warten Sie,
bis Unified Manager das Ereignis analysiert und erkennt, ob es noch im Aggregat zu Konflikten kommt.

. Suchen Sie in Unified Manager nach der Ereignis-ID, die Sie in Schritt 2 aufgezeichnet haben.

Das Ereignis fiir den Festplattenausfall wird auf der Seite ,Ereignisdetails* angezeigt. Uberpriifen Sie nach
Abschluss der RAID-Rekonstruktion, ob der Status veraltet ist, und geben Sie an, dass das Ereignis
behoben ist.

. Wahlen Sie im Workload-Auslastungsdiagramm Bully Workloads aus, um die Workloads auf dem

Aggregat nach Spitzenauslastung zu sehen.

. Navigieren Sie zur Seite Performance/Volume Details fir den Top Workload.

. Klicken Sie auf 1d, um die letzten 24 Stunden (1 Tag) der Daten fir das ausgewahlte Volumen anzuzeigen.

Im Latenzdiagramm ist ein roter Punkt (@) Gibt an, wann das Ereignis des Festplattenfehlers aufgetreten
ist.

Wabhlen Sie Aufbruchdaten nach aus.
Wahlen Sie unter Components die Option Disk Utiation.
Klicken Sie Auf Absenden.

Das Diagramm zur Festplattenauslastung zeigt ein Diagramm aller Lese- und Schreibanforderungen vom
ausgewahlten Workload bis zu den Festplatten des Zielaggregats an.

Vergleichen Sie die Daten im Diagramm Disk Utiation mit den Daten zum Zeitpunkt des Ereignisses im
Diagramm Latenz.

Zum Zeitpunkt des Ereignisses zeigt die Plattenauslastung einen hohen Anteil an Lese- und
Schreibvorgangen durch die RAID-Rekonstruktionsprozesse an, was die Latenz des ausgewahlten
Volumes erhoht. Einige Stunden nach dem Ereignis waren sowohl die Lese- als auch die Schreibvorgange
sowie die Latenz gesunken, sodass die Konflikte zwischen dem Aggregat nicht mehr bestehen.

Er reagiert auf ein dynamisches Performance-Ereignis, das durch HA Takeover
verursacht wird

Mit Unified Manager kdnnen Sie ein Performance-Ereignis anhand hoher
Datenverarbeitung auf einem Cluster Node in einem Hochverfugbarkeitspaar (HA-Paar)
untersuchen. Sie kdnnen auch Unified Manager verwenden, um den Systemzustand der
Nodes zu Uberprifen, ob kiurzlich entdeckte Systemzustandsereignisse auf den Nodes,
die zum Performance-Ereignis beigetragen haben.

Bevor Sie beginnen

« Sie missen uber die Rolle ,Operator”, ,OnCommand Administrator” oder ,Storage Administrator® verfigen.

» Es missen neue, anerkannte oder veraltete Ereignisse fur die Leistung vorliegen.
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Schritte

. Rufen Sie die Seite Ereignisdetails auf, um Informationen Uber das Ereignis anzuzeigen.

. Lesen Sie die Description, die die Workloads beschreibt, die an dem Ereignis beteiligt sind, und die

Clusterkomponente, die mit einem Konflikt verbunden ist.

Es gibt ein Opfer-Volume, dessen Latenz von der Cluster-Komponente im Konflikt beeintrachtigt wurde.
Der Datenverarbeitungs-Node, der alle Workloads vom Partner-Node ubernommen hat, ist die Cluster-
Komponente im Konflikt. Unter Komponente in Konflikt wird das Symbol fiir die Datenverarbeitung rot
markiert und der Name des Node, der zum Zeitpunkt des Ereignisses die Datenverarbeitung verarbeitet
hat, wird in Klammern angezeigt.

. Klicken Sie in der Beschreibung auf den Namen des Opfervolumens.

Die Seite Performance/Volume Details wird angezeigt. Im unteren Bereich der Seite in der Zeile Ereignisse
Zeit wird ein Symbol fiir das Ereignis &ndern ({§i) Gibt die Zeit an, zu der Unified Manager den Start der
HA-Ubernahme erkannt hat.

. Zeigen Sie den Cursor auf das Anderungsereignis-Symbol fiir die HA-Ubernahme.

Details zum HA Takeover werden in der Tabelle ,Ereignisse” angezeigt. Im Latenzdiagramm zeigt ein
Ereignis an, dass das ausgewahlte Volume aufgrund einer hohen Latenz um die gleiche Zeit wie das HA-
Takeover den Performance-Schwellenwert Uberschritten hat.

5. Wahlen Sie Aufbruchdaten nach aus.

10.

1.

12.
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. Wahlen Sie unter Latenz Cluster-Komponenten aus.
. Klicken Sie Auf Absenden.

Das Diagramm Cluster-Komponenten wird angezeigt. Im Diagramm wird die gesamte Latenz nach
Clusterkomponente unterteilt.

. Zeigen Sie unten auf der Seite den Mauszeiger auf das Symbol fiir das Anderungsereignis zum Beginn der

HA-Ubernahme.

. Vergleichen Sie im Diagramm Cluster Components die Latenz fir die Datenverarbeitung mit der

gesamten Latenz im Diagramm * Latenz*.

Zum Zeitpunkt der HA-Ubernahme betrug die Datenverarbeitung aufgrund der steigenden Workload-
Anforderungen am Datenverarbeitungs-Node eine Spitze. Die hohere CPU-Auslastung steigerte die Latenz
und |6ste das Ereignis aus.

Nach der Behebung des fehlerhaften Knotens fihrt OnCommand System Manager ein HA-Giveback
durch, wodurch die Workloads vom Partner-Node zum festgelegten Node verschoben werden.

Nachdem die HA-RUckibertragung abgeschlossen ist, suchen Sie im Unified Manager nach der Ereignis-
ID, die Sie in Schritt 2 aufgezeichnet haben.

Das durch die HA-Ubernahme ausgeldste Ereignis wird auf der Seite Ereignisdetails angezeigt. Das
Ereignis weist nun einen Status veraltet auf, was darauf hinweist, dass das Ereignis gel6st wurde.

Klicken Sie in der Beschreibung auf den Namen des Opfervolumens.
Die Seite Performance/Volume Details wird angezeigt. Im unteren Bereich der Seite wird in der Zeile

Ereignisse die Zeit angezeigt, in der Unified Manager den Abschluss des HA-Giveback erkannt hat, ein
Symbol fiir ein Anderungsereignis.



13.
14.

15.

16.

Wahlen Sie Aufbruchdaten nach aus.

Wahlen Sie unter Latenz Cluster-Komponenten aus.
Das Diagramm Cluster-Komponenten wird angezeigt.

Zeigen Sie unten auf der Seite den Cursor auf das Symbol fiir das Anderungsereignis fiir das HA-
Giveback.

Das Anderungereignis wird in der Tabelle ,Ereignisliste“ hervorgehoben und gibt an, dass die HA-
Ruckgabe erfolgreich abgeschlossen wurde.

Vergleichen Sie im Diagramm Cluster Components die Latenz flr die Datenverarbeitung mit der
gesamten Latenz im Diagramm * Latenz*.

Die Latenz der Komponente fir die Datenverarbeitung wurde herabgesetzt, wodurch die gesamte Latenz

verringert wurde. Der Node, den das ausgewahlte Volume jetzt zur Datenverarbeitung verwendet, hat das
Ereignis aufgelost.
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beschrankt.

Markeninformationen

NETAPP, das NETAPP Logo und die unter http://www.netapp.com/TM aufgefihrten Marken sind Marken von
NetApp, Inc. Andere Firmen und Produktnamen kénnen Marken der jeweiligen Eigentiimer sein.
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