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EinfUhrung in OnCommand Unified Manager

OnCommand Unified Manager ermoglicht das Monitoring und Management des
Systemzustands sowie der Performance lhrer ONTAP Storage-Systeme Uber eine
einheitliche Benutzeroberflache.

Unified Manager bietet folgende Funktionen:

* Bestandsaufnahme, Monitoring und Benachrichtigungen fir Systeme, die mit der ONTAP Software
installiert sind

* Dashboards zur Anzeige von Kapazitat, Verfigbarkeit, Schutz und Performance-Zustand der Umgebung
» Erweiterte Alarmfunktionen, Ereignisse und Schwellenwertsinfrastruktur.

 Zeigt detaillierte Diagramme an, die Workload-Aktivitaten im Zeitverlauf darstellen, einschlief3lich IOPS
(Vorgange), MB/s (Durchsatz), Latenz (Reaktionszeit), Auslastung, Performance-Kapazitat und Cache-
Verhaltnis.

* |dentifiziert Workloads, die zu viel Cluster-Komponenten nutzen, und Workloads, deren Performance durch
den gesteigerten Durchsatz beeintrachtigt wird

» Enthalt vorgeschlagene Korrekturmalinahmen, die zur Behebung bestimmter Vorfélle und Ereignisse
durchgeflihrt werden kénnen.

* Integration in OnCommand Workflow Automation zur Ausfihrung automatisierter Workflows

Einfuhrung in das Monitoring des Systemzustands von
OnCommand Unified Manager

Mit Unified Manager konnen Sie eine gro3e Anzahl von Systemen mit ONTAP Software
uber eine zentrale Benutzeroberflache uberwachen. Die Unified Manager
Serverinfrastruktur bietet Skalierbarkeit, Unterstutzbarkeit sowie verbesserte Monitoring-
und Benachrichtigungsfunktionen.

Zu den Schlusselfunktionen von Unified Manager gehéren Monitoring, Warnmeldungen, Management der
Verflugbarkeit und Kapazitat von Clustern, Management von Sicherungsfunktionen, Performance-
Uberwachung, Konfiguration und Management von Infinite Volumes, Annotationen von Storage-Objekten,
Bindelung von Diagnosedaten und Senden an den technischen Support.

Mit Unified Manager kénnen Sie die Cluster iberwachen. Wenn im Cluster Probleme auftreten, benachrichtigt
Sie Unified Manager Uber Ereignisse, die Einzelheiten zu solchen Problemen betreffen. Bei einigen
Ereignissen erhalten Sie zudem eine Abhilfemallung, die Sie zur Behebung der Probleme ergreifen kénnen.
Sie kdnnen Benachrichtigungen fur Ereignisse so konfigurieren, dass bei Auftreten von Problemen Sie Uber E-
Mail und SNMP-Traps benachrichtigt werden.

Mit Unified Manager kénnen Sie Storage-Objekte in Ihrer Umgebung managen, indem Sie sie mit
Annotationen verknulpfen. Sie kdnnen benutzerdefinierte Anmerkungen erstellen und Cluster, Storage Virtual
Machines (SVMs) und Volumes dynamisch mit den Annotationen Gber Regeln verkntpfen.

Zudem konnen Sie die Storage-Anforderungen |hrer Cluster-Objekte anhand der Informationen in den
Kapazitats- und Integritatsdiagrammen fir das jeweilige Cluster-Objekt planen.



Unified Manager Funktionen fur das Monitoring des
Systemzustands

Unified Manager basiert auf einer Serverinfrastruktur, die Skalierbarkeit, Unterstltzbarkeit
sowie verbesserte Monitoring- und Benachrichtigungsfunktionen bietet. Unified Manager
unterstltzt das Monitoring von Systemen mit ONTAP Software.

Unified Manager umfasst die folgenden Funktionen:
» Bestandsaufnahme, Monitoring und Benachrichtigungen fiir Systeme, die mit der ONTAP Software
installiert sind:

o Physische Objekte: Nodes, Festplatten, Festplatten-Shelfs, SFO-Paare, Ports, Und Flash Cache

> Logische Objekte: Cluster, Storage Virtual Machines (SVMs), Aggregate, Volumes, LUNSs,
Namespaces Qtrees, LIFs, Snapshot Kopien, Verbindungspfade, NFS-Exporte, CIFS-Freigaben,
Benutzer- und Gruppenkontingente und Initiatorgruppen

o Protokolle: CIFS, NFS, FC, iSCSI, NVMe, Und FCoE

o Storage-Effizienz: SSD-Aggregate, Flash Pool-Aggregate, FabricPool-Aggregate, Deduplizierung und
Komprimierung

> Sicherung: SnapMirror Beziehungen (synchron und asynchron) sowie SnapVault Beziehungen
+ Anzeigen des Cluster-Erkennungs- und Uberwachungsstatus

+ MetroCluster Konfiguration: Anzeigen und Uberwachen der Konfiguration, MetroCluster Switches und
Bridges, Probleme und des Konnektivitatsstatus der Cluster-Komponenten

» Erweiterte Alarmfunktionen, Ereignisse und Schwellenwertsinfrastruktur

* LDAP, LDAPS, SAML-Authentifizierung und Unterstitzung lokaler Benutzer
* RBAC (fur vordefinierte Rollen)

» AutoSupport und Support-Bundle

» Erweitertes Dashboard zur Anzeige des Kapazitats-, Verfigbarkeits-, Sicherungs- und Performance-
Zustands der Umgebung

+ Interoperabilitat bei Volume-Verschiebung, Verlauf der Volume-Verschiebung und Anderungsverlauf fiir
Verbindungspfade

 Bereich ,Auswirkungen®, in dem die Ressourcen angezeigt werden, die fiir Ereignisse wie fehlerhafte
Festplatten, heruntergestuften MetroCluster Aggregatspiegelung und MetroCluster-Ersatzfestplatten, die
bei Ereignissen noch nicht vorhanden sind, betroffen sind

* Moglicher Effektbereich, der die Wirkung der MetroCluster-Ereignisse anzeigt

 Bereich ,Empfohlene Korrekturmallinahmen®, in dem die Aktionen angezeigt werden, die zur Behebung
von Ereignissen durchgefihrt werden kénnen, z. B. fehlerhafte Festplatten, eingeschrankte MetroCluster
Aggregatspiegelung und nicht mehr vorhandene MetroCluster-Ersatzfestplatten

» Ressourcen, die mdglicherweise betroffen sein kdnnten, zeigen die Ressourcen an, die fiir Ereignisse wie
das Offline-Ereignis von Volume, das Ereignis Volume Restricted und den risikobehaftete Volume-
Speicherplatz auf einem Volume mit Thin Provisioning verfligbar sein kénnten

* Unterstltzung fir SVMs mit:
> FlexVol Volumes

> FlexGroup Volumes



o Unbegrenzte Volumes
 Unterstutzung fir das Monitoring von Root-Volumes der Nodes

* Verbessertes Monitoring von Snapshot Kopien, einschlieRlich Computing von zurlickforderbarem
Speicherplatz und Léschen von Snapshot Kopien

« Anmerkungen flr Speicherobjekte

* Berichte fur die Erstellung und das Management von Storage-Objektinformationen wie physische und
logische Kapazitat, Auslastung, Platzeinsparungen und zugehdrige Ereignisse

¢ Integration in OnCommand Workflow Automation zur Ausfiihrung von Workflows
Der Storage Automation Store enthalt von NetApp zertifizierte automatisierte Workflow-Pakete fir die
Verwendung mit OnCommand Workflow Automation (WFA). Sie kdnnen die Pakete herunterladen und

anschlieBend in WFA importieren, um sie auszuflhren. Die automatisierten Workflows sind im folgenden
verfugbar "Storage Automation Store"

Einfuhrung in das Performance-Monitoring von
OnCommand Unified Manager

OnCommand Unified Manager bietet Funktionen fur das Performance-Monitoring und
Ursachenanalyse fur Systeme, auf denen NetApp ONTAP Software ausgefihrt wird.

Unified Manager hilft lhnen, Workloads zu identifizieren, die die Cluster-Komponenten Uberbeanspruchen, und
die Performance anderer Workloads auf dem Cluster zu senken. Durch das Definieren von Richtlinien fur
Performance-Schwellenwerte kdnnen Sie auch Maximalwerte flr bestimmte Performance-Zahler angeben,
sodass Ereignisse bei Uberschreitung des Schwellenwerts generiert werden. Unified Manager benachrichtigt
Sie Uber diese Performance-Ereignisse, sodass Korrekturmaf3nahmen ergriffen und die Performance wieder
auf normalen Niveau des Betriebs wiederhergestellt werden kann. Sie kdnnen Ereignisse in der
Benutzeroberflache von Unified Manager anzeigen und analysieren.

Unified Manager tberwacht die Performance zweier Workload-Typen:
» Benutzerdefinierte Workloads

Diese Workloads bestehen aus FlexVol Volumes und FlexGroup Volumes, die Sie in dem Cluster erstellt
haben.

» Systemdefinierte Workloads

Diese Workloads bestehen aus interner Systemaktivitat.

Funktionen fur das Performance-Monitoring in Unified
Manager

Unified Manager sammelt und analysiert Performance-Statistiken von Systemen, auf
denen ONTAP Software ausgefuhrt wird. Es nutzt dynamische Performance-

Schwellenwerte und benutzerdefinierte Performance-Schwellenwerte, um eine Vielzahl
von Performance-Zahler Uber viele Cluster-Komponenten zu Gberwachen.

Eine hohe Reaktionszeit (Latenz) gibt an, dass das Storage-Objekt, beispielsweise ein Volume, langsamer als
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normal lauft. Dieses Problem weist auRerdem darauf hin, dass die Performance fir Client-Applikationen, die
das Volume nutzen, gesunken ist. Unified Manager ermittelt die Storage-Komponente, in der das Performance-
Problem liegt, und enthalt eine Liste mit Vorschlagen, die Sie zur Behebung des Performance-Problems
ergreifen kdnnen.

Unified Manager umfasst die folgenden Funktionen:

+ Uberwachung und Analyse der Workload-Performance-Statistiken eines Systems mit ONTAP Software

 Tracking von Performance-Zahlern fur Cluster, Nodes, Aggregate, Ports, SVMs Volumes, LUNs, NVMe-
Namespaces und LIFs.

* Zeigt detaillierte Diagramme an, die Workload-Aktivitaten im Zeitverlauf darstellen, einschlieRlich IOPS
(Vorgange), MB/s (Durchsatz), Latenz (Reaktionszeit), Auslastung, Performance-Kapazitat und Cache-
Verhaltnis.

* Ermdoglicht die Erstellung benutzerdefinierter Performance-Schwellenwertrichtlinien, die Ereignisse
auslésen und E-Mail-Alarme senden, wenn die Schwellenwerte nicht Uberschritten werden.

 Hier werden systemdefinierte Schwellenwerte und dynamische Performance-Schwellenwerte verwendet,
die Informationen zu Ihrer Workload-Aktivitat enthalten, um Performance-Probleme zu identifizieren und zu
benachrichtigen.

* Ermittelt eindeutig die Clusterkomponente, die mit einem Konflikt in Konflikt steht.

* |ldentifiziert Workloads, die zu viel Cluster-Komponenten nutzen, und Workloads, deren Performance durch
den gesteigerten Durchsatz beeintrachtigt wird

Was macht der Unified Manager Server

Die Unified Manager Server-Infrastruktur besteht aus einer Datenerfassungseinheit, einer
Datenbank und einem Applikationsserver. Die Losung bietet Infrastrukturservices wie
beispielsweise Discovery, Monitoring, rollenbasierte Zugriffssteuerung (RBAC), Audits
und Protokollierungsfunktionen.

Unified Manager sammelt Cluster-Informationen, speichert die Daten in der Datenbank und analysiert die
Daten, um zu prifen, ob es Cluster-Probleme gibt.

Funktionsweise des Erkennungsvorgangs

Nachdem Sie den Cluster Unified Manager hinzugeftigt haben, erkennt der Server die
Cluster-Objekte und fugt sie seiner Datenbank hinzu. Wenn Sie verstehen, wie der
Erkennungsvorgang funktioniert, kdnnen Sie die Cluster und ihre Objekte im
Unternehmen managen.

Das Standard-Monitoring-Intervall betragt 15 Minuten: Wenn Sie zum Unified Manager Server einen Cluster
hinzugefligt haben, dauert es 15 Minuten, bis die Cluster-Details in der Benutzeroberflache von Unified

Manager angezeigt werden.

Das folgende Image veranschaulicht den Erkennungsvorgang in OnCommand Unified Manager:
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Aktivitaten zur Cluster-Konfiguration und zur Datenerfassung fiir die Performance

Das Erfassungsintervall fur Cluster-Konfigurationsdaten betragt 15 Minuten.
Beispielsweise dauert es nach dem Hinzufluigen eines Clusters 15 Minuten, bis die
Cluster-Details in der Ul von Unified Manager angezeigt werden. Dieses Intervall gilt,
wenn Sie die Anderungen auch auf einem Cluster vornehmen.

Wenn Sie beispielsweise einer SVM in einem Cluster zwei neue Volumes hinzufligen, werden diese neuen
Objekte in der Ul nach dem nachsten Abfrageintervall bis zu 15 Minuten angezeigt.

Unified Manager sammelt alle finf Minuten aktuelle Performance-Statistiken_ von allen Uberwachten Clustern.
Diese Daten werden analysiert, um Performance-Ereignisse und potenzielle Probleme zu identifizieren. Es
speichert 30 Tage Verlaufsdaten zu fiinf Minuten und 390 Tage historischer Performance-Daten von einer
Stunde. So kdénnen Sie sehr granulare Performance-Details fir den aktuellen Monat und allgemeine
Performance-Trends fur bis zu ein Jahr anzeigen.

Die Erfassungsumfragen werden um einige Minuten verschoben, sodass Daten aus jedem Cluster nicht
gleichzeitig gesendet werden, was die Performance beeintrachtigen kann.

In der folgenden Tabelle werden die Erfassungsaktivitaten beschrieben, die Unified Manager durchfihrt:

Aktivitat Zeitintervall Beschreibung

Performance-Statistikabfrage Alle 5 Minuten Erfassung von Performance-Daten
in Echtzeit von jedem Cluster



Aktivitat

Statistische Analyse

Konfigurationsabfrage

Zusammenfassung

Prognoseanalyse und
Datenbeschneidung

Datenbeschnitt

Datenbeschnitt

Zeitintervall

Alle 5 Minuten

Alle 15 Minuten

Jede Stunde

Jeden Tag nach Mitternacht

Jeden Tag nach 2 Uhr

Jeden Tag nach 3:30 Uhr

Beschreibung

Nach jeder Statistikabfrage
vergleicht Unified Manager die
erfassten Daten mit
benutzerdefinierten,
systemdefinierten und
dynamischen Schwellenwerten.

Wenn gegen Performance-
Schwellenwerte Grenzwerte
verstollen wurde, generiert Unified
Manager Ereignisse und sendet E-
Mails an die angegebenen
Benutzer, sofern hierfir
konfiguriert.

Erfasst detaillierte
Inventarinformationen aus jedem
Cluster, um alle Storage-Objekte
(Nodes, SVMs, Volumes usw.) zu
identifizieren

Fasst die letzten 12 funf-Minuten-
Performance-Datensammlungen in
einem Durchschnittswert von
Stunden zusammen.

Die Durchschnittswerte pro Stunde
werden in einigen Ul-Seiten
verwendet und 390 Tage lang
aufbewahrt.

Analysiert Cluster-Daten, um
dynamische Schwellenwerte fir
Volume-Latenz und IOPS fir die
nachsten 24 Stunden festzulegen.

Loscht alle funf-Minuten-
Performancedaten, die alter als 30
Tage sind, aus der Datenbank.

Loscht aus der Datenbank alle
Ereignisse und dynamischen
Schwellenwerte, die alter als 390
Tage sind.

Loscht aus der Datenbank alle
Leistungsdaten von einer Stunde,
die alter als 390 Tage sind.



Was ist ein Data-Continuity-Erfassungszyklus

Durch einen Datenkontinuitatszyklus werden Performancedaten aul3erhalb des Echtzeit-
Zyklus der Cluster-Performance-Erfassung abgerufen, der standardmaig alle funf
Minuten ausgefuhrt wird. Datenkontinuitatssammlungen ermaoglichen es Unified Manager,
Ldcken statistischer Daten zu schlie3en, die auftreten, wenn sie keine Echtzeitdaten
erfassen konnten.

Die Datenkontinuitatssammlung wird nur auf Clustern unterstttzt, die mit der Software ONTAP Version 8.3.1
oder hoher installiert sind.

Unified Manager fiihrt Datenkontinuitat-Abfragen der historischen Performance-Daten durch, wenn die
folgenden Ereignisse auftreten:

* Dem Unified Manager wird zunachst ein Cluster hinzugefigt.

Unified Manager sammelt historische Performance-Daten fur die letzten 15 Tage. So kénnen Sie einige
Stunden nach dem Hinzuftigen von Performance-Informationen von zwei Wochen fiir ein Cluster anzeigen.

Darlber hinaus werden systemdefinierte Schwellenwertereignisse flr den vorherigen Zeitraum gemeldet,
sofern vorhanden.

@ 15 Tage der historischen Volumen-Statistiken werden derzeit nicht gesammelt.

* Der aktuelle Erfassungszyklus fir Performance-Daten ist nicht plnktlich abgeschlossen.

Wenn die Echtzeit-Performance-Umfrage Uber den finf-Minuten-Erfassungszeitraum hinausgeht, wird ein
Datenkontinuitdtssammlungszyklus eingeleitet, um die fehlenden Informationen zu erfassen. Ohne die
Datenkontinuitdtssammlung wird der nachste Erfassungszeitraum tbersprungen.

» Unified Manager war flir einen bestimmten Zeitraum nicht zuganglich und dann wieder online, wie in den
folgenden Situationen:

o Es wurde neu gestartet.

> Sie wurde wahrend eines Software-Upgrades oder beim Erstellen einer Sicherungsdatei
heruntergefahren.

o Ein Netzwerkausfall ist behoben.

 Ein Cluster war fir einen Zeitraum nicht zuganglich und dann wieder online, wie in den folgenden
Situationen:

o Ein Netzwerkausfall ist behoben.

> Eine langsame Wide Area Network-Verbindung verzdgerte die normale Erfassung von
Performancedaten.

Ein Datenerfassungszyklus kann maximal 24 Stunden historische Daten erfassen. Wenn Unified Manager
langer als 24 Stunden ausfallt, wird auf den Ul-Seiten eine Licke in den Performance-Daten angezeigt.

Ein Datenerfassungszyklus und ein Datenerfassungszyklus in Echtzeit kdnnen nicht gleichzeitig ausgefuhrt
werden. Der Datenerfassungszyklus muss vor Beginn der Performance-Datenerfassung in Echtzeit
abgeschlossen sein. Wenn die Daten-Continuity-Sammlung langer als eine Stunde historische Daten erfasst
werden muss, befindet sich oben im Performance Dashboard eine Bannermeldung fiir den Cluster.



Was bedeutet der Zeitstempel bei erfassten Daten und Ereignissen

Der Zeitstempel, der in den erfassten Systemzustand und Performance-Daten angezeigt
wird oder der als Erkennungszeit fir ein Ereignis angezeigt wird, basiert auf der ONTAP
Cluster-Zeit, die an die im Webbrowser eingestellte Zeitzone angepasst wurde.

Es wird dringend empfohlen, einen NTP-Server (Network Time Protocol) zu verwenden, um die Zeit auf Unified
Manager-Servern, ONTAP-Clustern und Webbrowsern zu synchronisieren.

@ Wenn Zeitstempel, die fir ein bestimmtes Cluster nicht korrekt angezeigt werden, mochten Sie
moglicherweise Uberprifen, ob die Cluster-Zeit ordnungsgeman festgelegt wurde.
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