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Landing Page für Performance Cluster

Auf der Seite „Performance Cluster Landing“ wird der Performance-Status eines
ausgewählten Clusters angezeigt. Auf der Seite können Sie alle Details zu jedem
Performance-Zähler für die Storage-Objekte im ausgewählten Cluster abrufen.

Klicken Sie auf die Schaltfläche Favoriten ( ) Um dieses Objekt zu Ihrer Liste der bevorzugten
Speicherobjekte hinzuzufügen. Eine blaue Taste ( ) Zeigt an, dass dieses Objekt bereits ein Favorit ist.

Die Landing Page für Performance Cluster enthält vier Registerkarten, die die Cluster-Details in vier
Informationsbereiche trennen:

• Übersichtsseite

◦ Bereich Cluster-Ereignisse

◦ Bereich „Managed Objects“

• Seite „Top Performers“

• Explorer-Seite

• Informationsseite

Performance Cluster Summary

Die Seite Performance Cluster Summary bietet eine Zusammenfassung der aktiven
Ereignisse, IOPS Performance und MB/s für ein Cluster. Diese Seite enthält auch die
Gesamtzahl der Storage-Objekte im Cluster.

Teilfenster „Cluster-Performance“-Ereignisse

Im Teilfenster Cluster Performance-Ereignisse werden Performance-Statistiken und alle
aktiven Ereignisse für das Cluster angezeigt. Dies ist am hilfreichsten, wenn es um das
Monitoring der Cluster und aller Cluster-bezogenen Performance und Ereignisse geht.

Alle Ereignisse in diesem Clusterfenster

Im Teilfenster „Alle Ereignisse“ in diesem Teilfenster „Cluster“ werden alle aktiven Cluster-Performance-
Ereignisse der letzten 72 Stunden angezeigt. Die Gesamtzahl der aktiven Ereignisse wird ganz links
angezeigt. Diese Zahl stellt die Summe aller neuen und bestätigten Ereignisse für alle Speicherobjekte in
diesem Cluster dar. Sie können auf den Link „Aktive Ereignisse insgesamt“ klicken, um zur Seite
„Ereignisbestand“ zu navigieren, die gefiltert wird, um diese Ereignisse anzuzeigen.

Im Balkendiagramm für aktive Ereignisse insgesamt für das Cluster wird die Gesamtzahl der aktiven kritischen
und Warnereignisse angezeigt:

• Latenz (insgesamt für Nodes, Aggregate, SVMs, Volumes, LUNs, Und Namespaces)

• IOPS (insgesamt für Cluster, Nodes, Aggregate, SVMs, Volumes, LUNs und Namespaces)

• MB/s (insgesamt für Cluster, Nodes, Aggregate, SVMs, Volumes, LUNs, Namespaces, Ports und LIFs)

• Verwendete Performance-Kapazität (insgesamt für Nodes und Aggregate)

• Auslastung (insgesamt für Nodes, Aggregate und Ports)
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• Sonstiges (Cache-Miss-Verhältnis für Volumes)

Die Liste enthält aktive Performanceereignisse, die aus benutzerdefinierten Schwellenwertrichtlinien,
systemdefinierten Schwellenwertrichtlinien und dynamischen Schwellenwerten ausgelöst werden.

Diagrammdaten (vertikale Zählerbalken) werden rot ( angezeigt ) Für kritische Ereignisse, und gelb ( ) Für
Warnereignisse. Positionieren Sie den Cursor über jede vertikale Zählerleiste, um den tatsächlichen Typ und
die Anzahl der Ereignisse anzuzeigen. Sie können auf Aktualisieren klicken, um die Daten des Zählerfelds zu
aktualisieren.

Sie können kritische Ereignisse und Warnereignisse im Leistungsdiagramm für aktive Ereignisse anzeigen
oder ausblenden, indem Sie in der Legende auf die Symbole kritisch und Warnung klicken. Wenn Sie
bestimmte Ereignistypen ausblenden, werden die Legende-Symbole grau angezeigt.

Thekenabdeckungen

Die Zählerfelder zeigen Cluster-Aktivitäten und Performance-Ereignisse der letzten 72 Stunden an und
umfassen die folgenden Zähler:

• IOPS-Zählerpanel

IOPS gibt die Betriebsgeschwindigkeit des Clusters in der Anzahl der ein-/Ausgabevorgänge pro Sekunde
an. Dieses Zählerfeld bietet eine allgemeine Übersicht über den IOPS-Zustand des Clusters im vorherigen
Zeitraum von 72 Stunden. Sie können den Mauszeiger über die Trendkurve positionieren, um den IOPS-
Wert für einen bestimmten Zeitpunkt anzuzeigen.

• MB/s-Zähler-Panel

MB/s gibt an, wie viele Daten in Megabyte pro Sekunde an und aus dem Cluster übertragen wurden.
Dieses Zählerfeld bietet eine allgemeine Übersicht über den Zustand des Clusters im Vergleich mit dem
vorherigen 72-Stunden-Zeitraum. Sie können den Cursor über die Trendlinie des Diagramms positionieren,
um den Mbps-Wert für eine bestimmte Zeit anzuzeigen.

Die Zahl oben rechts im Diagramm im grauen Balken ist der Durchschnittswert aus dem letzten 72-Stunden-
Zeitraum. Die Zahlen unten und oben im Trendliniendiagramm sind die Mindest- und Höchstwerte der letzten
72 Stunden. Der graue Balken unterhalb des Diagramms enthält die Anzahl der aktiven (neuen und
bestätigten) Ereignisse und der veralteten Ereignisse aus dem Zeitraum der letzten 72 Stunden.

Die Zählerfelder enthalten zwei Arten von Ereignissen:

• * Aktiv*

Zeigt an, dass das Leistungsereignis aktuell aktiv ist (neu oder bestätigt). Das Problem, das das Ereignis
verursacht hat, wurde nicht selbst behoben oder wurde nicht behoben. Der Performance-Zähler für das
Storage-Objekt bleibt über dem Performance-Schwellenwert.

• Veraltet

Zeigt an, dass das Ereignis nicht mehr aktiv ist. Das Problem, das das Ereignis verursacht hat, hat sich
selbst korrigiert oder wurde behoben. Der Performance-Zähler für das Storage-Objekt liegt nicht mehr über
dem Performance-Schwellenwert.

Bei Active Events können Sie Ihren Cursor über das Ereignissymbol positionieren und auf die
Ereignisnummer klicken, um die entsprechende Seite mit den Ereignisdetails zu verlinken. Wenn es mehrere
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Ereignisse gibt, können Sie auf Alle Ereignisse anzeigen klicken, um die Seite „Ereignisbestand“ anzuzeigen,
die gefiltert wird, um alle Ereignisse für den ausgewählten Zählertyp des Objekts anzuzeigen.

Bereich „Managed Objects“

Der Fensterbereich verwaltete Objekte auf der Registerkarte Performance-Übersicht
bietet eine Übersicht über die Speicherobjekttypen und -Zählungen für das Cluster. In
diesem Teilfenster können Sie den Status der Objekte in jedem Cluster verfolgen.

Die Anzahl der verwalteten Objekte ist die Anzahl der Point-in-Time-Daten vom letzten Erfassungszeitraum.
Neue Objekte werden in 15-Minuten-Intervallen entdeckt.

Durch Klicken auf die verknüpfte Nummer eines Objekttyps wird die Seite „Objekt-Performance-
Bestandsaufnahme“ für diesen Objekttyp angezeigt. Die Seite „Objektbestandsliste“ wird gefiltert, um nur die
Objekte auf diesem Cluster anzuzeigen.

Die verwalteten Objekte sind:

• Knoten

Ein physisches System in einem Cluster

• Aggregate

Ein Satz aus mehreren redundanten Array von unabhängigen Festplatten (RAID)-Gruppen, die als eine
einzige Einheit zur Sicherung und Bereitstellung gemanagt werden können.

• Ports

Ein physischer Verbindungspunkt auf Knoten, der zur Verbindung mit anderen Geräten im Netzwerk
verwendet wird.

• SVMs

Eine virtuelle Maschine, die Netzwerkzugriff über eindeutige Netzwerkadressen ermöglicht. Eine SVM kann
Daten aus einem anderen Namespace bereitstellen und kann vom Rest des Clusters getrennt verwaltet
werden.

• Bände

Eine logische Einheit, die über ein oder mehrere der unterstützten Zugriffsprotokolle zugängliche
Benutzerdaten enthält. Die Zählung umfasst sowohl FlexVol Volumes als auch FlexGroup Volumes. Es
umfasst keine FlexGroup Komponenten oder Infinite Volumes.

• LUNs

Der Bezeichner einer logischen Fibre Channel (FC)-Einheit oder einer logischen iSCSI-Einheit. Eine
logische Einheit entspricht in der Regel einem Speichervolumen und wird innerhalb eines
Computerbetriebssystems als Gerät dargestellt.

• LIFs

Eine logische Netzwerkschnittstelle, die einen Netzwerkzugriffspunkt für einen Node darstellt. Die Anzahl
umfasst alle LIF-Typen.
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Seite „Top Performers“

Auf der Seite „Top Performers“ werden die Speicherobjekte angezeigt, die je nach dem
ausgewählten Performance-Zähler die höchste oder niedrigste Performance haben.
Beispielsweise können Sie in der Kategorie SVMs die SVMs mit den höchsten IOPS, mit
der höchsten Latenz oder mit den niedrigsten MB/s anzeigen. Diese Seite wird auch
angezeigt, wenn einer der Top-Performer aktive Performanceereignisse hat (Neu oder
bestätigt).

Auf der Seite Top Performers werden maximal 10 Objekte angezeigt. Das Volume-Objekt umfasst sowohl
FlexVol Volumes als auch FlexGroup Volumes. Es umfasst keine FlexGroup Komponenten oder Infinite
Volumes.

• Zeitbereich

Sie können einen Zeitbereich für die Anzeige der Top-Performer auswählen. Der ausgewählte Zeitbereich
gilt für alle Speicherobjekte. Verfügbare Zeitbereiche:

◦ Letzte Stunde

◦ Letzte 24 Stunden

◦ Letzte 72 Stunden (Standard)

◦ Letzte 7 Tage

• Metrisch

Klicken Sie auf das Menü metrisch, um einen anderen Zähler auszuwählen. Zähleroptionen sind nur dem
Objekttyp zugeordnet. Verfügbare Zähler für das Objekt Volumes sind beispielsweise Latenz, IOPS und
Mbps. Durch Ändern des Zählers werden die Plattendaten basierend auf dem ausgewählten Zähler mit
den Top-Performern neu geladen.

Verfügbare Zähler:

◦ Latenz

◦ IOPS

◦ MB/Sek.

◦ Verwendete Performance-Kapazität (für Nodes und Aggregate)

◦ Auslastung (für Nodes und Aggregate)

• * Sortieren*

Klicken Sie auf das Menü Sortieren, um eine aufsteigende oder absteigende Sortierung für das
ausgewählte Objekt und den ausgewählten Zähler auszuwählen. Die Optionen sind höchste bis

niedrigste und niedrigste bis höchste. Bei diesen Optionen werden die Objekte mit höchster
Performance oder mit geringster Performance angezeigt.

• Counter Bar

Der Zählerbalken im Diagramm zeigt die Performance-Statistiken für jedes Objekt an, die als Balken für
dieses Objekt dargestellt sind. Die Balkendiagramme sind farbcodiert. Wenn der Zähler keinen
Performance-Schwellenwert überschreitet, wird der Zählerbalken in blau angezeigt. Wenn eine
Schwellenverletzung aktiv ist (ein neues oder quited Event), wird der Balken in der Farbe für das Ereignis
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angezeigt: Warnereignisse werden in Gelb ( angezeigt ), und kritische Ereignisse werden in rot ( ).
Schwellenverletzungen werden zudem durch Symbole für die Schweregrade für Warn- und kritische
Ereignisse angezeigt.

Die X-Achse zeigt für jedes Diagramm die besten Interpreten für den ausgewählten Objekttyp an. Die Y-
Achse zeigt die Einheiten an, die für den ausgewählten Zähler gelten. Wenn Sie unter jedem vertikalen
Balkendiagramm auf den Objektnamen klicken, werden Sie zur Seite Performance Landing für das
ausgewählte Objekt navigieren.

• Severity Ereignisanzeige

Das Symbol Severity Event wird links neben einem Objektnamen für den aktiven kritischen ( angezeigt
) Oder Warnung ( ) Ereignisse in den Grafiken der Top-Performer. Klicken Sie zum Anzeigen auf das

Symbol * Severity Event*:

◦ Ein Event

Navigiert zur Seite mit den Veranstaltungsdetails für dieses Ereignis.

◦ * Zwei oder mehr Veranstaltungen*

Navigiert zur Seite „Ereignisbestand“, die gefiltert wird, um alle Ereignisse für das ausgewählte Objekt
anzuzeigen.

• Export-Taste

Erstellt ein .csv Datei, die die in der Zählerleiste angezeigten Daten enthält. Sie können die Datei für das
einzelne Cluster erstellen, das Sie anzeigen, oder für alle Cluster im Datacenter.
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