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Performance-Ereignisanalyse fur eine
MetroCluster-Konfiguration

Sie kdnnen mit Unified Manager ein Performance-Ereignis fur eine MetroCluster-
Konfiguration analysieren. Sie konnen die an dem Ereignis beteiligten Workloads
ermitteln und die vorgeschlagenen MalRnahmen zur Lésung prufen.

MetroCluster-Performance-Ereignisse kdnnen auf bully Workloads zuriickzufiihren sein, die die Interswitch-
Links (ISLs) zwischen den Clustern tberlasten oder aufgrund von Systemzustandsproblemen. Unified
Manager iberwacht jedes Cluster in einer MetroCluster-Konfiguration unabhangig und bertcksichtigt dabei
nicht die Performance-Ereignisse in einem Partner-Cluster.

Auf der Seite Unified ManagerDashboards/Uberblick werden auch Performance-Ereignisse von beiden
Clustern in der MetroCluster-Konfiguration angezeigt.Sie kdnnen auch die Health-Seiten von Unified Manager
anzeigen, um den Zustand der einzelnen Cluster zu Uberprifen und ihre Beziehung anzuzeigen.

Analyse eines dynamischen Performance-Ereignisses auf
einem Cluster in einer MetroCluster Konfiguration

Sie konnen Unified Manager verwenden, um das Cluster in einer MetroCluster-
Konfiguration zu analysieren, bei der ein Performance-Ereignis erkannt wurde. Sie
konnen den Cluster-Namen, die Ereigniserkennungszeit und die damit verbundenen
Workloads bully und victim identifizieren.

Bevor Sie beginnen

« Sie missen Uber die Rolle ,Operator”, ,OnCommand Administrator” oder ,Storage Administrator® verfligen.

* FUr eine MetroCluster-Konfiguration missen neue, anerkannte oder veraltete Performance-Ereignisse
vorliegen.

» Beide Cluster in der MetroCluster-Konfiguration miissen von derselben Instanz von Unified Manager
Uberwacht werden.

Schritte

1. Rufen Sie die Seite Ereignisdetails auf, um Informationen Uber das Ereignis anzuzeigen.

2. Die Ereignisbeschreibung enthalt Namen der betroffenen Workloads sowie die Anzahl der betroffenen
Workloads.

In diesem Beispiel ist das Symbol fiir MetroCluster-Ressourcen rot dargestellt, was bedeutet, dass die
MetroCluster-Ressourcen tber Konflikte verfligen. Sie positionieren den Cursor Uber das Symbol, um eine
Beschreibung des Symbols anzuzeigen. Oben auf der Seite in der Ereignis-ID identifiziert der Cluster-
Name den Namen des Clusters, auf dem das Ereignis erkannt wurde.
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. Notieren Sie sich den Cluster-Namen und die Ereignis-Erkennungszeit, mit der Sie Performance-
Ereignisse im Partner-Cluster analysieren kénnen.

. Uberpriifen Sie in den Diagrammen die ,_victim_Workloads®, um zu bestéatigen, dass ihre Antwortzeiten
héher sind als der Performance-Schwellenwert.

In diesem Beispiel wird der Workload des Opfers im Hover-Text angezeigt. Die Latenzdiagramme werden
auf hoher Ebene angezeigt, ein konsistentes Latenzmuster fir die betroffenen Opfer-Workloads. Obwohl
die anormale Latenz der betroffenen Workloads das Ereignis ausgeldst hat, kann ein konsistentes
Latenzmuster darauf hindeuten, dass die Workloads innerhalb des erwarteten Bereichs liegen. Durch
einen Spitzen bei den 1/0 wurde die Latenz erh6ht und das Ereignis ausgelost.
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Falls Sie vor Kurzem eine Applikation auf einem Client installiert haben, der auf diese Volume-Workloads
zugreift und die Applikation eine hohe Anzahl an I/O-Vorgangen sendet, kann die Verzogerungen bereits
vorwegnehmen. Wenn die Latenz fir die Workloads innerhalb des erwarteten Bereichs zurtickkehrt, andert
sich der Ereignisstatus zu veraltet und bleibt mehr als 30 Minuten in diesem Status, kdnnen Sie das
Ereignis wahrscheinlich ignorieren. Wenn das Ereignis andauernde und im neuen Status verbleibt, kbnnen
Sie es weiter untersuchen, um festzustellen, ob andere Probleme das Ereignis verursacht haben.

. Wahlen Sie im Workload-Durchsatzdiagramm die Option problematische Workloads aus, um die
problematische Workloads anzuzeigen.

Die Anwesenheit von problematischer Workloads zeigt an, dass ein Ereignis moglicherweise durch eine
oder mehrere Workloads auf dem lokalen Cluster verursacht wurde, bei denen die MetroCluster-
Ressourcen Uberlastet sind. Die anspruchsvollen Workloads weisen eine hohe Abweichung beim
Schreibdurchsatz (MB/s) auf.

Dieses Diagramm wird auf héherer Ebene das Muster des Schreibdurchsatzes (MB/s) fiir die Workloads
angezeigt. Sie konnen das MB/s-Muster flir Schreibvorgange tberprifen, um einen anormalen Durchsatz
zu identifizieren, der darauf hindeutet, dass ein Workload die MetroCluster-Ressourcen tUbernutzt.

Wenn an diesem Ereignis keine problematische Workloads beteiligt sind, wurde dieses Ereignis
maoglicherweise durch ein Systemzustandsproblem mit der Verbindung zwischen den Clustern oder durch



ein Performance-Problem auf dem Partner-Cluster verursacht. Sie kdnnen Unified Manager verwenden,
um den Systemzustand beider Cluster in einer MetroCluster Konfiguration zu Uberprifen. AuRerdem
kénnen Sie mit Unified Manager Performance-Ereignisse im Partner-Cluster Gberprifen und analysieren.

Analyse eines dynamischen Performance-Ereignisses fur
ein Remote-Cluster auf einer MetroCluster-Konfiguration

Mit Unified Manager konnen Sie dynamische Performance-Ereignisse auf einem Remote-
Cluster in einer MetroCluster-Konfiguration analysieren. Mit der Analyse kdnnen Sie
ermitteln, ob ein Ereignis im Remote-Cluster ein Ereignis auf seinem Partner-Cluster
verursacht hat.

Bevor Sie beginnen

« Sie missen uber die Rolle ,Operator”, ,OnCommand Administrator” oder ,Storage Administrator” verfligen.

« Sie mlssen ein Performance-Ereignis auf einem lokalen Cluster in einer MetroCluster Konfiguration
analysiert und die Ereigniserkennungszeit ermittelt haben.

» Sie missen den Zustand des lokalen Clusters und dessen am Performance-Ereignis beteiligten Partner-
Clusters Uberpruft und den Namen des Partner-Clusters erhalten haben.

Schritte

1. Loggen Sie sich bei der Unified Manager-Instanz ein, die das Partner-Cluster Gberwacht.
2. Klicken Sie im linken Navigationsbereich auf Events, um die Ereignisliste anzuzeigen.

3. Wahlen Sie im Auswahlfeld Zeitbereich die Option Letzte Stunde aus und klicken Sie dann auf Bereich
anwenden.

4. Wahlen Sie im Auswahlfeld Filterung im linken Dropdown-Men( die Option Cluster aus, geben Sie den
Namen des Partner Clusters in das Textfeld ein und klicken Sie dann auf Filter anwenden.

Wenn wahrend der letzten Stunde keine Ereignisse fur das ausgewahlte Cluster vorhanden sind, zeigt dies
an, dass es wahrend des Ereignisses beim Partner keine Performance-Probleme aufgetreten sind.

5. Wenn im ausgewahlten Cluster Ereignisse Uber die letzte Stunde erkannt wurden, vergleichen Sie die
Ereignis-Erkennungszeit mit der Ereignis-Erkennungszeit fir das Ereignis auf dem lokalen Cluster.

Wenn diese Ereignisse problematische Workloads verursachen, die zu Konflikten bei der
Datenverarbeitungskomponente fihren, kénnte ein oder mehrere dieser Punkte das Ereignis auf dem
lokalen Cluster verursacht haben. Sie konnen auf das Ereignis klicken, um es zu analysieren und die
vorgeschlagenen Aktionen flr die Losung auf der Seite Ereignisdetails zu prifen.

Wenn diese Ereignisse keine problematische Workloads betreffen, wurden sie nicht zum Performance-
Ereignis auf dem lokalen Cluster verursacht.
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