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Verstehen und Verwenden der Seite Node
Failover Planning
Die Seite „Performance/Node Failover Planning“ schätzt die Auswirkungen auf die
Performance eines Node, wenn der hochverfügbare Partner-Node des Node ausfällt. Die
Schätzungen von Unified Manager beruhen auf der historischen Performance von Nodes
im HA-Paar.

Die Schätzung der Auswirkungen auf die Performance bei einem Failover hilft Ihnen, die folgenden Szenarien
zu planen:

• Wenn ein Failover die geschätzte Performance des übernehmenden Node immer wieder auf ein nicht
akzeptables Niveau verschlechtert, können Sie Korrekturmaßnahmen ergreifen, um die Performance-
Beeinträchtigung aufgrund eines Failover zu verringern.

• Vor dem Initiieren eines manuellen Failover zur Durchführung von Hardwarewartungsaufgaben können Sie
einschätzen, welche Auswirkungen der Failover auf die Performance des Takeover-Nodes hat, um den
optimalen Zeitpunkt für die Durchführung der Aufgabe zu bestimmen.

Verwenden der Seite Knoten-Failover-Planung, um
Korrekturmaßnahmen zu ermitteln

Basierend auf den Informationen, die auf der Seite „Performance/Node Failover
Planning“ angezeigt werden, können Sie Maßnahmen ergreifen, um sicherzustellen, dass
ein Failover nicht dazu führt, dass die Performance eines HA-Paars unter eine
akzeptable Ebene fällt.

Um beispielsweise die geschätzten Performance-Auswirkungen eines Failover zu verringern, können Sie
einige Volumes oder LUNs von einem Node im HA-Paar auf andere Nodes im Cluster verschieben. So wird
sichergestellt, dass der primäre Node nach einem Failover weiterhin eine akzeptable Performance liefern
kann.

Komponenten der Seite Knoten-Failover-Planung

Die Komponenten der Seite Performance/Node Failover Planning werden in einem
Raster und im Fenster Comparing angezeigt. In diesen Abschnitten können Sie die
Auswirkungen eines Node-Failovers auf die Performance des Takeover-Nodes bewerten.

Das Raster der Performance-Statistiken

Auf der Seite „Performance/Node-Failover-Planung“ wird ein Raster mit Statistiken zu Latenz, IOPS,
Auslastung und Performance-Kapazität angezeigt.

Die IOPS-Werte, die auf dieser Seite und auf der Seite „Performance/Node Performance
Explorer“ angezeigt werden, sind möglicherweise nicht dieselben.

Im Raster ist jedem Node eine der folgenden Rollen zugewiesen:
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• Primär

Der Node, der beim Ausfall des Partners für den HA-Partner übernimmt. Das Root-Objekt ist immer der
primäre Node.

• Partner

Der Node, der im Failover-Szenario ausfällt.

• Geschätzte Übernahme

Das gleiche wie der primäre Knoten. Für diesen Node angezeigte Performance-Statistiken zeigen die
Performance des Takeover-Node, nachdem der ausgefallene Partner übernommen wurde.

Obwohl der Workload des Takeover-Node den kombinierten Workloads beider Nodes nach
einem Failover entspricht, wurden die Statistiken für den geschätzten Takeover-Node nicht als
Summe der Statistiken des primären Nodes und des Partner-Nodes angezeigt. Wenn zum
Beispiel die Latenz des primären Node 2 ms/op beträgt und die Latenz des Partnerknotens 3
ms/op beträgt, kann der geschätzte Übernahmeknoten eine Latenz von 4 ms/op haben Dieser
Wert ist eine Berechnung, die Unified Manager durchführt.

Sie können auf den Namen des Partner-Knotens klicken, wenn er das Root-Objekt werden soll. Nachdem die
Seite Performance/Node Performance Explorer angezeigt wurde, können Sie auf die Registerkarte Failover
Planning klicken, um zu sehen, wie sich die Leistung in diesem Ausfallszenario ändert. Wenn beispielsweise
Node1 der primäre Node und Node2 der Partner-Node ist, können Sie auf Node2 klicken, um ihn zum
primären Node zu machen. Auf diese Weise sehen Sie, wie sich die geschätzte Performance je nach dem
Ausfall des Node ändert.

Teilfenster „Vergleichen“

In der folgenden Liste werden die im Teilfenster „Vergleich“ angezeigten Komponenten standardmäßig
beschrieben:

• Veranstaltungsdiagramme

Sie werden im gleichen Format wie auf der Seite Performance/Node Performance Explorer angezeigt. Sie
beziehen sich nur auf den primären Node.

• Counter-Charts

Sie zeigen historische Statistiken für den im Raster angezeigten Performance-Zähler an. In jedem
Diagramm wird im Diagramm für den geschätzten Takeover-Node die geschätzte Performance angezeigt,
wenn ein Failover zu einem bestimmten Zeitpunkt aufgetreten ist.

Angenommen, das Auslastungsdiagramm zeigt 73 % des Node Estimated Takeover um 11:00 Uhr an Am
8. Februar. Wenn zu diesem Zeitpunkt ein Failover aufgetreten wäre, hätte die Auslastung des Takeover-
Nodes 73 % betragen.

Anhand der historischen Statistiken finden Sie den optimalen Zeitpunkt für das Initiieren eines Failover und
minimieren so das Risiko einer Überlastung des Takeover-Nodes. Sie können einen Failover nur zu Zeiten
planen, in denen die prognostizierte Performance des Takeover-Node akzeptabel ist.

Standardmäßig werden Statistiken sowohl für das Root-Objekt als auch für den Partner-Node im Teilfenster
„Vergleichen“ angezeigt. Anders als auf der Seite Performance/Node Performance Explorer zeigt diese Seite
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nicht die Schaltfläche Hinzufügen an, um Objekte zum Statistikvergleich hinzuzufügen.

Sie können das vergleichende Fenster auf die gleiche Weise anpassen wie auf der Seite Performance/Node
Performance Explorer. Die folgende Liste zeigt Beispiele zur Anpassung der Diagramme:

• Klicken Sie auf einen Node-Namen, um die Statistiken des Node in den Zählerdiagrammen anzuzeigen
oder zu verbergen.

• Klicken Sie auf Zoom-Ansicht, um ein detailliertes Diagramm für einen bestimmten Zähler in einem neuen
Fenster anzuzeigen.

Verwenden einer Schwellenwertrichtlinie auf der Seite
Knoten-Failover-Planung

Sie können eine Node-Schwellenwertrichtlinie erstellen, sodass Sie auf der Seite
„Performance/Node Failover Planning“ eine Benachrichtigung erhalten können, wenn ein
potenzieller Failover die Performance des Takeover-Node auf ein inakzeptables Maß
verschlechtert.

Die vom System definierte Performance-Schwellenwertrichtlinie „Node HA-Paar Overused“ erzeugt ein
Warnereignis, wenn der Schwellenwert für sechs aufeinanderfolgende Erfassungszeiträume (30 Minuten)
überschritten wird. Der Schwellenwert ist dann nicht erreicht, wenn die kombinierte Performance-Kapazität, die
von den Nodes in einem HA-Paar genutzt wird, 200 % überschreitet.

Das Ereignis der vom System definierten Schwellenwertrichtlinie gibt Ihnen Warnungen vor, dass ein Failover
dazu führt, dass die Latenz des Takeover-Node auf ein inakzeptables Maß erhöht wird. Wenn ein Ereignis, das
von dieser Richtlinie für einen bestimmten Node generiert wird, angezeigt wird, können Sie zur Seite
Performance/Node-Failover-Planung für diesen Node wechseln, um den prognostizierten Latenzwert aufgrund
eines Failover anzuzeigen.

Zusätzlich zur Nutzung dieser systemdefinierten Schwellenwertrichtlinie können Sie unter Verwendung des
Zählers „Performance Capacity Used - Takeover“ Schwellenwertrichtlinien erstellen und die Richtlinie
dann auf ausgewählte Nodes anwenden. Wenn Sie einen Schwellenwert von weniger als 200 % angeben,
erhalten Sie ein Ereignis, bevor der Schwellenwert für die vom System definierte Richtlinie nicht erreicht wird.
Sie können auch den Mindestzeitraum angeben, für den der Schwellenwert auf weniger als 30 Minuten
überschritten wird, wenn Sie benachrichtigt werden möchten, bevor das vom System definierte
Richtlinienereignis generiert wird.

Sie können beispielsweise eine Schwellenwertrichtlinie zur Generierung eines Warnungsereignisses
definieren, wenn die kombinierte Performance-Kapazität der Nodes in einem HA-Paar mehr als 10 Minuten
lang 175 % überschreitet. Sie können diese Richtlinie auf Node1 und Node2 anwenden, die ein HA-Paar
bilden. Nachdem Sie eine Warnmeldung für Node1 oder Node2 erhalten haben, können Sie die Seite
Performance/Node-Failover-Planung für diesen Node anzeigen, um die geschätzten Performance-
Auswirkungen auf den Takeover-Node einzuschätzen. Sie können Korrekturmaßnahmen ergreifen, um bei
einem Failover einen Überlastung des Takeover-Node zu vermeiden. Wenn Sie Maßnahmen ergreifen, wenn
die kombinierte Performance-Kapazität, die von den Nodes verwendet wird, unter 200 % liegt, erreicht die
Latenz des Ersatz-Node nicht ein inakzeptables Maß, selbst wenn in diesem Zeitraum ein Failover stattfindet.

Verwenden des Leistungsdiagramms zur verwendeten
Kapazität zur Failover-Planung

Das Diagramm „Detailed Performance Capacity Used – Breakdown“ zeigt die für den
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primären Knoten und den Partner-Knoten verwendete Performance-Kapazität an. Er zeigt
außerdem die Menge der freien Performance-Kapazität auf dem geschätzten Takeover-
Node an. Anhand dieser Informationen können Sie ermitteln, ob bei einem Ausfall des
Partner-Node möglicherweise ein Performance-Problem auftritt.

Über diese Aufgabe

Neben der Anzeige der Gesamt-Performance-Kapazität, die für die Nodes verwendet wird, unterteilt das
Diagramm die Werte für jeden Knoten in Benutzerprotokolle und Hintergrundprozesse.

• Benutzerprotokolle sind die I/O-Vorgänge von Benutzerapplikationen auf und vom Cluster.

• Hintergrundprozesse sind interne Systemprozesse, die mit Storage-Effizienz, Datenreplizierung und
Systemzustand verknüpft sind.

Mit dieser zusätzlichen Detailebene können Sie ermitteln, ob ein Performance-Problem auf
Benutzerapplikationsaktivitäten oder auf System-Prozessen im Hintergrund verursacht wird, wie
Deduplizierung, RAID rekonstruieren, Festplatte Schrubben und SnapMirror Kopien.

Schritte

1. Wechseln Sie zur Seite Leistung/Knoten-Failover-Planung für den Knoten, der als Geschätzter
Übernahmeknoten dient.

2. Wählen Sie im Auswahlfeld Zeitbereich den Zeitraum aus, für den die historischen Statistiken im
Zählerraster und in den Zählerdiagrammen angezeigt werden.

Die Zählerdiagramme mit den Statistiken für den primären Node, den Partner-Node und den geschätzten
Takeover-Node werden angezeigt.

3. Wählen Sie aus der Liste Choose Charts die Option Perf. Verwendete Kapazität.

4. Im Perf. Verwendete Kapazität Diagramm, wählen Sie Breakdown und klicken Sie auf Zoom View.

Das detaillierte Diagramm für Perf. Die verwendete Kapazität wird angezeigt.
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5. Bewegen Sie den Cursor über das detaillierte Diagramm, um die Informationen zur verwendeten
Performance-Kapazität im Popup-Fenster anzuzeigen.

Die Perf. Der freie Prozentsatz der Kapazität ist die am geschätzten Takeover-Node verfügbare
Performance-Kapazität. Es zeigt an, wie viel Performance-Kapazität nach einem Failover auf dem
Takeover-Node übrig ist. Wenn der Wert 0 % beträgt, erhöht ein Failover die Latenz auf ein inakzeptables
Level auf dem Takeover-Node.

6. Ziehen Sie Korrekturmaßnahmen in Betracht, um einen freien Prozentsatz bei niedriger Performance-
Kapazität zu vermeiden.

Wenn Sie einen Failover für eine Node-Wartung initiieren möchten, wählen Sie eine Zeit zum Fehlschlagen
des Partner-Node aus, wenn der freie Prozentsatz der Performance-Kapazität nicht bei 0 ist.
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