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HP-UX-Host-Fehlerbehebung
Wenn Sie für den Wechsel von Data ONTAP 7-Mode zu Clustered Data ONTAP in einer
SAN-Umgebung das 7-Mode Transition Tool (7MTT) verwenden, müssen Sie vor und
nach dem Übergang mehrere Schritte auf Ihrem HP-UX Host durchführen, um
Komplikationen bei der Transition zu vermeiden.

Verwandte Informationen

Einrichtung einer SAN-Boot-LUN zur primären Boot-LUN für HP-UX Emulex HBAs nach der Umstellung

Erstellen einer SAN-Boot-LUN zur primären Boot-LUN für HP-UX QLogic HBAs nach dem Umstieg

Umstellung von HP-UX-Host-LUNs auf Dateisysteme

Wenn Sie eine HP-UX Host LUN mit einem Filesystem von Data ONTAP im 7-Mode auf
Clustered Data ONTAP mit dem 7-Mode Transition Tool (7MTT) umstellen, müssen Sie
vor und nach der Transition Tool bestimmte Schritte durchführen, um Probleme bei der
Transition auf dem Host zu beheben.

Vorbereitung der Umstellung von HP-UX-Host-LUNs auf Dateisysteme

Bevor Sie die HP-UX Host-LUNs mit Dateisystemen von Data ONTAP 7-Mode auf
Clustered Data ONTAP umstellen, müssen Sie die für den Übergangsprozess
erforderlichen Informationen erfassen.

Schritte

1. Zeigen Sie Ihre LUNs an, um den Namen der zu migrenden LUNs zu ermitteln:

lun show

2. Suchen Sie den SCSI-Gerätenamen für die zu migierender LUNs und den Agile-Namen für das SCSI-
Gerät:

sanlun lun show -p

Im folgenden Beispiel sind die Transition LUNs „lun1“ und „lun3“. Die SCSI-Gerätenamen für lun1 lauten
/dev/dsk/c14t0d1, /dev/dsk/c27t0d1, /dev/dsk/c40t0d1, und /dev/dsk/c31t0d1. Die SCSI-
Gerätenamen für lun3 Sind /dev/dsk/c14t0d2, /dev/dsk/c27t0d2, /dev/dsk/c40t0d2, und
/dev/dsk/c31t0d2.

Der agile Name für SCSI-Gerät /dev/dsk/c31t0d1 Ist /dev/rdisk/disk11.
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        ONTAP Path: f8040-211-185:/vol/vol185_n1/lun3

               LUN: 1

          LUN Size: 3g

       Host Device: /dev/rdisk/disk11

              Mode: 7

Multipath Provider: None

host      vserver   /dev/dsk

path      path      filename           host     vserver

state     type      or hardware path   adapter  LIF

-----     --------- ----------------   -------  -------

up        secondary /dev/dsk/c14t0d1   fcd0     fc4

up        primary   /dev/dsk/c27t0d1   fcd0     fc2

up        primary   /dev/dsk/c40t0d1   fcd1     fc1

up        secondary /dev/dsk/c31t0d1   fcd1     fc3

        ONTAP Path: f8040-211-183:/vol/vol183_n1/lun1

               LUN: 3

          LUN Size: 3g

       Host Device: /dev/rdisk/disk14

              Mode: 7

Multipath Provider: None

host      vserver   /dev/dsk

path      path       filename           host     vserver

state     type      or hardware path   adapter  LIF

-----     --------- ----------------   -------  -------

up        secondary /dev/dsk/c14t0d1   fcd0     fc4

up        primary   /dev/dsk/c27t0d1   fcd0     fc2

up        primary   /dev/dsk/c40t0d1   fcd1     fc1

up        secondary /dev/dsk/c31t0d1   fcd1     fc3

3. Ermittlung der WWID für die LUN auf dem Host:

scsimgr get_info -D Agile_name_for_SCSI_device

In diesem Beispiel ist die LUN WWID für Gerät /dev/rdisk/disk11 IS
0x600a09804d537739422445386b755529:

bash-2.05# scsimgr get_info -D /dev/rdisk/disk11 |grep WWID

World  Wide Identifier (WWID)     = 0x600a09804d537739422445386b755529

4. Listen Sie Ihre Volume-Gruppen auf und notieren Sie sie:

vgdisplay
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5. Listen Sie Ihre Volume-Gruppen, logischen Volumes und physischen Volumes auf und zeichnen Sie sie
auf:

vgdisplay -v vg_name

6. Schreiben Sie die VGID und logische Volumes für die Volume-Gruppe in eine mapfile:

vgexport -p -s -m /tmp/mapfile/vg01 vg01

7. Erstellen Sie eine Sicherungskopie des mapfile.vg01 Zu einer externen Quelle.

8. Die Bereitstellungspunkte auflisten und notieren:

bdf

Das folgende Beispiel zeigt, wie die Bereitstellungspunkte angezeigt werden sollen:

bash-2.05# bdf

Filesystem     kbytes      used        avail    used   Mounted on

/dev/vg01/lvol 123592960   1050952   22189796   5%   /mnt/qa/vg01

/dev/vg01/lvol2 23592960   588480    22645044   3%   /mnt/qa/vg02

Testen von Daten-LUNs auf HP-UX Hosts vor der Umstellungsphase bei auf Kopien
basierenden Übergängen

Wenn Sie mit dem 7-Mode Transition Tool (7MTT) 2.2 oder höher und Data ONTAP 8.3.2
oder höher eine Kopienbasierte Transition der HP-UX Host-Daten-LUNs durchführen, Sie
können Ihre übergewechselt Clustered Data ONTAP LUNs testen, um sicherzustellen,
dass Sie das MPIO-Gerät vor der Umstellungsphase mounten können. Der Quell-Host
kann während des Tests weiterhin I/O-Vorgänge auf Ihren 7-Mode Quell-LUNs ausführen.

Die neuen ONTAP LUNs müssen Ihrem Testhost zugeordnet werden und die LUNs müssen für die Transition
bereit sein

Sie sollten die Hardwareparität zwischen dem Testhost und dem Quell-Host beibehalten, und Sie sollten auf
dem Testhost die folgenden Schritte durchführen.

Die ONTAP-LUNs befinden sich während des Tests im Lese-/Schreibmodus. Sie werden in den
schreibgeschützten Modus umgewandelt, wenn die Tests abgeschlossen sind und Sie die Umstellungsphase
vorbereiten.

Schritte

1. Wählen Sie nach Abschluss der Basiskopie in der 7MTT Benutzeroberfläche Testmodus aus.

2. Klicken Sie in der 7MTT UI auf Apply Configuration.

3. Prüfen Sie auf dem Testhost Ihre neuen ONTAP-LUNs erneut:

ioscan -fnC disk

4. Vergewissern Sie sich, dass Ihre ONTAP-LUNs vorhanden sind:

3



sanlun lun show

5. Kopieren Sie die /tmp/mapfile.vg01 mapfile Zuvor auf Ihre externe Quelle auf Ihren neuen Host
kopiert.

6. Verwenden Sie die mapfile, um die Volume-Gruppe zu importieren:

vgimport -s -m /tmp/mapfile/vg01 vg01

7. Überprüfen Sie das VG Status Wird angezeigt als available:

vgdisplay

8. Konvertieren Sie den Legacy Device Special Filename (DSF) in das persistente DSF:

vgdsf -c /dev/vg01

9. Verwenden Sie den Mount-Befehl, um jedes der logischen Volumes manuell zu mounten.

10. Führen Sie die aus fsck Befehl, wenn Sie dazu aufgefordert werden.

11. Überprüfen Sie die Mount-Punkte:

bdf

12. Führen Sie Ihre Tests nach Bedarf durch.

13. Fahren Sie den Testhost herunter.

14. Klicken Sie in der 7MTT-Benutzeroberfläche auf Fertigstellen-Test.

Wenn die ONTAP LUNs Ihrem Quell-Host neu zugeordnet werden müssen, müssen Sie den Quell-Host auf die
Umstellungsphase vorbereiten. Wenn Ihre ONTAP-LUNs Ihrem Test-Host zugeordnet bleiben müssen, sind
keine weiteren Schritte auf dem Test-Host erforderlich.

Vorbereitung auf die Umstellungsphase bei der Umstellung von LUNs mit HP-UX-
Host-Daten auf Dateisysteme

Wenn Sie eine HP Host-Daten-LUN mit einem Filesystem von Data ONTAP 7-Mode auf
Clustered Data ONTAP verschieben, müssen Sie vor Beginn der Umstellungsphase
bestimmte Schritte durchführen.

Wenn Sie eine FC-Konfiguration verwenden, müssen Fabric-Konnektivität und Zoning zu den Clustered Data
ONTAP Nodes eingerichtet werden.

Wenn Sie eine iSCSI-Konfiguration verwenden, müssen die iSCSI-Sitzungen zu den Clustered Data ONTAP-
Knoten erkannt und angemeldet werden.

Führen Sie bei Copy-Based Transitions diese Schritte nach Abschluss des Storage-Umstellungsvorgangs im
7-Mode Transition Tool (7MTT) durch. Copy-Free Transitions werden für HP-UX-Hosts nicht unterstützt.

Schritte

1. Stoppen Sie die I/O an allen Mount-Punkten.

2. Fahren Sie jede Applikation, die auf die LUNs zugreift, gemäß den Empfehlungen des Applikationsanbieter
herunter.
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3. Alle Mount-Punkte lösen:

umount mount_point

4. Exportieren Sie Ihre Volume-Gruppe und schreiben Sie die VGID und logische Volumes für die Volume-
Gruppe in eine mapfile:

vgexport -p -s -m /tmp/mapfile.vg01 vg01

5. Erstellen Sie eine Sicherungskopie der Datei mapfile.vg01 in einer externen Quelle.

6. Deaktivieren Sie die Volume-Gruppe:

vgchange -a n vg_name

7. Exportieren Sie die Volume-Gruppe:

vgexport vg_name

8. Vergewissern Sie sich, dass die Volume-Gruppe exportiert wurde:

vgdisplay

Die Informationen der exportierten Volume-Gruppe sollten nicht in der Ausgabe angezeigt werden.

Montage von HP-UX Host LUNs mit Dateisystemen nach der Umstellung

Nach dem Wechsel der HP-UX-Host-LUNs mit Dateisystemen von Data ONTAP im 7-
Mode zu Clustered Data ONTAP müssen Sie die LUNs mounten.

Führen Sie bei Copy-Based Transitions diese Schritte nach Abschluss des Storage-Umstellungsvorgangs im
7-Mode Transition Tool (7MTT) durch. Copy-Free Transitions werden für HP-UX-Hosts nicht unterstützt.

Schritte

1. Neue LUNs für Clustered Data ONTAP:

ioscan -fnC disk

2. Vergewissern Sie sich, dass die LUNs von Clustered Data ONTAP erkannt wurden:

sanlun lun show

3. Überprüfen Sie das lun-pathname Für die Clustered Data ONTAP-LUNs ist das gleiche wie für die lun-
pathname Vor der Transition für die 7-Mode LUNs.

4. Überprüfen Sie, ob die Ausgabe in der Spalte Modus von geändert wurde 7 Bis C.

5. Verwenden Sie die mapfile Datei zum Importieren der Volume-Gruppe:

vgimport -s -v -m /tmp/mapfile.vg01 /dev/vg01"

6. Aktivieren der logischen Volumes:

vgchange -a y vg_name
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7. Konvertieren Sie den Legacy Device Special Filename (DSF) in das persistente DSF:

vgdsf -c /dev/vg01

8. Stellen Sie sicher, dass der VG-Status wie verfügbar angezeigt wird:

vgdisplay

9. Manuelles Montieren aller Geräte:

mount -F vxfs -o largefiles device_name mount_point

10. Führen Sie den Befehl fsck aus, wenn Sie dazu aufgefordert werden.

11. Überprüfen Sie die Mount-Punkte:

bdf

Das folgende Beispiel zeigt, wie die Bereitstellungspunkte angezeigt werden sollen:

bash-2.05# bdf

Filesystem          kbytes     used     avail     used   Mounted on

/dev/vg01/lvol1   23592960   1050952   22189796    5%   /mnt/qa/vg01

/dev/vg01/lvol2   23592960    588480   22645044    3%   /mnt/qa/vg02

Umstellung von HP-UX Host SAN Boot LUNs mit FC/FCoE
Konfigurationen

Wenn Sie eine HP Host SAN Boot LUN mit einer FC- oder FCoE-Konfiguration von Data
ONTAP im 7-Mode auf Clustered Data ONTAP mithilfe des 7-Mode Transition Tool
(7MTT) umstellen, müssen Sie vor und nach der Transition Tool bestimmte Schritte
durchführen, um Probleme bei der Transition auf dem Host zu beheben.

Vorbereitung der Umstellung von SAN-Boot-LUNs auf HP-UX-Hosts mit FC-
Konfigurationen

Bevor Sie eine SAN-Boot-LUN auf einem HP-UX-Host mit einer FC-Konfiguration
umstellen, müssen Sie den Namen der 7-Mode LUN, auf der HP-UX installiert ist, den
SCSI-Gerätenamen für diese LUN, die Agile Benennungskonvention und die WWID
notieren.

1. Zeigen Sie von der Konsole des 7-Mode Controllers Ihre 7-Mode LUNs an, um den LUN-Namen zu
identifizieren, auf dem das Betriebssystem „HPUX11v3 March 2014“ installiert ist:

lun show

2. Ermitteln Sie den SCSI-Gerätenamen für die LUN:
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sanlun lun show -p

In diesem Beispiel lautet die Transition LUN bootlun_94. Die SCSI-Geräte für diese LUN sind
/dev/dsk/c14t0d0, /dev/dsk/c27t0d0, /dev/dsk/c40t0d0, und /dev/dsk/c31t0d0 .

        ONTAP Path: f8040-211-183:/vol/vol_183/bootlun_94

               LUN: 0

          LUN Size: 100g

       Host Device: /dev/rdisk/disk6

              Mode: 7

Multipath Provider: None

host      vserver   /dev/dsk

path      path      filename           host     vserver

state     type      or hardware path   adapter  LIF

-----     -------   ----------------   -------  -------

up        secondary /dev/dsk/c14t0d0   fcd0     fc4

up        primary   /dev/dsk/c27t0d0   fcd0     fc2

up        primary   /dev/dsk/c40t0d0   fcd1     fc1

up        secondary /dev/dsk/c31t0d0   fcd1     fc3

3. Ermittlung der WWID für die LUN auf dem Host:

scsimgr get_info -D SCSI_device_name |grep WWID

Im folgenden Beispiel ist die LUN WWID für Gerät /dev/rdisk/disk6 IS
0x600a09804d537739422445386b75556:

bash-2.05# scsimgr get_info -D /dev/rdisk/disk6 | grep WWID

World Wide Identifier (WWID)      = 0x600a09804d537739422445386b755564

bash-2.05#

Tests übergegangen sind SAN Boot LUNs auf HP-UX Hosts vor der
Umstellungsphase des auf Kopien basierenden Umstiegs

Wenn Sie zur Transition Ihrer HP-UX Host SAN Boot LUNs das 7-Mode Transition Tool
(7MTT) 2.2 oder höher und Data ONTAP 8.3.2 oder höher verwenden, können Sie die
überstiegenen Clustered Data ONTAP LUNs vor der Umstellungsphase testen. Der
Quell-Host kann während des Tests weiterhin I/O-Vorgänge auf Ihren 7-Mode Quell-LUNs
ausführen.

Die neuen Clustered Data ONTAP LUNs müssen Ihrem Testhost zugeordnet und die LUNs müssen für die
Transition bereit sein

Sie sollten die Hardwareparität zwischen dem Testhost und dem Quell-Host beibehalten, und Sie sollten auf
dem Testhost die folgenden Schritte durchführen.
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Die Clustered Data ONTAP LUNs befinden sich während des Tests im Lese-/Schreibmodus. Sie werden in den
schreibgeschützten Modus umgewandelt, wenn die Tests abgeschlossen sind und Sie die Umstellungsphase
vorbereiten.

Schritte

1. Wählen Sie nach Abschluss der Basiskopie in der 7MTT Benutzeroberfläche Testmodus aus.

2. Klicken Sie in der 7MTT UI auf Apply Configuration.

3. Geben Sie auf dem Testhost das HBA-BIOS ein.

4. Ändern Sie die IP-Adresse und den Hostnamen auf dem Testhost.

5. Überprüfen Sie, ob die Clustered Data ONTAP LUNs auf dem Test-Host vorhanden sind:

sanlun lun show

6. Führen Sie Ihre Tests nach Bedarf durch.

7. Fahren Sie den Testhost herunter:

shutdown -h -y 0

8. Klicken Sie in der 7MTT Benutzeroberfläche auf Fertigstellen testen.

Wenn die Clustered Data ONTAP LUNs Ihrem Quell-Host neu zugeordnet werden sollen, müssen Sie den
Quell-Host auf die Umstellungsphase vorbereiten. Wenn die geclusterten Data ONTAP LUNs Ihrem Testhost
zugeordnet bleiben sollen, sind keine weiteren Schritte auf dem Testhost erforderlich.

Vorbereiten auf die Umstellungsphase beim Umstieg auf SAN Boot LUNs

Wenn Sie SAN-Boot-LUNs von Data ONTAP im 7-Mode auf Clustered Data ONTAP
umstellen, müssen Sie vor Beginn der Umstellungsphase bestimmte Voraussetzungen
erfüllen.

Für FC-Konfigurationen müssen Fabric-Konnektivität und Zoning zu den Clustered Data ONTAP Controllern
erfolgen. Bei iSCSI-Konfigurationen müssen Ihre iSCSI-Sitzungen erkannt und bei Ihren geclusterten Data
ONTAP Controllern angemeldet sein. Sie müssen auch Ihren Host herunterfahren.

• Bei Copy-Based-Transitions sollten Sie den Host herunterfahren, bevor Sie die Storage-Umstellung mit
dem 7-Mode Transition Tool (7MTT) initiieren. Copy-Free Transitions werden auf HP-UX-Hosts nicht
unterstützt.

• Bei Copy-Free Transitions sollten Sie Ihren Host herunterfahren, bevor Sie den Betrieb „Export & Stop 7-
Mode“ im 7MTT initiieren.

Einrichtung einer SAN-Boot-LUN zur primären Boot-LUN für HP-UX Emulex HBAs
nach der Umstellung

Wenn Ihr HP-UX-Host in Data ONTAP 7-Mode SAN gestartet wurde, müssen Sie die
SAN Boot LUN nach dem Umstieg auf Clustered Data ONTAP zur primären Boot-LUN
machen.

Die Datenmigration muss abgeschlossen sein, und die Boot-LUN muss über den Clustered Data ONTAP Node
dem Host zugeordnet sein.
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Führen Sie bei Copy-Based Transitions die folgenden Schritte aus, nachdem Sie den Storage-
Umstellungsvorgang im 7-Mode Transition Tool abgeschlossen haben. Copy-Free Transitions werden auf HP-
UX-Hosts nicht unterstützt.

Schritte

1. Führen Sie in der Shell-Eingabeaufforderung die Emulex-HBAs auf:

drivers

2. Wählen Sie den Emulex HBA aus, und drücken Sie die Eingabetaste.

3. Wählen Sie Setup-Dienstprogramm.

4. Wählen Sie Startparameter Konfigurieren.

5. Wählen Sie Startgeräte Konfigurieren.

6. Wählen Sie ein beliebiges Gerät aus der Liste aus, und drücken Sie dann die Eingabetaste.

7. Wählen Sie Ziele Scannen.

8. Wählen Sie die LUN mit dem gewünschten Boot-Pfad aus, und drücken Sie dann die Eingabetaste.

9. Wählen Sie als Modus Peripheriegerät dev aus, und drücken Sie dann die Eingabetaste.

10. Wählen Sie Start dieses Gerät über WWN aus, und drücken Sie dann die Eingabetaste.

Die Boot-LUN wird angezeigt.

11. Drücken Sie Esc, bis Sie zur Shell-Eingabeaufforderung zurückkehren.

12. Zeigen Sie Ihre LUN an, um den Pfad der LUN zu erhalten, von der Sie booten möchten:

map -r

Die LUN-Pfade werden in der Spalte Gerät aufgeführt. Die bootfähige SAN-Festplatte wird in der Spalte
Zuordnungstabelle angezeigt und enthält „WWN“ und „Teil 1“ in der Ausgabezeichenfolge.

13. Geben Sie den LUN-Pfad Ihrer SAN Boot LUN ein.

Ein Beispiel für einen LUN-Pfad ist fs0.

14. Beenden Sie die EFI-Shell:

cd efi

15. Geben Sie das HPUX-Verzeichnis ein:

cd hpux

16. Machen Sie die neue Clustered Data ONTAP SAN Boot LUN zur primären Boot-LUN:

bcfg boot add 1 hpux.efi "HP-UX-Primary Boot"

17. Aktualisieren Sie das HBA-BIOS manuell, indem Sie einen Eintrag im EFI für die SAN-Boot-LUN
vornehmen.

18. Erstellen eines alternativen Startpfads:

bcfg boot add 2 hpux.efi “HPUX alternate boot”
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19. Dritten Startpfad erstellen:

bcfg boot add 2 hpux.efi “HPUX third boot”

20. Erstellen eines vierten Startpfads:

bcfg boot add 2 hpux.efi “HPUX fourth boot”

Erstellen einer SAN-Boot-LUN zur primären Boot-LUN für HP-UX QLogic HBAs
nach dem Umstieg

Wenn Ihr HP-UX-Host in Data ONTAP 7-Mode SAN gestartet wurde, müssen Sie die
SAN Boot LUN nach dem Umstieg auf Clustered Data ONTAP zur primären Boot-LUN
machen.

• Ihre Datenmigration muss abgeschlossen sein.

• Die Boot-LUN muss vom Clustered Data ONTAP Node dem Host zugeordnet sein.

SAN-Boot wird für HP-UX 11.3x auf HP 9000-Systemen unter Verwendung des BCH-Menüs und auf HP
Integrity-Servern mit dem HP-UX Loader (EFI) unterstützt.

Führen Sie bei Copy-Based Transitions die folgenden Schritte aus, nachdem Sie den Storage-
Umstellungsvorgang im 7-Mode Transition Tool abgeschlossen haben. Copy-Free Transitions werden auf HP-
UX-Hosts nicht unterstützt.

Schritte

1. Öffnen Sie die Shell-Eingabeaufforderung:

Ctrl B

2. Booten Sie die EFI-Shell.

Die EFI-Shell ist nur auf HP Integrity-Systemen verfügbar.

3. Verwenden Sie eine serielle Konsole, um auf die Anmeldung beim Service-Prozessor (MP) zuzugreifen.

4. Zugriff auf die Konsolenliste: CO

Das Menü EFI Boot Manager wird geöffnet.

5. Wählen Sie im Menü EFI Boot Manager die Option EFI Shell Menü, um auf die EFI Shell-Umgebung
zuzugreifen.

6. Identifizieren Sie Ihre QLogic-Treibernummern:

drivers

Die Treibernummern befinden sich in der Spalte DRV.

7. Ermitteln Sie für jeden Treiber die entsprechende Controllernummer:

drvcfg driver_number
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Im folgenden Beispiel: 27 Ist die entsprechende Controller-Nummer für den Treiber 23 Und 26 Ist die
entsprechende Controller-Nummer für den Treiber 24:

Shell> drvcfg 23

Configurable Components

        Drv[23]     Ctrl[27]            Lang[eng]

Shell> drvcfg 24

Configurable Components

        Drv[24]     Ctrl[26]            Lang[eng]

8. Öffnen Sie das Treiber-BIOS:

drvcfg drv_number ctrl_number -s

9. Eingabe 4 Um 4 auszuwählen. Starteinstellungen Bearbeiten.

10. Geben Sie unter „Starteinstellungen bearbeiten“ ein 6 Um 6 auszuwählen. EFI Variable
EFIFCSCanLevel.

11. Eingabe 1 So ändern Sie den Wert der EFI-Variable EFIFCSCanLevel von 0 auf 1.

12. Eingabe 7 Um 7 auszuwählen. Aktivieren Sie World Login.

13. Eingabe y Um die Anmeldung „Welt“ zu aktivieren.

14. Eingabe 0 Um zum vorherigen Menü zu wechseln.

15. Geben Sie im Hauptmenü ein 11 Um Ihre Änderungen zu speichern.

16. Eingabe 12 Um zu beenden.

17. In der Shell-Eingabeaufforderung müssen Sie Ihre Geräte erneut scannen:

reconnect -r

18. Zeigen Sie die LUN an, um den Pfad der LUN abzurufen, von der Sie booten möchten:

map -r

Die LUN-Pfade werden in der Spalte Gerät aufgeführt. Die bootfähige SAN-Festplatte wird in der Spalte
Zuordnungstabelle angezeigt und enthält „WWN“ und „Teil 1“ in der Ausgabezeichenfolge.

19. Geben Sie den LUN-Pfad Ihrer SAN Boot LUN ein.

Ein Beispiel für einen LUN-Pfad ist fs0.

20. Beenden Sie die EFI-Shell:

cd efi

21. Geben Sie das HPUX-Verzeichnis ein:

cd hpux
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22. Machen Sie die neue Clustered Data ONTAP SAN Boot LUN zur primären Boot-LUN:

bcfg boot add 1 hpux.efi "HP-UX-Primary Boot"

23. Aktualisieren Sie das HBA-BIOS manuell, indem Sie einen Eintrag im EFI für die SAN-Boot-LUN
vornehmen.

24. Erstellen eines alternativen Startpfads:

bcfg boot add 2 hpux.efi “HPUX alternate boot”

25. Dritten Startpfad erstellen:

bcfg boot add 2 hpux.efi “HPUX third boot”

26. Erstellen eines vierten Startpfads:

bcfg boot add 2 hpux.efi “HPUX fourth boot”
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