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Umstieg von 7-Mode Aggregaten mit einem
Copy-Free Transition
Der Workflow fur die Copy-Free Transition umfasst die Planung eines Projekts, die

Anwendung von 7-Mode Konfigurationen auf die SVMs, das Exportieren von 7-Mode
Systeminformationen und das 7-Mode System, die manuelle Verkabelung der

Festplatten-Shelfs zu Cluster-Nodes und den Import der 7-Mode Daten und

Konfigurationen.
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Sie mussen das 7-Mode System und das Cluster fir einen Copy-Free Transition vorbereitet haben.

Die Storage-Umstellung kann maximal 4-8 Stunden betragen. Die Umstellungszeit umfasst die vom Tool
benétigte Zeit zur Durchfiihrung zweier automatisierter Vorgange — des Export- und Einhalt- und
Importbetriebs sowie die Zeit, die flr die manuelle Verkabelung der Platten-Shelfs zu den neuen Controllern



bendtigt wird.

Der Export und der Import dauern ca. 2 Stunden oder weniger. Eine Verkabelung kann 2-6 Stunden oder
weniger dauern.

Planung eines Copy-Free Transition-Projekts

Bei der Planung eines Projekts zur Copy-Free Transition mussen die 7-Mode Quell-
Controller und Ziel-Cluster-Nodes ausgewahlt werden, 7-Mode Volumes einer Storage
Virtual Machine (SVM) zugeordnet, die zu migtierenden LIFs ausgewahlt und
Vorabprifungen durchgefuhrt werden.

Sie kdnnen mehrere Projekte mit denselben HA-Paar-Nodes auf demselben Ziel-Cluster erstellen. Sie konnen
dann Vorabprifungen durchfiihren und die SVM-Konfigurationen fir alle diese Projekte anwenden. Allerdings
kann sich zu einem bestimmten Zeitpunkt nur ein Projekt im Fenster ,kritische Abschnitte befinden. Ein
Projekt befindet sich im Fenster ,kritisch®, wenn sich das Projekt in einer der Phasen vom Export bis zum
Commit befindet oder wenn ein Rollback-Vorgang fir das Projekt initiiert wurde. Sie kénnen den Export- und

Stopp-Vorgang fiir ein anderes Projekt nur fortsetzen, nachdem der Vorgang ,Ubersetzen“ oder ,Rollback* fir
das Projekt im Fenster ,Critical Section” abgeschlossen wurde.

Worksheets zur Projektplanung fiir den Copy Free Transition

Mithilfe der Worksheets zur Planung des Wechsels kdnnen Sie Informationen zur Node-
Zuordnung, zur SVM-Zuordnung, zur Volume-Zuordnung und zu LIFs fur die Transition
erfassen. Die Worksheets sind beim Erstellen eines Ubergangsprojekts mithilfe des 7-
Mode Transition Tool nutzlich. Beachten Sie bitte die Richtlinien zum Ausflllen der
Worksheets.

Befolgen Sie die folgenden Richtlinien, um die Worksheets abzuschlief3en:
» Jede vFiler Einheit wird einer SVM zugeordnet.

Wenn sich im 7-Mode Controller keine vFiler Einheiten befinden, weisen Sie den Controller einer einzelnen
SVM zu.

* Notieren Sie den 7-Mode Volume-Namen und den entsprechenden Data ONTAP Volume-Namen.
Der ONTAP-Volume-Name kann sich vom 7-Mode Volume-Namen unterscheiden.
* Ermitteln der fUr jede SVM zu konfigurierenden LIFs

Die IP-Adressen fir die LIFs kdnnen entweder im 7-Mode System vorhanden sein oder neue LIFs sein.

Node-Zuordnung

7-Mode Controller Zugewiesenes Cluster Node

SVM- und Volume-Zuordnung



7-Mode Controller VFiler Einheit oder Zugewiesene SVM 7-Mode Volumes SVM Volume
Controller

LIF-Zuordnung (IP-Adressen von 7-Mode)

7-Mode VFiler Zugewiese 7-Mode IP- Netzmaske Standard- Home Node Home Port
Controller Einheit ne SVM Adresse Gateway

oder

Controller

LIF-Zuordnung (neue LIFs)

SVM Neue IP- Netzmaske Standard- Home Node Home Port
Adresse Gateway

Beispiel

Die folgende Tabelle zeigt ein Beispiel flir abgeschlossene Arbeitsblatter fir ein 7-Mode HA-Paar mit den
Controllern hostA_7Mode und hostB_7Mode.

Knotenzuordnung

7-Mode Controller Zugewiesenes Cluster Node
Hosta_7Modus Cluster1_01

HostB_7modus Cluster1_02

SVM und Volume Mapping

7-Mode Zugewiesenes VFiler Einheit = Zugewiesene 7-Mode SVM Volume
Controller Cluster Node oder Controller SVM Volumes

Hosta_7Modus  Cluster1_01 VfilerA Svm1 Vola Vola

Vol. Vol. VfilerB Svm2 Vol. 1 vol_nfs

vol. 2 vol_cifs HostB_7modus  Cluster1 02 Keine Angabe Svm3



7-Mode Zugewiesenes VFiler Einheit
Controller Cluster Node oder Controller
vol. 3 vol. 3 vol. 4

LIF-Zuordnung (7-Modus-IP-Adressen)

7-Mode VFiler Zugewiese Vorhanden
Controller Einheit ne SVM e 7-Mode IP
oder
Controller
Hosta 7Mo VfilerA Svm1 192.0.2.129
dus
192.0.2.135 255.255.255 192.40.0.1 Cluster1_02
.128
HostB_7mo Keine Svm3
dus Angabe
LIF-Zuordnung (neue LIFs)
SVM Neue IP- Netzmaske
Adresse
Svm1 -
192.0.2.130 255.255.255.128 192.40.0.1
255.255.255.128 192.40.0.1 Cluster1_02
255.255.255.128 192.40.0.1 Cluster1_01

Hinzufugen von Controllern und Clustern

Zugewiesene 7-Mode SVM Volume
SVM Volumes
vol. 4 vol. 5 vol. 5

Netzmaske Standard- Home Node Home Port

Gateway

255.255.255 192.40.0.1
128

Cluster1_01 eOa

eOb VfilerB Svm?2 -

192.0.2.110 255.255.255 192.40.0.1 Cluster1_01
128
Standard- Home Node Home Port
Gateway
Svm?2

Cluster1_01 elc 192.0.2.131

eld Svm3 192.0.2.136

elc 192.0.2.137 255.255.255.128

Bevor Sie mit dem Umstieg beginnen, mussen Sie die 7-Mode Controller einschlieBlich
beider Nodes eines 7-Mode HA-Paars und der fur die Transition erforderlichen Cluster
hinzuflgen. Sie sollten die Cluster mithilfe der Cluster-Managementoberflache

hinzufugen.

* Bei einer Transition ohne Kopien missen Sie das Cluster und nicht die Cluster-Nodes, die Ziel der

Transition sind, hinzuflgen.



 Die von lhnen bereitgestellten 7-Mode Controller und Cluster-Informationen sind nicht persistent.

Wenn der Service 7-Mode Transition Tool neu gestartet wird, fordert das Tool im Projektpult Informationen
Uber Controller und Cluster auf, die Teil aktiver Projekte sind.

Schritte
1. Klicken Sie im oberen Bereich auf Storage Systems.
2. Geben Sie im Feld Hostname die FQDN- oder IP-Adresse des 7-Mode-Controllers oder des ONTAP-
Systems ein.

Bei einem Cluster kdnnen Sie die IP-Adresse oder den FQDN der Cluster-Managementoberflache
angeben. Bei einem 7-Mode Controller missen Sie die IP-Adresse der standardmaRigen vFiler Einheit
angeben, da die IP-Adressen einzelner vFiler Einheiten nicht akzeptiert werden.

3. Geben Sie die Administratoranmeldedaten flr den angegebenen Host ein, und klicken Sie dann auf
Hinzufiigen.

Die 7-Mode Controller werden der Tabelle ,7-Mode Controller” hinzugefugt und die Cluster werden der
Tabelle ,Clustered Data ONTAP Systeme” hinzugefigt.

4. Wiederholen Sie die Schritte 2 und 3, um alle Controller und Cluster hinzuzufliigen, die Sie flir den Umstieg
bendtigen.

5. Wenn in der Spalte Status angezeigt wird, dass die Anmeldeinformationen des Systems fehlen oder sich
die Anmeldeinformationen von den urspriinglich eingegebenen Anmeldeinformationen im Tool gedndert

haben, klicken Sie auf das (2 Symbol, und geben Sie die Anmeldeinformationen erneut ein.
6. Klicken Sie Auf Weiter.

Der Bildschirm Quellsysteme auswahlen wird angezeigt.

Erstellen eines Projekts fur eine Copy-Free Transition

Der erste Schritt bei der Planung eines Umstiegsprojekts besteht darin, das 7-Mode HA-
Paar der Quelle auszuwahlen, von dem aus die Festplatten-Shelfs, Aggregate, Volumes
und Konfigurationen verschoben und anschlieend ein Ubergangsprojekt erstellt werden
sollen.

« Auf den 7-Mode Controllern im HA-Paar muss eine unterstiitzte ONTAP Version auf einer Plattform
ausgefuhrt werden, die fur eine Copy-Free-Transition unterstitzt wird.

"NetApp Interoperabilitats-Matrix-Tool"
» Beide Controller in der HA-Konfiguration miissen in einem ordnungsgemalfen Zustand sein.

a. Wahlen Sie auf der Startseite die Migrationsmethode Copy-Free Transition aus und klicken Sie auf
Planung starten.

Wenn der fir ein neues Projekt erforderliche Controller und Cluster nicht hinzugefligt werden, kénnen
Sie die Details im Fenster Gerateanmeldeinformationen eingeben eingeben.

b. Wahlen Sie das 7-Mode HA-Paar aus, das Sie wechseln mochten.


https://mysupport.netapp.com/matrix

c. Klicken Sie Auf Projekt Erstellen.
i. Geben Sie im Fenster Projektdetails einen Namen fiir das Projekt ein.

i. Wahlen Sie eine Projektgruppe aus, der das Projekt hinzugefligt werden soll.

Sie kdnnen entweder eine neue Projektgruppe erstellen oder das Projekt zur Standardgruppe
hinzuflgen.

Durch das Erstellen einer Projektgruppe kénnen Sie verwandte Projekte gruppieren und Gberwachen.
i. Klicken Sie Auf Speichern.

Der Bildschirm Zielcluster auswahlen wird angezeigt.

Auswahl der Ziel-Cluster-Nodes fiir die Transition

Sie kdnnen das Cluster-HA-Paar auswahlen und jeden 7-Mode Controller im HA-Paar
einem entsprechenden Ziel-Cluster Node zuordnen. Der zugeordnete Node gibt den
Cluster-Node an, mit dem die Festplatten-Shelfs des entsprechenden 7-Mode Controllers
verbunden werden mussen.

Der Ziel-Cluster muss Data ONTAP 8.3.2 oder hoher ausfuhren.

Die 7-Mode Festplatten-Shelfs konnen auf ein Ziel-HA-Paar mit bereits vorhandenen Datenaggregaten und
Volumes verschoben werden.

Fir ein Cluster mit zwei Nodes muss ein Datenaggregat vorhanden sein, um die Root-Volumes der Ziel-SVMs
zu hosten. In einem Cluster mit vier oder mehr Nodes kdnnen die Root-Volumes der SVMs entweder auf den
Ziel-Nodes der Transition oder auf anderen Nodes im Cluster gehostet werden.

Schritte
1. Wahlen Sie das Ziel-HA-Paar aus, mit dem die 7-Mode Festplatten-Shelfs verbunden werden mussen.

Jedes 7-Mode Storage-System wird automatisch einem Ziel-Cluster Node zugeordnet.

@ Die Festplatten- und Aggregateigentimer jedes 7-Mode Controllers wird wahrend der
Importphase auf den entsprechenden zugeordneten Ziel-Cluster-Node Ubertragen.

2. Klicken Sie auf Knotenzuordnung tauschen, um die automatische Zuordnung der Quell-zu-Ziel-
Knotenzuordnung zu andern.

3. Klicken Sie auf Speichern und fortfahren.

Der Bildschirm SVM und Volume Mapping wird angezeigt.

Zuordnen von SVMs und Volumes

Sie sollten jeden 7-Mode Controller im HA-Paar einer Ziel-SVM zuordnen. Wenn Sie uber
vFiler Einheiten verfugen, sollten Sie fur jede vFiler Einheit eine Ziel-SVM auswahlen. Die
Volumes des 7-Mode Controllers oder der vFiler Einheit werden auf die zugewiesene
SVM umgestellt.



Sie mussen die SVMs auf dem Ziel-Cluster erstellt haben.
"Cluster-Management mit System Manager"
"Systemadministration”

Eine vFiler Einheit kann nur einer einzelnen SVM zugeordnet werden. Volumes eines anderen 7-Mode
Controllers oder einer vFiler Einheit kdnnen nicht zu einer zugewiesenen SVM migriert werden.

Schritte

1. Wahlen Sie auf der Registerkarte SVM und Volume Mapping die Ziel-SVM aus, zu der Sie die Volumes von
jedem 7-Mode Controller oder einer vFiler Einheit Gbertragen mdchten.

Die Ziel-SVM kann sich im standardmaRigen oder nicht standardmafRigen IPspace enthalten.

2. Je nachdem, ob Sie dieselbe Verbindungspfadrichtlinie fiir die Volumes in allen SVMs oder eine andere
Verbindungspfadrichtlinie fir die Volumes in jeder SVM anwenden mochten, wahlen Sie eine der folgenden
Aktionen:

lhr Ziel ist Dann...

Wenden Sie fiir alle SVMs dieselbe a. Klicken Sie Auf Anwenden.

Verbindungspfad-Richtlinie an b. Wahlen Sie eine Option fur die

Verbindungspfad-Richtlinie aus.
c. Klicken Sie auf OK.

Geben Sie die Verbindungspfadrichtlinie fur jede Wahlen Sie die Verbindungspfad-Richtlinie aus der
SVM an Dropdown-Liste fir jede Ziel-SVM aus.

Die Verbindungspfadrichtlinie gibt den Pfad an, mit dem die Clustered Data ONTAP Volume als Ziel fur
Client-Zugriff gemountet werden missen. Sie kdnnen einen der folgenden Werte fir die Verbindungspfad-
Richtlinie hinzufiigen:

- Bewahren Sie 7-Mode-Mount-Pfade

Behalt dieselben Verbindungspfade wie bei den 7-Mode Quell-Volumes bei. Die Volumes werden
jedoch mit Verbindungspfaden im Format gemountet /vol/source volume name Nach dem
Umstieg.

o Verwenden Sie den Namen des Clustered Data ONTAP-Volumes

Alle Clustered Data ONTAP Volumes werden Uber Verbindungspfade mit dem Namen des Clustered
Data ONTAP Volumes im Format gemountet /target volume name Nach dem Umstieg.

o Verwenden Sie den 7-Mode-Volumennamen

Alle Clustered Data ONTAP Ziel-Volumes werden tber Verbindungspfade mit dem 7-Mode Volume-
Namen im Format gemountet /source volume name Nach dem Umstieg.

" Klicken Sie Auf : So andern Sie den Namen des Clustered Data ONTAP Zielvolumens.

StandardmaRig hat das Clustered Data ONTAP Zielvolume den gleichen Namen wie das 7-Mode Volume.


https://docs.netapp.com/us-en/ontap/concept_administration_overview.html
https://docs.netapp.com/ontap-9/topic/com.netapp.doc.dot-cm-sag/home.html

Wenn ein Volume mit demselben Namen wie das 7-Mode Volume bereits auf der SVM vorhanden ist, wird
dem Ziel-Volume automatisch ein neuer Name zugewiesen.

4. Klicken Sie fir jede zugeordnete SVM auf Zuordnung speichern.
5. Klicken Sie Auf Weiter.

Der Bildschirm Netzwerk wird angezeigt.

Auswahl von LIFs fiir den Ubergang

Optional kdnnen Sie die LIFs angeben, die Sie nach der Transition auf den SVMs
konfigurieren mochten. Diese LIFs konnen vorhandene |IP-Adressen auf den 7-Mode
Systemen oder neue LIFs sein. Es werden nur NAS-LIFs migriert. FC- und iSCSI-LIFs
mussen vor der SVM-Bereitstellungsphase manuell konfiguriert werden.

Die fur die Transition ausgewahlten LIFs werden wahrend der SVM-Bereitstellungsphase auf den SVMs
konfiguriert:

» Vorhandene 7-Mode IP-Adressen, die fir den Wechsel ausgewahlt wurden, werden im Status
LZAdministratoren inaktiv* erstellt.

Diese IP-Adressen kénnen bis zum Beginn der Umstellung weiterhin Daten im 7-Mode bereitstellen.
Wahrend der Importphase werden diese IP-Adressen im administrativen up-Status konfiguriert.

¢ Neue IP-Adressen werden im Administrationsstatus erstellt.

Mithilfe dieser LIFs kdnnen Sie nach der SVM-Bereitstellungsphase die Konnektivitat der SVMs mit den
Namensservern testen.

Schritte
1. Wahlen Sie auf der Registerkarte LIF-Konfiguration eine der folgenden Optionen:

Sie mochten einen Wechsel durchfiihren... Dann...
Eine vorhandene IP-Adresse auf dem 7-Mode a. Klicken Sie auf Wahlen Sie 7-Modus LIF.
System

b. Wahlen Sie die IP-Adresse aus, die Sie
Ubertragen méchten, und geben Sie dann die
Ziel-SVM und andere Netzwerkparameter an.

c. Klicken Sie Auf Speichern.

Eine neue IP-Adresse a. Klicken Sie auf Neues LIF hinzufiigen.

b. Geben Sie die zu konfigurierende IP-Adresse,
die Ziel-SVM und andere Netzwerkparameter
an.

c¢. Klicken Sie Auf Speichern.

@ Die Ziel-Ports mussen sich im gleichen IPspace wie die Ziel-SVM befinden.



2. Klicken Sie Auf Weiter.

Die Registerkarte Plankonfiguration wird angezeigt.

Anpassung des Ubergangs von 7-Mode Konfigurationen

Bei der Planung des Ubergangs von Konfigurationen von 7-Mode zu ONTAP haben Sie
zwei Moglichkeiten, den Konfigurationsiibergang anzupassen. Sie kénnen den Ubergang
einer oder mehrerer Konfigurationen ignorieren oder uberspringen. Sie konnen die 7-
Mode NFS-Exportregeln konsolidieren und dann eine vorhandene NFS-Exportrichtlinie
und eine Snapshot-Richtlinie fur die Ziel-SVM wiederverwenden.

Das 7-Mode Transition Tool flhrt keine Vorabprifungen fiir die nicht ausgeschlossene Konfiguration durch.
StandardmaRig sind alle 7-Mode Konfigurationen fiir den Ubergang ausgewahlt.

Es ist ein Best Practice, zunachst die Vorabprifungen bei allen Konfigurationen durchzuflihren und dann bei
den spateren Vorabprifungen eine oder mehrere Konfigurationen auszuschlieRen. Damit erfahren Sie, welche
Konfigurationen vom Umstieg ausgeschlossen sind und welche Vorabprifungen nachfolgend tbersprungen
werden.

Schritte

1. Wahlen Sie auf der Seite Plankonfiguration im Fensterbereich SVM Configuration die folgenden Optionen
aus:

> Wenn Sie keine Transition von Konfigurationen mehr erhalten mochten, deaktivieren Sie das
Kontrollkastchen fir diese Konfigurationen.

o Um ahnliche 7-Mode NFS Exportregeln zu einer einzigen Exportrichtlinie in ONTAP zu konsolidieren,
die dann auf das Uberwechselte Volume oder gtree angewendet werden kann, aktivieren Sie das
Kontrollkastchen NFS-Exportrichtlinien auf 7-Mode konsolidieren.

> Wenn Sie eine vorhandene NFS-Exportrichtlinie auf der SVM wiederverwenden mochten, die der
Exportrichtlinie entspricht, die durch das Tool erstellt wird. Diese kann dann auf die Gibergewechselt
werden Volumes oder gtrees angewendet werden, aktivieren Sie das Kontrollkastchen Export Policies
of SVM wiederverwenden.

o Um ahnliche 7-Mode Snapshot Zeitplane auf eine einzelne Snapshot-Richtlinie in ONTAP zu
konsolidieren, die dann auf das migrierte Volume angewendet werden kann, aktivieren Sie das
Kontrollkédstchen 7-Mode Snapshot Richtlinien konsolidieren.

o Wenn Sie eine vorhandene Snapshot-Richtlinie auf der SVM wiederverwenden moéchten, die der
Snapshot-Richtlinie entspricht, die durch das Tool erstellt wird und auf die Gbermigrierte Volumes
angewendet werden kann, aktivieren Sie das Kontrollkastchen Snapshot Policies of SVM
wiederverwenden.

2. Klicken Sie auf Speichern und gehen Sie zu Dashboard.
Verwandte Informationen
NFS-Umstieg: Unterstitzte und nicht unterstiitzte Konfigurationen und erforderliche manuelle Schritte
Unterstutzte und nicht unterstitzte CIFS Konfigurationen fur den Umstieg auf ONTAP

Ubergang zur Datensicherung: Unterstiitzte und nicht unterstiitzte Konfigurationen


https://docs.netapp.com/de-de/ontap-7mode-transition/copy-free/concept_nfs_configurations_supported_unsupported_or_requiring_manual_steps_for_transition.html
https://docs.netapp.com/de-de/ontap-7mode-transition/copy-free/concept_cifs_configurations_supported_unsupported_or_requiring_manual_steps_for_transition.html
https://docs.netapp.com/de-de/ontap-7mode-transition/copy-free/concept_supported_and_unsupported_data_protection_relationships.html

Name Services Transition: Unterstitzte und nicht unterstiitzte Konfigurationen und erforderliche manuelle
Schritte

Beispiele fiir die Konsolidierung von NFS-Exportregeln und Snapshot-Zeitplanen fiir die Transition

Vielleicht méchten Sie noch einmal Beispiele daflr finden, wie ahnliche 7-Mode
Exportregeln und 7-Mode Snapshot Zeitplane zu einer einzelnen NFS-Exportrichtlinie
und einer einzelnen Snapshot-Richtlinie in ONTAP konsolidiert werden. Es konnte sich
auch interessieren, wie die konsolidierten Richtlinien den ubergewechselt werden
Volumes oder gtrees mit oder ohne eine entsprechende vorhandene Richtlinie auf der
Ziel-SVM zugewiesen werden.

Beispiel fiir die Konsolidierung von NFS-Exportregeln fiir den Ubergang

NFS-Exportregeln in 7-Mode und ONTAP vor dem Ubergang

7-Mode-Exportregeln

/vol/voll -sec=sys, rw,nosuid
/vol/vol2 -sec=sys, rw,nosuid
/vol/vol3 -sec=sys, rw,nosuid

Exportrichtlinien in ONTAP vorhanden

cluster-2::> vserver export-policy show -vserver vsl

Vserver Policy Name
vsl default
vsl export policy 1

Die vorhandene Exportrichtlinie Export_Policy 1 hat die folgende Exportregel:

cluster-2::> vserver export-policy rule show -vserver vsl -policyname
export policy 1

Policy Rule Access Client RO
Vserver Name Index Protocol Match Rule
vsl export policy 1 1 nfs 0.0.0.0/0 Sys

Exportrichtlinien in ONTAP nach dem Ubergang mit Konsolidierung (keine Wiederverwendung)

Volumes vol1, vol2 und vol3 haben ahnliche Exportregeln im 7-Mode. Daher wird nach dem Ubergang eine
neue konsolidierte Exportrichtlinie, Transition_Export_Policy_1, diesen Volumes zugewiesen:

10


https://docs.netapp.com/de-de/ontap-7mode-transition/copy-free/concept_supported_and_unsupported_name_services_configurations.html
https://docs.netapp.com/de-de/ontap-7mode-transition/copy-free/concept_supported_and_unsupported_name_services_configurations.html

cluster-2::> vserver export-policy show -vserver vsl

Vserver Policy Name

vsl default

vsl export policy 1

vsl transition export policy 1

3 entries were displayed.

cluster-2::> vserver export-policy rule show -vserver vsl -policyname
transition export policy 1

Policy Rule Access Client RO
Vserver Name Index Protocol Match Rule
vsl transition export policy 1
1 nfs 0.0.0.0/0 Sys

cluster-2::> volume show -vserver vsl -volume voll,vol2,vol3 -fields
policy

vserver volume policy

vsl voll transition export policy 1
vsl vol2 transition export policy 1
vsl vol3 transition export policy 1

3 entries were displayed.

Exportpolitik in ONTAP nach dem Ubergang mit Konsolidierung und Wiederverwendung

Volumes vol1, vol2 und vol3 haben &hnliche Exportregeln in 7-Mode. Daher wird diesen Volumes nach dem
Ubergang eine konsolidierte Exportrichtlinie zugewiesen. Die Exportrichtlinie ,Export_Policy 1 die den
Exportregeln fir 7-Mode entspricht, ist bereits auf der SVM vorhanden. Die Richtlinie wird daher auf diese
Volumes angewendet:

cluster-2::> vserver export-policy show -vserver vsl

Vserver Policy Name
vsl default
vsl export policy 1

2 entries were displayed.

11



cluster-2::> vserver export-policy rule show -vserver vsl -policyname
export policy 1

Policy Rule Access Client RO
Vserver Name Index Protocol Match Rule
vsl export policy 1 1 nfs 0.0.0.0/0 Sys

cluster-2::> volume show -vserver vsl -volume voll,vol2,vol3 -fields
policy
vserver volume policy

vsl voll export policy 1
vsl vol2 export policy 1
vsl vol3 export policy 1

3 entries were displayed.

Beispiel einer Konsolidierung von Snapshot Richtlinien fiir den Ubergang

Snapshot-Zeitpline in 7-Mode und ONTAP vor dem Ubergang

7-Mode Zeitplan

7-Mode Volumes 7-Mode Snapshot Zeitplan

Vol. 1 024@8,12,16,20 (wbchentliche Snapshot-Kopien: 0,
tagliche Snapshot-Kopien: 2, stiindliche Snapshot-
Kopien: 6 bei 2, 4, 8, 12, 16, 20 Stunden)

vol. 2 024@8,12,16,20
vol. 3 024@8,12,16,20
vol. 4 12 3@8,12,16 (wochentliche Snapshot-Kopien: 1,

tagliche Snapshot-Kopien: 2, stiindliche Snapshot-
Kopien: 3 bei 8,12,16 Stunden)

vol. 5 222 3@8,12,16 (wdchentliche Snapshot-Kopien: 2,
tagliche Snapshot-Kopien: 2, stiindliche Snapshot-
Kopien: 3 bei 8,12,16 Stunden)

Snapshot-Richtlinien in ONTAP vorhanden
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Name der Snapshot-Richtlinie

Zeitplanwochentlich

ZeitplanDailyHourly4

Richtliniendetails

Wochentlich, zahlen: 1

Terminplandetails

* Zeitplan1: Taglich, Gegen1: 2
* Zeitplan2: Stuindlich, Gegen2: 4 alle 8, 12, 16, 20

Stunden

Zeitplan1

Stundlich bei 8, 12, 16, 20 Stunden, zahlen: 4

Snapshot-Richtlinie in ONTAP nach dem Ubergang mit Konsolidierung (keine Wiederverwendung)

7-Mode Volumes

Vol. 1

7-Mode Snapshot Zeitplan

02 4@8,12,16,20 (wochentliche
Snapshot-Kopien: 0, tagliche
Snapshot-Kopien: 2, stlindliche
Snapshot-Kopien: 4 bei 8, 12, 16,
20 Stunden)

vol. 2 024@8,12,16,20

024@8,12,16,20 vol. 4

 Name: vol. 5

Transition_Snapshot_Policy_1
 Einzelheiten zum Zeitplan

o Zeitplan1: Wdchentlich,
Account1: 1

o Zeitplan2: Taglich, Gegen2:
2

o Zeitplan3: Stindlich,
Gegen3: 3 alle 8,12,16
Stunden

Snapshot-Richtlinie in ONTAP

Konsolidierte Politik fiir vol1,
vol2 und vol3

* Name:
Transition_Snapshot_Policy 0

* Einzelheiten zum Zeitplan

o Zeitplan1: Taglich, Gegen1:
2

o Zeitplan2: Stindlich,
Gegen2: 4 alle 8, 12, 16, 20
Stunden

vol. 3

12 3@8,12,16 (wochentliche
Snapshot-Kopien: 1, tagliche
Snapshot-Kopien: 2, stiindliche
Snapshot-Kopien: 3 bei 8,12,16
Stunden)

222 3@8,12,16 (wochentliche
Snapshot-Kopien: 2, tagliche
Snapshot-Kopien: 2, stlindliche
Snapshot-Kopien: 3 bei 8,12,16
Stunden)
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Snapshot-Richtlinie in ONTAP nach dem Ubergang mit Konsolidierung und Wiederverwendung

7-Mode Volumes 7-Mode Snapshot Zeitplan Snapshot-Richtlinie in ONTAP
Vol. 1 024@8,12,16,20 (wdchentliche Konsolidierte Richtlinie fur vol1,
Snapshot-Kopien: 0, tagliche vol2 und vol3, fir die die

Snapshot-Kopien: 2, stlindliche vorhandene ONTAP-Richtlinie
Snapshot-Kopien: 4 bei 2, 4, 8, 12, wiederverwendet wird
16, 20 Stunden)

Name: ZeitplanDailyHourly4

vol. 2 024@8,12,16,20 vol. 3

024@8,12,16,20 vol. 4 12 3@8,12,16 (wochentliche
Snapshot-Kopien: 1, tagliche
Snapshot-Kopien: 2, stiindliche
Snapshot-Kopien: 3 bei 8,12,16

Stunden)
* Name: vol. 5 222 3@8,12,16 (wochentliche
Transition_Snapshot_Policy 1 Snapshot-Kopien: 2, tagliche

Snapshot-Kopien: 2, stlindliche
Snapshot-Kopien: 3 bei 8,12,16
o Zeitplan1: Wéchentlich, Stunden)

Account1: 1

* Einzelheiten zum Zeitplan

o Zeitplan2: Taglich, Gegen2:
2

o Zeitplan3: Stiindlich,
Gegen3: 3 alle 8,12,16
Stunden

Durchfiihrung von Tests im Vorfeld

Sie kdnnen Vorabprufungen durchfihren, um eventuelle Probleme zu identifizieren, bevor
Sie eine Transition beginnen. Sie Uberprufen, ob die 7-Mode Quellen, ONTAP Ziele und
Konfigurationen fiir Ihren Ubergang giiltig sind. Sie kénnen jederzeit Vorabprifungen
durchfihren.

In den Vorabprifungen werden mehr als 200 verschiedene Prifungen durchgefiihrt. Beispielsweise prift das
Tool nach Elementen, z. B. ob Volumes online sind und Netzwerkzugriff zwischen den Systemen besteht.

1. Wahlen Sie in Dashboard das Projekt aus, fiir das Sie die Vorabprifungen durchfiihren méchten.
2. Klicken Sie Auf Prechecks Ausfiihren.

Wenn die Vorabprifungen abgeschlossen sind, wird die Zusammenfassung der Ergebnisse im Dialogfeld
angezeigt.

Die Vorabprifungen dauern in der Regel nur ein paar Minuten, aber die Dauer der
@ Vorabprifung hangt von der Anzahl und der Art der Fehler oder Warnungen ab, die Sie
beheben.
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Schritte
1. Wahlen Sie eine Option unter Typ Filter anwenden, um die Ergebnisse zu filtern:

o Um alle Meldungen zum Thema Sicherheit anzuzeigen, wahlen Sie Fehler, Warnung, informativ und
nur Sicherheit.

o Um alle sicherheitsrelevanten Fehlermeldungen anzuzeigen, wahlen Sie Fehler und nur Sicherheit.

> Um alle Warnmeldungen anzuzeigen, die sich auf Sicherheit beziehen, wahlen Sie Warnungund nur
Sicherheit.

o Um alle Meldungen zur Sicherheit anzuzeigen, wahlen Sie informativ und nur Sicherheit.
2. Um die RAW-Ergebnisse im CSV-Format zu speichern und die Ergebnisse zu exportieren, klicken Sie auf

als CSV speichern.

Sie kénnen die wahrend des Ubergangs durchgefiihrten Ubergangsoperationen sowie den Betriebstyp,
den Status, die Startzeit, die Endzeit und die Ergebnisse auf der Registerkarte ,Operation History” im
Dashboard-Bereich anzeigen.

Sie mussen alle Fehler beheben, die bei den Vorabprifungen erkannt wurden, bevor Sie mit dem Kopieren der
Daten beginnen. Aulierdem empfiehlt es sich, alle Warnungen vor dem Migrationsprozess zu beheben. Die
Lésung kann das Quellproblem der Warnmeldung I6sen, eine Problemumgehung implementieren oder das
Ergebnis des Problems akzeptieren.

Schweregrade fiir Vorabpriifmeldungen

Sie kdnnen Uberprifen, ob die 7-Mode Volumes migriert werden kdnnen, indem Sie die
Vorabprufung durchfuhren. Alle Probleme bei der Transition werden im Vorcheck-Bericht
berichtet. Ubergangsprobleme werden abhangig von den Auswirkungen des Problems
auf den Ubergangsprozess unterschiedlich schwerwiegend zugewiesen.

Die von den Vorabprufungen erkannten Probleme sind in die folgenden Kategorien unterteilt:
* Fehler
Konfigurationen, die nicht migriert werden kénnen

Sie kénnen den Ubergang nicht fortsetzen, wenn selbst ein Fehler auftritt. Nachfolgend sind einige
Beispielkonfigurationen fur das 7-Mode System aufgeflhrt, die einen Fehler verursachen:

o Traditionelle Volumes

o SnapLock Volumes

o Offline-Volumes

* Warnung
Konfigurationen, die nach dem Umstieg kleine Probleme verursachen kénnen.
Funktionen, die in ONTAP unterstiitzt werden, aber nicht durch das 7-Mode Transition Tool migriert
werden, erzeugen auch eine Warnmeldung. Mit diesen Warnungen kénnen Sie den Ubergang fortsetzen.
Nach dem Umstieg fallen jedoch moglicherweise einige dieser Konfigurationen aus oder missen einige

manuelle Aufgaben zur Aktivierung dieser Konfigurationen in ONTAP ausfihren.

Im Folgenden finden Sie einige Beispielkonfigurationen fir das 7-Mode System, die eine Warnung
erzeugen:
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o |Pv6

o NFSv2

o NDMP-Konfigurationen

o Interface Groups und VLANs

> Routing Information Protocol (RIP)

* Information

Konfigurationen, die erfolgreich migriert wurden.

Werden SVM-Konfigurationen angewendet

Vor der SVM-Bereitstellungsphase mussen Sie einige Konfigurationen manuell
anwenden. Sie kdnnen dann alle Konfigurationen anwenden, die im 7-Mode Controller
definiert sind (Dateien im /etc Verzeichnis) oder auf der Ebene von vFiler zu den
zugeordneten SVMs mithilfe des Tools.

Wenn Sie nicht alle Konfigurationen auf die Ziel-SVMs Ubertragen mdchten, missen Sie die Eigenschaften
festlegen, damit die Konfigurationen von den SVMs ausgeschlossen werden kdnnen.

Anpassung des Ubergangs von 7-Mode Konfigurationen
» Konfigurationen wie NFS-Exporte, CIFS-Shares und LUN-Mapping werden in der SVM-
Bereitstellungsphase nicht auf die SVM angewendet.
* In der SVM-Bereitstellungsphase werden die folgenden Konfigurationen vom Tool auf den SVMs
angewendet:
o Name Services
= DNS-Konfiguration
= LDAP-Konfiguration
= NIS-Konfiguration
= Name Service-Switch-Konfiguration
= Host-Konfiguration
= UNIX-Benutzer und -Gruppen
= Konfiguration von Netzgruppen
> Networking
= Vorhandene 7-Mode IP-Adressen, die fir den Wechsel ausgewahlt wurden, werden im Status
LAdministratoren inaktiv® erstellt.

Wahrend der Importphase werden diese IP-Adressen im administrativen up-Status konfiguriert.

= Neue IP-Adressen werden im Administrationsstatus erstellt.

> NFS

NFS-Optionen
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> CIFS
= Bevorzugte DC-Konfiguration fir CIFS
= Konfiguration der Benutzerzuordnung
= Widelinks-Konfiguration
= CIFS-Optionen
= Audit-Konfiguration

> SAN

FC- und iSCSI-Services

Sie kdnnen diesen Vorgang nach erfolgreichem Abschluss nicht erneut ausflihren.

Wenn Sie daher nach diesem Vorgang Anderungen an den Konfigurationen der 7-Mode
Controller-Ebene vornehmen, missen Sie die Konfigurationen vor der Exportphase manuell
auf die Ziel-SVMs umstellen. Wenn Sie beispielsweise dem Controller 7-Mode eine neue

@ Einheit von vFiler hinzufligen und dieser einem SVM nach diesem Vorgang zuordnen,
mussen Sie die Konfigurationen dieser Einheit von vFiler manuell auf die zugeordnete SVM
umstellen. Ein weiteres Beispiel: Wenn Sie einige UNIX Benutzer am 7-Mode Controller
nach der SVM-Bereitstellungsphase hinzufligen, missen Sie diese UNIX-Benutzer manuell
auf den zugeordneten SVMs erstellen.

Schritte
1. Klicken Sie auf Anwenden SVM Config, um die 7-Mode-Konfigurationen auf die Ziel-SVMs anzuwenden.

Es wird eine Bestatigungsmeldung angezeigt, in der wichtige Uberlegungen fiir diesen Vorgang aufgefiihrt
sind.
2. Klicken Sie auf Ja, um fortzufahren.

3. Fuhren Sie nach Abschluss des Vorgangs die folgenden Schritte aus:

a. Klicken Sie auf als CSV speichern, um die Operation zu speichern, flihrt zu einer Datei.

b. Klicken Sie auf Collect Project Logs, um eine Sicherung aller Transition Log-Dateien zu erstellen.
Es empfiehlt sich, die Protokolldateien nach jedem Ubergangsvorgang zu speichern.

c. Klicken Sie auf SchlieBen, um das Fenster mit den Operationsergebnissen zu schliefl3en.

Wenn der Vorgang lange dauert, kdnnen Sie auf im Hintergrund klicken, um das Fenster mit den
Operationsergebnissen zu verlassen. Sie sollten das Projekt nicht bearbeiten oder eine andere Aufgabe
ausflihren, wenn der Vorgang im Hintergrund ausgefihrt wird. Anschliefiend kdnnen Sie die Ergebnisse
der Vorgange auf der Registerkarte ,Operation History” anzeigen.

4. Uberpriifen und Testen der Konfigurationen, die auf die Ziel-SVMs angewendet werden, manuell und
nehmen die erforderlichen Anderungen vor.

5. Uberpriifen Sie manuell die Verbindung zu externen Namensservern.
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Uberpriifung, ob 7-Mode Systeme bereit fiir die Umstellung
sind

Bevor Sie den Client-Zugriff trennen, kdnnen Sie die Bereitschaft des 7-Mode Systems
fur die Storage-Umstellung uberprufen. Hierzu wird beispielsweise uberpruft, ob SP oder
RLM auf dem 7-Mode System konfiguriert ist und ob die Platten-Shelfs, Aggregate und

Volumes fur die Transition bereit sind. Sie kdnnen Probleme vor dem Exportvorgang
manuell beheben, wodurch die Ausfallzeit verringert wird.

Dieser Vorgang kann mehrmals ausgefuhrt werden, bevor der Export- und Stopp-Vorgang gestartet wird.

Schritte

1. Klicken Sie auf Bereitschaft priifen, um zu Uberpriifen, ob die 7-Mode Systeme fiir die Umstellung bereit
sind.

Dieser Vorgang ist optional, er empfiehlt sich jedoch, die Systembereitschaft zu tberprifen und Probleme
vor dem Exportvorgang zu beheben, um das Zeitfenster fir die Storage-Umstellung zu minimieren.

2. Warten Sie, bis der Vorgang abgeschlossen ist, und fuhren Sie die folgenden Schritte aus:

a. Klicken Sie auf als CSV speichern, um die Operation zu speichern, flihrt zu einer Datei.

b. Klicken Sie auf Collect Tool Logs, um eine Sicherung aller Transition Log-Dateien zu erstellen.
Es empfiehlt sich, die Protokolldateien nach jedem Ubergangsvorgang zu speichern.

c. Klicken Sie auf SchlieBen, um das Fenster mit den Operationsergebnissen zu schliefl3en.

Wenn der Vorgang lange dauert, kdnnen Sie auf im Hintergrund klicken, um das Fenster mit den
Operationsergebnissen zu verlassen. Sie sollten das Projekt nicht bearbeiten oder eine andere Aufgabe
ausflihren, wenn der Vorgang im Hintergrund ausgefihrt wird. Anschlief3end kdnnen Sie die Ergebnisse
der Vorgange auf der Registerkarte ,Operation History“ anzeigen.

Export von Storage-Konfigurationen und Unterbrechen von
7-Mode Systemen

Das Umstellungsfenster fiir den Ubergang beginnt in der Exportphase. In dieser Phase
sammelt das Tool Systeminformationen, Festplatten-Shelf-Details und Storage-
Konfigurationen aus den 7-Mode Systemen und stoppt dann die 7-Mode Storage-
Systeme.

* Der Service-Prozessor (SP) oder das Remote LAN-Modul (RLM) muss auf dem 7-Mode System mit einer
IPv4-Adresse konfiguriert sein.

« Alle Clients missen von den 7-Mode Systemen getrennt werden (durch das Trennen der NFS-Exporte, die
Trennung von CIFS-Freigaben und das Herunterfahren von SAN-Hosts). Auf den 7-Mode Systemen
mussen jedoch die entsprechenden NAS- und SAN-Services ausgefihrt werden.

@ Sie dirfen keine Protokollservices anhalten, da sie fir das Erfassen der
Protokollkonfigurationen von den 7-Mode Storage-Systemen erforderlich sind.
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 Alle Daten, die wahrend dieses Vorgangs auf die 7-Mode Volumes geschrieben wurden, gehen verloren.
» Wahrend dieses Vorgangs sind keine Managementvorgange auf den 7-Mode Systemen auszufiihren.
» Das Tool fihrt in der Exportphase folgende Vorgange durch:
o Erfassung aller Volume- und Storage-Konfigurationen
o Erstellt eine Snapshot Kopie jedes Umstiegs-Aggregats
Wenn Sie sich dazu entscheiden, in jeder Phase des Ubergangs auf 7-Mode zuriickzusetzen, werden
die Snapshot Kopien vom Tool fiir den Wechsel verwendet.
> Bootet die 7-Mode Controller im Wartungsmodus
o Entfernt Festplatteneigentiimerschaften von den 7-Mode Controllern

> Deaktiviert die automatische Festplattenzuordnung auf den Ziel-Cluster-Knoten

Schritte
1. Klicken Sie Auf Exportieren & Anhalten.

Es wird eine Meldung angezeigt, in der wichtige Uberlegungen fiir diesen Vorgang aufgefiihrt sind.

2. Aktivieren Sie das Kontrollkastchen Bestatigen, dass der Clientzugriff getrennt ist.

3. Klicken Sie auf Ja, um mit dem Export und dem Stoppen fortzufahren.
Die Operationsergebnisse werden angezeigt.

4. Warten Sie, bis der Vorgang abgeschlossen ist, und fuhren Sie die folgenden Schritte aus, um die
Operationsergebnisse zu speichern und die Werkzeugprotokolle zu erfassen:
a. Klicken Sie auf als CSV speichern, um die Operation zu speichern, fiihrt zu einer Datei.

b. Klicken Sie auf Collect Tool Logs, um eine Sicherung aller Transition Log-Dateien zu erstellen.
Es empfiehlt sich, die Protokolldateien nach jedem Ubergangsvorgang zu speichern.

c. Klicken Sie auf SchlieRen, um das Fenster mit den Operationsergebnissen zu schliel3en.

Wenn der Vorgang lange dauert, kdnnen Sie auf im Hintergrund klicken, um das Fenster mit den
Operationsergebnissen zu verlassen. Sie sollten das Projekt nicht bearbeiten oder eine andere Aufgabe
ausflihren, wenn der Vorgang im Hintergrund ausgefihrt wird. Anschlie3end kdnnen Sie die Ergebnisse
der Vorgange auf der Registerkarte ,Operation History“ anzeigen.

Trennen der Festplatten-Shelfs vom 7-Mode System und
Verbinden mit Cluster Nodes

Die Verkabelung der 7-Mode Platten-Shelfs zu den Ziel-Cluster Nodes erfolgt manuell.
Nach der Verkabelung der Platten-Shelves, ist es eine Best Practice, die Verkabelung
mithilfe von Config Advisor zu Uberprifen. AnschlieRend kénnen Sie die Verkabelung mit
dem 7-Mode Transition Tool uberprufen. Das Tool fuhrt nur einen Teil der von Config
Advisor durchgefihrten Uberpriifungen durch.

Sie mussen die Informationen Uber die Festplatten-Shelf-Verbindung zu den 7-Mode Controller-Ports
aufgenommen haben.

19



Beachten Sie einige Uberlegungen beim AnschlieBen der SAS-Platten-Shelfs:

» Sie miUssen die Regeln fir die Verkabelung von SAS Square und Circle Ports befolgen.

* [OM6- und IOM3-Shelfs kénnen im selben Stack gemeinsam verwendet werden. Es sollte jedoch nicht
mehr zwischen Shelfs, die unterschiedliche IOM-Typen verwenden, gewechselt werden.

Beispiel: IOM6e (Controller)--IOM6 (Shelf)--IOM3 (Shelf)--IOM3 (Shelf) ist eine unterstitzte Konfiguration.
IOM6e (Controller)--IOM3 (Shelf)--IOM6 (Shelf)--IOM3 (Shelf) wird nicht unterstutzt.

Schritte
1. Uberpriifen Sie die Festplatten-Shelf-IDs im 7-Mode HA-Paar und den Ziel-Cluster Nodes:

a. Wenn doppelte Shelf-IDs vorhanden sind (wenn die 7-Mode Festplatten-Shelf-IDs fir die Festplatten-
Shelfs in den Ziel-Cluster-Nodes verwendet werden), andern Sie die Festplatten-Shelf-1Ds.

= FUr SAS-Festplatten-Shelfs betragt eine gultige Shelf-ID 00 bis 99.

= SAS-Shelf-IDs mussen innerhalb des HA-Paars eindeutig
sein.https://library.netapp.com/ecm/ecm_download_file/ECMP1119629["Installation und Service
Guide fir SAS-Platten-Shelfs fiir DS4243, DS2246, DS4486 und DS4246"]

= Fur FC-Festplatten-Shelfs betragt eine gultige Shelf-ID 1 bis 7.

= FC-Shelf-IDs mussen innerhalb jeder FC-Schleife eindeutig
sein.https://library.netapp.com/ecm/ecm_download_file/ECMP1112854["DS14mk2 FC und
DS14mk4 FC Hardware Service Guide"]

b. Schalten Sie die Festplatten-Shelfs aus und wieder ein, damit die neuen IDs wirksam werden.
2. Schalten Sie die 7-Mode Festplatten-Shelfs aus.

3. Je nachdem, ob auf den Ziel-Cluster-Nodes zusatzliche Ports verfligbar sind, wahlen Sie eine der
folgenden Optionen:

Wenn... Dann...

Zum Anschluss der Festplatten-Shelfs sind weitere  Verbinden Sie die Platten-Shelfs in einem neuen
Ports verflugbar Stack mit den Ziel-Cluster-Nodes in einer Multipath-
Konfiguration.

Als Best Practice wird empfohlen, die
Festplatten-Shelfs mit einem
separaten Stack zu verbinden. Das

@ 7-Mode Transition Tool erkennt die
Verfugbarkeit der erforderlichen
Anzahl von Ports auf den Ziel-Cluster
Nodes, wenn Vorabprifungen
durchgefiihrt werden.
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Wenn... Dann...

Es sind keine Ports zum Verbinden der Festplatten- Flhren Sie eine der folgenden Aktionen aus:
Shelfs verfiigbar
» Flgen Sie eine neue Erweiterungskarte hinzu
und verbinden Sie die Platten-Shelfs in einem
neuen Stack mit den Ziel-Cluster-Nodes in einer
Multipath-Konfiguration.
Sie mussen Uberprifen, ob die
Erweiterungskarte auf der Zielplattform
unterstitzt wird.
* Verbinden Sie die Platten-Shelfs mit einem

vorhandenen Stack in einer Multipath-
Konfiguration.

"Installation und Service Guide fiir SAS-Platten-Shelfs fur DS4243, DS2246, DS4486 und DS4246"
"DiskShelf14mk2 AT Hardware Service Guide"
"DS14mk2 FC und DS14mk4 FC Hardware Service Guide"

. Schalten Sie die Festplatten-Shelfs ein.
@ Sie miussen mindestens 70 Sekunden warten, bevor Sie fortfahren.

. Verwenden Sie Config Advisor, um die Verbindungen zu Uberprifen.

Sie mussen alle durch Config Advisor identifizierten Verkabelungsprobleme beheben.

"NetApp Downloads: Config Advisor"

. Klicken Sie im 7-Mode Transition Tool auf Verkabelung tiberpriifen.

Es wird eine Meldung mit den wichtigen Uberlegungen flir diesen Vorgang angezeigt.

Fehlerbehebung: Wenn es keine Disketten in einem Aggregat gibt, wird das Aggregat abgebaut und die
Verkabelungsiberprifung schlagt fehl. Wenn sich die Anzahl der fehlenden Festplatten innerhalb eines
zulassigen Limits befindet, kdnnen Sie den Ubergang mit den beeintrachtigten Aggregaten fortsetzen,

indem Sie den folgenden Befehl aus der CLI des 7-Mode Transition Tool ausfihren:

transition cft aggregate degraded-transition -p project name -n 7-
mode _host_name -a 7-mode_aggregate name -i acknowledge

Anschlielend kénnen Sie die Kabelliberpriifung erneut ausflihren und mit der Umstellung fortfahren. Sie
mussen sicherstellen, dass im Ziel-Cluster-Node gentigend freie Festplatten vorhanden sind, um diese
RAID-Gruppen zu rekonstruieren, nachdem die Aggregate migriert wurden.

. Klicken Sie auf Ja, um fortzufahren.

. Warten Sie, bis der Vorgang abgeschlossen ist, und fihren Sie die folgenden Schritte aus, um die
Operationsergebnisse zu speichern und die Werkzeugprotokolle zu erfassen:
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a. Klicken Sie auf als CSV speichern, um die Operation zu speichern, fuhrt zu einer Datei.

b. Klicken Sie auf Collect Tool Logs, um eine Sicherung aller Transition Log-Dateien zu erstellen.
Es empfiehlt sich, die Protokolldateien nach jedem Ubergangsvorgang zu speichern.

c. Klicken Sie Auf SchlieRen.

Wenn der Vorgang lange dauert, kénnen Sie auf im Hintergrund klicken, um das Fenster mit den
Operationsergebnissen zu verlassen. Sie sollten das Projekt nicht bearbeiten oder eine andere Aufgabe
ausfihren, wenn der Vorgang im Hintergrund ausgefuihrt wird. Anschlieiend kénnen Sie die Ergebnisse
der Vorgange auf der Registerkarte ,Operation History“ anzeigen.

Verwandte Informationen

Sammeln von Verkabelungsinformationen fir den Umstieg

7-Mode Daten werden in ONTAP importiert

Nach Uberpriifung der Verkabelung und Behebung von Problemen kénnen Sie den
Importvorgang ausfuhren. In dieser Phase werden die Festplatteneigentimer den
zugeordneten Cluster Nodes zugewiesen, und die 7-Mode Aggregate, Volumes und
LUNs werden in das ONTAP-Format umgewandelt. Es werden auch alle Konfigurationen
auf Volume- und LUN-Ebene angewendet.

In dieser Phase werden die folgenden Vorgange durch das Tool ausgefihrt:

» 7-Mode Festplatten sind den zugeordneten Ziel-Cluster-Knoten zugewiesen.
* Alle 7-Mode Aggregate, Volumes und LUNs werden in das ONTAP-Format konvertiert.

* Die fur den Wechsel ausgewahlten 7-Mode |P-Adressen werden fur die SVMs im Administrationsstatus
konfiguriert.

» Es werden die folgenden Konfigurationen angewendet:
o NFS-Exportregeln
o CIFS-Freigaben
o Konfiguration von CIFS ACLs
o Konfiguration von CIFS Home Directorys
> Symbolische CIFS-Links
o Kontingentkonfiguration
o Zeitplane fir Snapshot Kopien

o LUN-Zuordnungen und Initiatorgruppen

Schritte
1. Klicken Sie Auf Import.

Fehlerbehebung: Wenn keine Festplatten in einem Aggregat vorhanden sind, wird das Aggregat
heruntergestuft und der Importvorgang schlagt fehl. Wenn sich die Anzahl der fehlenden Festplatten
innerhalb eines zulassigen Limits befindet, kdnnen Sie den Ubergang mit den beeintrachtigten Aggregaten
fortsetzen, indem Sie den folgenden Befehl aus der CLI des 7-Mode Transition Tool ausflhren:
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transition cft aggregate degraded-transition -p project-name -n 7-mode-host-
name -a 7-mode-aggregate-name -i acknowledge

Anschlie3end kdnnen Sie die Kabellberprifung erneut ausfihren und mit der Umstellung fortfahren. Sie
mussen sicherstellen, dass im Ziel-Cluster-Node gentigend freie Festplatten vorhanden sind, um diese
RAID-Gruppen zu rekonstruieren, nachdem die Aggregate migriert wurden.

Es wird eine Warnmeldung mit den wichtigen Uberlegungen fiir diesen Vorgang angezeigt.

. Klicken Sie auf Ja, um fortzufahren.

Die Operationsergebnisse werden angezeigt.

. Warten Sie, bis der Vorgang abgeschlossen ist, und fuhren Sie die folgenden Schritte aus:

a. Klicken Sie auf als CSV speichern, um die Operation zu speichern, flihrt zu einer Datei.

b. Klicken Sie auf Collect Tool Logs, um eine Sicherung aller Transition Log-Dateien zu erstellen.
Es empfiehlt sich, die Protokolldateien nach jedem Ubergangsvorgang zu speichern.

c. Klicken Sie auf SchlieBen, um das Fenster mit den Operationsergebnissen zu schliefl3en.

Wenn der Vorgang lange dauert, kdnnen Sie auf im Hintergrund klicken, um das Fenster mit den
Operationsergebnissen zu verlassen. Sie sollten das Projekt nicht bearbeiten oder eine andere Aufgabe
ausflihren, wenn der Vorgang im Hintergrund ausgefihrt wird. Anschlief3end kdnnen Sie die Ergebnisse
der Vorgange auf der Registerkarte ,Operation History“ anzeigen.
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