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Verkabelung

Unterstutzte Konfigurationen fur lhr AFX 1K-

Speichersystem

Informieren Sie sich Uber die unterstitzten Hardwarekomponenten und
Verkabelungsoptionen fur das AFX 1K-Speichersystem, einschliel3lich kompatibler
Speicherplattenregale, Switches und Kabeltypen, die fur eine ordnungsgemale

Systemeinrichtung erforderlich sind.

Unterstitzte AFX 1K-Verkabelungskonfiguration

Die Erstkonfiguration des AFX 1K-Speichersystems untersttitzt mindestens vier Controllerknoten, die tber
Dual-Switches mit den Speicherplatten-Shelves verbunden sind.

Zusatzliche Controllerknoten und Festplattenregale erweitern die anfangliche Konfiguration des AFX 1K-
Speichersystems. Erweiterte AFX 1K-Konfigurationen folgen derselben Switch-basierten

Verkabelungsmethode wie das unten dargestellte Schema.
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Unterstitzte Hardwarekomponenten

Uberpriifen Sie die kompatiblen Speicherplattenregale, Switches und Kabeltypen fiir das AFX 1K-

Speichersystem.



Controller- Festplattenreg Unterstiitzte Switches Unterstiitzte Kabel

Regal al
AFX 1K NX224 » Cisco Nexus * 400GbE QSFP-DD Breakout-Kabel auf
9332D-GX2B 4x100GbE QSFP Breakout-Kabel
(400GbE)
« Cisco Nexus Fir 100-GbE-Verbindungen
9364D-GX2A zwischen den Switches,
(400GbE) @ Controllern und Disk-Shelves

werden Breakout-Kabel
verwendet.

o 100-GbE-Kabel zum Controller-Cluster
und zu HA-Ports

> 100GbE-Kabel zu Festplattenregalen

* 2 x 400GbE-Kabel fur ISL-Verbindungen
zwischen Switch A und Switch B

* RJ-45-Kabel fir Management-Verbindungen

Wie geht es weiter?

Nachdem Sie die unterstitzte Systemkonfiguration und die Hardwarekomponenten tberprift
haben,"Uberpriifen Sie die Netzwerkanforderungen fiir Inr AFX 1K-Speichersystem" .

Netzwerkanforderungen fur Ihr AFX 1K-Speichersystem

Notieren Sie die erforderlichen Informationen fur jedes Netzwerk, das Sie mit Ihrem AFX
1K-Speichersystem verbinden.

Sammeln von Netzwerkinformationen

Bevor Sie mit der Installation lhres AFX 1K-Speichersystems beginnen, sammeln Sie die erforderlichen
Netzwerkinformationen

* Hostnamen und IP-Adressen flr jeden der Speichersystem-Controller und alle entsprechenden Switches.

Die meisten Speichersystem-Controller werden tber die eOM-Schnittstelle verwaltet, indem eine
Verbindung zum Ethernet-Service-Port (Schraubenschlisselsymbol) hergestellt wird.

Weitere Informationen finden Sie im "Hardware Universe" fur die neuesten Informationen.

* IP-Adresse fir die Clusterverwaltung
Die Clusterverwaltungs-IP-Adresse ist eine eindeutige IP-Adresse fiir die Clusterverwaltungsschnittstelle,
die vom Clusteradministrator verwendet wird, um auf die Admin-Speicher-VM zuzugreifen und den Cluster
zu verwalten. Diese IP-Adresse erhalten Sie von dem Administrator, der in Ihrer Organisation fir die
Vergabe von IP-Adressen zustandig ist.

» Netzwerk-Subnetzmaske

Wahrend der Clustereinrichtung empfiehlt ONTAP eine Reihe von Netzwerkschnittstellen, die fir lhre
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Konfiguration geeignet sind. Sie kdnnen die Empfehlung bei Bedarf anpassen.

* IP-Adresse des Netzwerk-Gateways

 IP-Adressen fur die Knotenverwaltung (eine pro Knoten)
* DNS-Doméanennamen

* IP-Adressen des DNS-Nameservers

* NTP-Server-IP-Adressen

» Daten-Subnetzmaske

 IP-Subnetz fur den Verwaltungsnetzwerkverkehr.

Netzwerkanforderungen fir Cisco -Switches

Uberpriifen Sie bei der Installation und Wartung der Cisco Nexus 9332D-GX2B- und 9364D-GX2A-Switches
unbedingt die Verkabelungs- und Netzwerkanforderungen.

Netzwerkanforderungen

Far alle Switch-Konfigurationen bendtigen Sie folgende Netzwerkinformationen.

* IP-Subnetz fir den Verwaltungsnetzwerkverkehr
* Hostnamen und IP-Adressen flr jeden Speichersystem-Controller und alle entsprechenden Switches

* Weitere Informationen finden Sie im "Hardware Universe" fur die neuesten Informationen.

Verkabelungsanforderungen

+ Sie verflgen Uber die passende Anzahl und Art an Kabeln und Kabelsteckern flr Ihre Switches. Siehe die
"Hardware Universe" .

« Je nach Art des Switches, den Sie zunachst konfigurieren, missen Sie mit dem mitgelieferten
Konsolenkabel eine Verbindung zum Switch-Konsolenport herstellen.

Wie geht es weiter?

Nachdem Sie die Netzwerkanforderungen Uberprift haben,"Verkabeln Sie die Controller und Speicherregale
fur Ihr AFX 1K-Speichersystem" .

Verkabeln Sie die Hardware fur lhr AFX 1K-Speichersystem

Nachdem Sie die Rack-Hardware fur Ihr AFX 1K-Speichersystem installiert haben,
installieren Sie die Netzwerkkabel fur die Controller und verbinden Sie die Kabel
zwischen den Controllern und den Speicherregalen.

Bevor Sie beginnen

Wenden Sie sich an lhren Netzwerkadministrator, um Informationen zum Anschliel3en des Speichersystems an
Ihre Netzwerk-Switches zu erhalten.

Informationen zu diesem Vorgang

+ Diese Verfahren zeigen gangige Konfigurationen. Die konkrete Verkabelung hangt von den fur Ihr
Speichersystem bestellten Komponenten ab. Ausfiihrliche Konfigurationsdetails und Steckplatzprioritaten
finden Sie unter"NetApp Hardware Universe" .
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» Die E/A-Steckplatze eines AFX-Controllers sind von 1 bis 11 nummeriert.
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Controller

» Die Verkabelungsgrafiken zeigen Pfeilsymbole, die die richtige Ausrichtung (nach oben oder unten) der
Kabelstecker-Aufreillasche beim Einstecken eines Steckers in einen Port anzeigen.

Beim Einstecken des Steckers sollten Sie ein Klicken spiren. Wenn Sie kein Klicken splren, ziehen Sie
ihn heraus, drehen Sie ihn um und versuchen Sie es erneut.
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@ Die Steckerteile sind empfindlich und beim Einrasten ist Vorsicht geboten.

* Wenn Sie eine Glasfaserverbindung verkabeln, stecken Sie den optischen Transceiver in den Controller-
Port, bevor Sie die Verkabelung mit dem Switch-Port herstellen.

» Das AFX 1K-Speichersystem verwendet 4x100GbE-Breakout-Kabel im Cluster- und Speichernetzwerk. Die
400-GbE-Verbindungen werden zu den Switch-Ports und die 100-GbE-Verbindungen zu den Controller-
und Laufwerksregal-Ports hergestellt. Speicher- und HA/Cluster-Verbindungen kénnen zu jedem Nicht-ISL-
Port auf dem Switch hergestellt werden.

Bei einer gegebenen 4x100GbE-Breakout-Kabelverbindung zu dem jeweiligen Switch-Port werden alle vier
Ports eines bestimmten Controllers Giber dieses eine Breakout-Kabel mit dem Switch verbunden.

> 1 x HA-Port (Steckplatz 1)
> 1 x Cluster-Port (Steckplatz 7)
o 2 x Speicheranschlisse (Steckplatze 10, 11)

Alle ,a“-Ports sind mit Switch A verbunden, und alle ,b“-Ports sind mit Switch B verbunden.
@ Fir Cisco Nexus 9332D-GX2B- und 9364D-GX2A-Switch-Konfigurationen zum AFX 1K-
Speichersystem sind 4x100GbE-Breakout-Kabelverbindungen erforderlich.

Schritt 1: Verbinden Sie die Controller mit dem Verwaltungsnetzwerk

Verbinden Sie den Verwaltungsport an jedem Switch mit einem der Verwaltungsswitches (falls bestellt) oder
verbinden Sie sie direkt mit Inrem Verwaltungsnetzwerk.

Der Verwaltungsport ist der obere rechte Port auf der Netzteilseite des Switches. Das CAT6-Kabel fir jeden
Switch muss nach der Installation der Switches durch das Durchgangspanel gefihrt werden, um eine
Verbindung zu den Verwaltungs-Switches oder dem Verwaltungsnetzwerk herzustellen.



Verwenden Sie die 1000BASE-T RJ-45-Kabel, um die Verwaltungsanschliisse (Schraubenschliissel) an jedem
Controller mit den Verwaltungsnetzwerk-Switches zu verbinden.
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1000BASE-T RJ-45-Kabel
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To management
network switches

@ Stecken Sie die Netzkabel noch nicht ein.

1. Mit dem Hostnetzwerk verbinden.

Schritt 2: Verbinden Sie die Controller mit dem Host-Netzwerk

Verbinden Sie die Ethernet-Modul-Ports mit Ihrem Host-Netzwerk.

Dieses Verfahren kann je nach Konfiguration lhres E/A-Moduls unterschiedlich sein. Nachfolgend sind einige
typische Beispiele fir die Verkabelung von Hostnetzwerken aufgefiihrt. Sehen"NetApp Hardware Universe" fir
Ihre spezifische Systemkonfiguration.

Schritte
1. Verbinden Sie die folgenden Ports mit Ihrem Ethernet-Datennetzwerk-Switch A.

o Controller A (Beispiel)
= e2a
= e3a

o Controller B (Beispiel)

= e2a

= e3a

100GbE-Kabel
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2. Verbinden Sie die folgenden Ports mit Ihrem Ethernet-Datennetzwerk-Switch B.

o Controller A (Beispiel)
= e2b
= e3b

o Controller B (Beispiel)

= e2b
= e3b

100GbE-Kabel
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Schritt 3: Verkabeln Sie die Cluster- und HA-Verbindungen

Verwenden Sie das Cluster- und HA-Verbindungskabel, um die Ports e1a und e7a mit Switch A und e1b und
e7b mit Switch B zu verbinden. Die Ports e1a/e1b werden fir die HA-Verbindungen verwendet und die Ports
e7ale7b fur die Cluster-Verbindungen.



Schritte

1. Verbinden Sie die folgenden Controller-Ports mit einem beliebigen Nicht-ISL-Port am Cluster-Netzwerk-
Switch A.

o Controller A
= ela (HA)
= e7a (Cluster)

o Controller B

= ela (HA)
= e7a (Cluster)

100GbE-Kabel
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To AFX cluster
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2. Verbinden Sie die folgenden Controller-Ports mit einem beliebigen Nicht-ISL-Port am Cluster-Netzwerk-
Switch B.

o Controller A

= e1b (HA)

= e7b (Cluster)
o Controller B

= e1b (HA)

= e7b (Cluster)

100GbE-Kabel

—( ===



Controller A

Controller B

Schritt 4: Verkabeln Sie die Speicherverbindungen zwischen Controller und Switch

Verbinden Sie die Speicherports des Controllers mit den Switches. Stellen Sie sicher, dass Sie die richtigen
Kabel und Anschlisse fur lhre Switches haben. Sehen "Hardware Universe" fur weitere Informationen.

1. Verbinden Sie die folgenden Speicherports mit einem beliebigen Nicht-ISL-Port auf Switch A.

Controller A

Controller B

To AFX cluster
switch B

I

o Controller A

= e10a

= e11a

o Controller B

= e10a

= el1a
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2. Verbinden Sie die folgenden Speicherports mit einem beliebigen Nicht-ISL-Port auf Switch B.

To switch A

1



https://hwu.netapp.com

o Controller A
= ¢10b
= e11b

o Controller B

= e10b
= ellb

100GbE-Kabel
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Schritt 5: Verkabeln Sie die Verbindungen zwischen Regal und Switch
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Verbinden Sie die NX224-Speicherregale mit den Switches.

Informationen zur maximalen Anzahl der fir Ihr Speichersystem unterstiitzten Einschiibe und zu allen
Verkabelungsoptionen finden Sie unter"NetApp Hardware Universe" .

1. Verbinden Sie die folgenden Shelf-Ports mit einem beliebigen Nicht-ISL-Port an Switch A und Switch B fur
Modul A.
> Verbindungen von Modul A zu Switch A
= ela
= e2a
= e3a
= eda

> Verbindungen von Modul A zu Switch B

= elb
= e2b
= e3b
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2. Verbinden Sie die folgenden Shelf-Ports mit einem beliebigen Nicht-ISL-Port an Switch A und Switch B fur
Modul B.
> Verbindungen von Modul B zu Switch A
= ela
= e2a
= e3a
= eda

> Verbindungen von Modul B zu Switch B

= elb
= e2b
= e3b
= e4b
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Wie geht es weiter?
Nach der Verkabelung der Hardware"Schalten Sie die Switches ein und konfigurieren Sie sie" .
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