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Datenbankkonfiguration

Dateistruktur

InnoDB fungiert als mittlere Schicht zwischen Speicher und MySQL-Server, es speichert
die Daten auf den Laufwerken.
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MySQL I/O wird in zwei Typen unterteilt:

+ Zuféllige Datei-1/O

* Sequenzielle Datei-I/O
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Datendateien werden zufallig gelesen und Uberschrieben, was zu einem hohen |IOPS-Wert fihrt. Daher wird
SSD-Speicher empfohlen.

Redo-Log-Dateien und bindre Log-Dateien sind Transaktionsprotokolle. Sie werden sequenziell geschrieben,
sodass Sie mit dem Schreib-Cache eine gute Performance auf der Festplatte erzielen kdnnen. Ein
sequenzieller Lesevorgang findet bei der Wiederherstellung statt, jedoch verursacht er selten ein Performance-
Problem, da die Grofie der Protokolldatei normalerweise kleiner ist als die von Datendateien und sequenzielle
Lesevorgange schneller sind als zufallige Lesevorgange (die bei Datendateien auftreten).

Der Double-Write-Puffer ist eine Besonderheit von InnoDB. InnoDB schreibt zunachst gerdtete Seiten in den
Double-Write-Puffer und schreibt dann die Seiten an die richtigen Positionen in den Datendateien. Dieser



Prozess verhindert eine Beschadigung der Seite. Ohne den Double-Write-Puffer kann die Seite beschadigt
werden, wenn wahrend des Write-to-Drive-Prozesses ein Stromausfall auftritt. Da das Schreiben in den
Doppelschreibpuffer sequenziell ist, wird es flir HDDs stark optimiert. Bei der Wiederherstellung werden
sequenzielle Lesevorgange durchgefihrt.

Da ONTAP NVRAM bereits einen Schreibschutz bietet, ist keine doppelte Schreibpufferung erforderlich.
MySQL hat einen Parameter, skip innodb doublewrite, Um den Double-Write-Puffer zu deaktivieren.
Diese Funktion kann die Leistung erheblich verbessern.

Der Insert-Puffer ist ebenfalls eine Besonderheit von InnoDB. Wenn sich nicht eindeutige sekundare
Indexbldcke nicht im Speicher befinden, figt InnoDB Eintrage in den Insert-Puffer ein, um zufallige 1/0-
Vorgange zu vermeiden. Der Insert-Puffer wird in regelmafigen Abstanden in die sekundaren Indexbdaume der
Datenbank eingebunden. Der Insert-Puffer reduziert die Anzahl der 1/0-Vorgange, indem I/O-Anfragen an
denselben Block zusammengefuhrt werden. Zufallige 1/0-Vorgange kénnen sequenziell sein. Der Einfugepuffer
ist auch fur HDDs stark optimiert. Sowohl sequenzielle Schreibvorgange als auch Lesevorgange erfolgen im
normalen Betrieb.

Ruckgangig-Segmente sind wahlfrei E/A-orientiert. Um die Multiversionsparallelitdt (MVCC) zu gewahrleisten,
muss InnoDB alte Bilder in den Undo-Segmenten registrieren. Beim Lesen vorheriger Bilder aus den
Rickgangigmachungssegmenten sind zufallige Lesevorgange erforderlich. Wenn Sie eine lange Transaktion
mit wiederholbaren Lesevorgangen ausfuhren (wie z. B. mysgldump — einzelne Transaktion) oder eine lange
Abfrage ausflihren, kdnnen zufallige Lesevorgange auftreten. Daher ist das Speichern von undo-Segmenten
auf SSDs in dieser Instanz besser. Wenn Sie nur kurze Transaktionen oder Abfragen ausfiihren, stellen die
zufélligen Lesevorgange kein Problem dar.

NetApp empfiehlt aufgrund der InnoDB 1/O-Eigenschaften das folgende Speicherdesign-
Layout.

» Ein Volume zur Speicherung zufalliger und sequenzieller 1/O-orientierter MySQL-Dateien

* Ein weiteres Volume zur Speicherung rein sequenzieller I/O-orientierter Dateien von MySQL

Dieses Layout hilft Ihnen auch bei der Entwicklung von Datensicherungsrichtlinien und
-Strategien.

Konfigurationsparameter

NetApp empfiehlt ein paar wichtige MySQL-Konfigurationsparameter, um eine optimale
Performance zu erzielen.

Parameter Werte
innodb_Log_file_size 256 MIO.
innodb_Flush_log_at trx_commit 2
innodb_doublewrite 0
innodb_Flush_Method Fsync
innodb_Buffer_Pool_size 1G
innodb_io_Capacity 8192
innodb_Buffer_Pool_Instances 8



innodb_Iru_Scan_depth 8192
Open_File_Limit 65535

Um die in diesem Abschnitt beschriebenen Parameter einzustellen, missen Sie sie in der MySQL-
Konfigurationsdatei (my.cnf) andern. Die Best Practices von NetApp wurden in internen Tests durchgefihrt.

innodb_Log_file_size

Die Auswahl der richtigen GroRRe fur die InnoDB-Protokolldateigrofe ist wichtig fur die
Schreibvorgange und fur eine anstandige Wiederherstellungszeit nach einem
Serverabsturz.

Da so viele Transaktionen in der Datei angemeldet sind, ist die Groe der Protokolldatei fir Schreibvorgange
wichtig. Wenn Datensatze geéndert werden, wird die Anderung nicht sofort in den Tablespace
zuriickgeschrieben. Stattdessen wird die Anderung am Ende der Protokolldatei aufgezeichnet und die Seite als
verschmutzt markiert. InnoDB verwendet sein Protokoll, um zufallige 1/O in sequenzielle 1/0-Vorgange zu
konvertieren

Wenn das Protokoll voll ist, wird die fehlerhafte Seite nacheinander in den Tablespace geschrieben, um
Speicherplatz in der Protokolldatei freizugeben. Angenommen, ein Server stirzt mitten in einer Transaktion ab,
und die Schreibvorgange werden nur in der Protokolldatei aufgezeichnet. Bevor der Server wieder live gehen
kann, muss er eine Wiederherstellungsphase durchlaufen, in der die in der Protokolldatei aufgezeichneten
Anderungen wiedergegeben werden. Je mehr Eintrage in der Protokolldatei vorhanden sind, desto langer
dauert es, bis der Server wiederhergestellt ist.

In diesem Beispiel wirkt sich die GroRe der Protokolldatei sowohl auf die Wiederherstellungszeit als auch auf
die Schreib-Performance aus. Wenn Sie die richtige Zahl fiir die Groe der Protokolldatei wahlen, gleichen Sie
die Recovery-Zeit mit der Schreib-Performance ab. Normalerweise ist alles zwischen 128M und 512M ein
gutes Preis-Leistungs-Verhaltnis.

innodb_Flush_log at_trx_commit

Wenn eine Datenanderung vorgenommen wird, wird nicht sofort in den Storage
geschrieben.

Stattdessen werden die Daten in einem Protokollpuffer aufgezeichnet, einem Teil des Speichers, den InnoDB
Pufferanderungen zuweist, die in der Protokolldatei aufgezeichnet werden. InnoDB leert den Puffer in die
Protokolldatei, wenn eine Transaktion durchgefiihrt wird, wenn der Puffer voll wird, oder einmal pro Sekunde,
je nachdem, welches Ereignis zuerst eintritt. Die Konfigurationsvariable, die diesen Prozess steuert, ist
innodb_flush_log_at_trx_commit. Die Wertoptionen umfassen:

* Wenn Sie es einstellen innodb_flush log trx at commit=0, InnoDB schreibt die geanderten Daten
(im InnoDB-Pufferpool) in die Log-Datei (ib_logfile) und leert die Log-Datei (Write to Storage) jede
Sekunde. Es tut jedoch nichts, wenn die Transaktion durchgeflihrt wird. Bei einem Stromausfall oder
Systemabsturz kénnen die nicht gespeicherten Daten nicht wiederhergestellt werden, da sie weder auf die
Protokolldatei noch auf die Laufwerke geschrieben werden.

* Wenn Sie es einstellen innodb flush log trx commit=1, InnoDB schreibt den Protokollpuffer in das
Transaktionsprotokoll und leert fir jede Transaktion auf eine dauerhafte Speicherung. Beispielsweise
schreibt InnoDB fir alle Transaction Commits in das Protokoll und schreibt anschlief3end in den Speicher.
Langsamer Speicher beeintrachtigt die Performance, beispielsweise wird die Anzahl der InnoDB-



Transaktionen pro Sekunde reduziert.

* Wenn Sie es einstellen innodb_flush log trx commit=2, InnoDB schreibt den Protokollpuffer bei
jedem Commit in die Protokolldatei, schreibt aber keine Daten in den Speicher. InnoDB leert die Daten
einmal pro Sekunde. Selbst bei einem Stromausfall oder Systemabsturz sind die Daten von Option 2 in der
Protokolldatei verfligbar und kdnnen wiederhergestellt werden.

Wenn die Leistung das Hauptziel ist, setzen Sie den Wert auf 2. Da InnoDB einmal pro Sekunde auf die
Laufwerke schreibt, nicht fir jede Transaktion, verbessert sich die Performance erheblich. Bei einem
Stromausfall oder Absturz kénnen die Daten aus dem Transaktions-Log wiederhergestellt werden.

Wenn die Datensicherheit das Hauptziel ist, setzen Sie den Wert auf 1, sodass InnoDB fir jeden
Transaktionscommit zu den Laufwerken leert. Méglicherweise ist die Performance jedoch beeintrachtigt.

NetApp empfiehlt Setzen Sie den innodb_flush_log_trx_commit Wert auf 2, um eine bessere
Leistung zu erzielen.

innodb_doublewrite

Wenn innodb doublewrite Ist aktiviert (Standard), speichert InnoDB alle Daten
zweimal: Zuerst in den Double-Write-Puffer und dann in die eigentlichen Datendateien.

Sie kénnen diesen Parameter mit deaktivieren --skip-innodb_doublewrite Fir Benchmarks oder wenn
Sie sich mehr um Top-Performance als um Datenintegritat oder mégliche Ausfalle sorgen. InnoDB verwendet
eine Datei-Flush-Technik namens Double-Write. Bevor die Seiten in die Datendateien geschrieben werden,
schreibt InnoDB sie in einen zusammenhangenden Bereich, den sogenannten Double-Write-Puffer. Nachdem
das Schreiben und der Flush in den Double-Write-Puffer abgeschlossen sind, schreibt InnoDB die Seiten an
die richtigen Positionen in der Datendatei. Falls das Betriebssystem oder ein mysqld-Prozess wahrend eines
Page Write abstirzt, kann InnoDB spater wahrend der Crash-Wiederherstellung eine gute Kopie der Seite aus
dem Double-Write-Puffer finden.

NetApp empfiehlt den Double-Write-Puffer zu deaktivieren. ONTAP NVRAM dient dieselbe
Funktion. Die doppelte Pufferung beeintrachtigt die Leistung unnétig.

innodb_Buffer_Pool_size
Der InnoDB Pufferpool ist der wichtigste Teil jeder Tuning-Aktivitat.

InnoDB setzt stark auf den Pufferpool flr das Caching von Indizes und Rudern der Daten, den adaptiven
Hash-Index, den Insert-Puffer und viele andere interne Datenstrukturen. Der Puffer-Pool puffert Anderungen
an Daten, damit Schreibzugriffe nicht sofort in den Storage ibernommen werden missen, was die
Performance verbessert. Der Pufferpool ist integraler Bestandteil von InnoDB und muss entsprechend
angepasst werden. Berlcksichtigen Sie beim Festlegen der Grofe des Puffer-Pools die folgenden Faktoren:

« Stellen Sie fur eine dedizierte InnoDB-Maschine die Pufferpoolgréfie auf 80 % oder mehr verfiigbaren
RAM ein.

» Wenn es sich nicht um einen dedizierten MySQL-Server handelt, stellen Sie die GroRe auf 50 % des RAM
ein.



innodb_Flush_Method

Der Parameter innodb_flush_method gibt an, wie InnoDB die Protokoll- und Datendateien
offnet und I6scht.

Optimierungen
In der InnoDB-Optimierung wird durch die Einstellung dieses Parameters die Datenbankleistung ggf. optimiert.

Die folgenden Optionen sind fliir das Spulen der Dateien Gber InnoDB:

* fsync. InnoDB verwendet die fsync () Systemaufruf, um sowohl die Daten- als auch die Protokolldateien
zu leeren. Diese Option ist die Standardeinstellung.

* 0_DSYNC. InnoDB verwendet die 0 _DSYNC Option zum Offnen und Leeren der Protokolldateien und
fsync() zum Leeren der Datendateien. InnoDB wird nicht verwendet 0 DSYNC Direkt, weil es Probleme mit
ihm auf vielen Sorten von UNIX.

* O _DIRECT. InnoDB verwendet die 0 DIRECT Option (oder directio () Unter Solaris), um die
Datendateien zu 6ffnen und zu verwenden £sync () Um sowohl die Daten als auch die Protokolldateien
zu léschen. Diese Option ist auf einigen GNU/Linux-Versionen, FreeBSD und Solaris verflugbar.

* O DIRECT NO FSYNC. InnoDB verwendet die 0 DIRECT Option beim Spulen von E/A, wird jedoch
Ubersprungen fsync () Systemaufruf danach. Diese Option ist fur einige Arten von Dateisystemen
ungeeignet (z. B. XFS). Wenn Sie sich nicht sicher sind, ob lhr Dateisystem einen erfordert fsync ()
Systemaufruf — zum Beispiel zum Beibehalten aller Dateimetadaten — verwendet den O DIRECT Wahlen
Sie stattdessen.

Beobachtung

In den NetApp-Labortests ist der £sync Auf NFS und SAN kam die Standardoption zum Einsatz. Im Vergleich
dazu war sie ein groRartiger Performance-Improvisator O DIRECT. Bei Verwendung der Spulmethode als

O DIRECT Bei ONTAP konnten wir beobachten, dass der Client viele Single-Byte-Schreibvorgdnge am Rand
des 4096. Blocks in serieller Form schreibt. Diese Schreibvorgange haben die Latenz tiber das Netzwerk
erhoéht und die Performance beeintrachtigt.

innodb_io_Capacity

Im InnoDB Plug-in wurde ein neuer Parameter namens innodb_io_Capacity aus MySQL
5.7 hinzugeflgt.

Er steuert die maximale Anzahl von IOPS, die InnoDB durchflhrt (einschlie3lich der Spulrate von schmutzigen
Seiten sowie der Batch-GroRe des Insert Buffer [ibuf]). Der innodb_io_capacity Parameter setzt eine
Obergrenze fiir IOPS durch InnoDB-Hintergrundaufgaben, wie das Leeren von Seiten aus dem Pufferpool und
das Zusammenfiihren von Daten aus dem Anderungspuffer.

Legen Sie den Parameter innodb_io_Capacity auf die ungefahre Anzahl von E/A-Vorgangen fest, die das
System pro Sekunde durchfihren kann. Halten Sie die Einstellung idealerweise so niedrig wie moglich, aber
nicht so niedrig, dass Hintergrundaktivitaten langsamer werden. Ist die Einstellung zu hoch, werden die Daten
aus dem Puffer-Pool entfernt und Puffer fir das Caching zu schnell eingefiigt, um einen wesentlichen Vorteil
zu erzielen.



NetApp empfiehlt, wenn Sie diese Einstellung ber NFS verwenden, das Testergebnis von

IOPS (SysBench/FiO) analysieren und den Parameter entsprechend einstellen. Verwenden Sie
den kleinstmoglichen Wert zum Spilen und Spilen, um mit dem Schritt zu bleiben, es sei denn,
Sie sehen mehr gednderte oder schmutzige Seiten als Sie im InnoDB-Puffer-Pool mdchten.

@ Verwenden Sie keine Extremwerte wie 20,000 oder mehr, es sei denn, Sie haben bewiesen,
dass niedrigere Werte fiir lhre Arbeitsbelastung nicht ausreichen.

Der InnoDB_10_Capacity Parameter regelt Spulraten und zugehdrige 1/0.

@ Sie kdnnen die Leistung ernsthaft beeintrachtigen, indem Sie diesen Parameter oder den
innodb_io_Capacity _max-Parameter zu hoch und zu verschwendernd einstellen

innodb_Iru_Scan_depth

Der innodb_1lru_scan_depth Parameter beeinflusst die Algorithmen und Heuristiken
des Flush-Vorgangs fur den InnoDB Pufferpool.

Dieser Parameter ist in erster Linie an Performance-Experten interessiert, die 1/0-intensive Workloads
optimieren. Dieser Parameter gibt fir jede Pufferpoolinstanz an, wie weit der Seitenauflauf des Seitenreinigers
in der LRU-Seitenliste (Least Recently Used) weiter scannen soll, und sucht nach verschmutzten Seiten, die
bereinigt werden sollen. Dieser Hintergrundvorgang wird einmal pro Sekunde durchgefihrt.

Sie kdnnen den Wert nach oben oder unten anpassen, um die Anzahl der freien Seiten zu minimieren. Stellen
Sie den Wert nicht wesentlich héher ein als erforderlich, da die Scans erhebliche Performancekosten
verursachen kdnnen. Ziehen Sie auferdem in Betracht, diesen Parameter anzupassen, wenn Sie die Anzahl
der Pufferpool-Instanzen andern, da innodb lru scan depth * innodb buffer pool instances
Definiert den Umfang der Arbeit, die durch den Seitenreinigungsfaden jede Sekunde durchgefihrt wird.

Eine Einstellung, die kleiner als die Standardeinstellung ist, eignet sich fir die meisten Workloads. Ziehen Sie
in Betracht, diesen Wert nur zu erhéhen, wenn Sie freie 1/0-Kapazitat bei einem typischen Workload haben.
Wenn ein schreibintensiver Workload die 1/0-Kapazitat aussattigt, verringern Sie den Wert umgekehrt,
insbesondere wenn ein groRer Puffer-Pool vorhanden ist.

Open_File_Limits

Der open _file limits Parameter bestimmt die Anzahl der Dateien, die das
Betriebssystem mysqld zum Offnen zul&sst.

Der Wert dieses Parameters zur Laufzeit ist der vom System zulassige Realwert und kann sich von dem Wert
unterscheiden, den Sie beim Serverstart angeben. Der Wert ist 0 auf Systemen, bei denen MySQL die Anzahl
der geoffneten Dateien nicht &ndern kann. Die effektive open files limit Der Wert basiert auf dem Wert,
der beim Systemstart (falls vorhanden) angegeben wurde, und den Werten von max connections Und
table open cache Mit diesen Formeln:

* 10 + max connections + (table open cache 2 X)
* max connections X5

» Betriebssystemgrenze, wenn positiv



* Wenn die Betriebssystemgrenze unendlich ist: open files limit Wert wird beim Start angegeben;
5,000 wenn keine

Der Server versucht, die Anzahl der Dateideskriptoren mit dem Maximum dieser vier Werte zu ermitteln. Wenn
so viele Deskriptoren nicht abgerufen werden kénnen, versucht der Server, so viele zu erhalten, wie das
System zulasst.
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