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Host-Konfiguration

Containerisierung

Die Containerisierung von MySQL-Datenbanken nimmt immer mehr zu.

Das Low-Level-Container-Management wird fast immer Gber Docker durchgefiihrt. Container-
Managementplattformen wie OpenShift und Kubernetes vereinfachen das Management grof3er Container-
Umgebungen noch. Die Vorteile der Containerisierung sind niedrigere Kosten, da keine Hypervisor-Lizenz
erforderlich ist. Dartiber hinaus ermdglichen Container die Ausfiihrung mehrerer Datenbanken isoliert
voneinander, wahrend gleichzeitig der gleiche zugrunde liegende Kernel und das gleiche Betriebssystem
verwendet werden. Container kdnnen in Mikrosekunden bereitgestellt werden.

NetApp bietet mit Astra Trident erweiterte Management-Funktionen fur Storage. Mit Astra Trident kann ein in
Kubernetes erstellter Container automatisch seinen Storage auf der entsprechenden Tier bereitstellen,
Richtlinien fir den Export anwenden, Snapshot-Richtlinien festlegen und sogar einen Container auf einen
anderen klonen. Weitere Informationen finden Sie im "Astra Trident-Dokumentation”.

NFSv3-Steckplatztabellen

Die NFSv3-Leistung unter Linux hangt von einem Parameter namens ab
tcp max slot table entries.

TCP-Slot-Tabellen sind das NFSv3 Aquivalent zur Warteschlangentiefe des Host Bus Adapters (HBA). Diese
Tabellen steuern die Anzahl der NFS-Vorgange, die zu einem beliebigen Zeitpunkt ausstehen kénnen. Der
Standardwert ist normalerweise 16, was flr eine optimale Performance viel zu niedrig ist. Das
entgegengesetzte Problem tritt auf neueren Linux-Kerneln auf, die automatisch die Begrenzung der TCP-Slot-
Tabelle auf ein Niveau erhdhen kénnen, das den NFS-Server mit Anforderungen sattigt.

Um eine optimale Performance zu erzielen und Performance-Probleme zu vermeiden, passen Sie die Kernel-
Parameter an, die die TCP-Slot-Tabellen steuern.

Flhren Sie die aus sysctl -a | grep tcp.*.slot table Und beobachten Sie die folgenden
Parameter:

# sysctl -a | grep tcp.*.slot table
sunrpc.tcp max slot table entries = 128
sunrpc.tcp slot table entries = 128

Alle Linux-Systeme sollten enthalten sunrpc.tcp slot table entries, Aber nur einige enthalten
sunrpc.tcp max _slot table entries. Beide sollten auf 128 gesetzt werden.

Wenn diese Parameter nicht eingestellt werden, kann dies erhebliche Auswirkungen auf die
@ Leistung haben. In einigen Fallen ist die Performance eingeschrankt, da das linux-

Betriebssystem nicht gentigend 1/0 ausgibt In anderen Fallen erhéht sich die 1/0-Latenz, wenn

das linux Betriebssystem versucht, mehr I/O-Vorgange auszustellen, als gewartet werden kann.


https://docs.netapp.com/us-en/trident/index.html

1/O-Planer

Der Linux-Kernel erméglicht eine Steuerung auf niedriger Ebene Uber die Art und Weise,
wie 1/0O-Vorgange zum Blockieren von Geraten geplant werden.

Die Standardwerte auf verschiedenen Linux-Distributionen variieren erheblich. MySQL empfiehlt, dass Sie
verwenden NOOP Oder A deadline I/O-Scheduler mit nativem asynchronem 1/O (AIO) unter Linux. Im
Allgemeinen zeigen NetApp Kunden und interne Tests mit NoOps bessere Ergebnisse.

Die InnoDB Storage Engine von MySQL verwendet das asynchrone |/O-Subsystem (native AlO) unter Linux,
um Lese- und Schreibanforderungen flr Datendateiseiten durchzuflhren. Dieses Verhalten wird vom gesteuert
innodb use native aio Die standardmaRig aktivierte Konfigurationsoption. Bei nativem AlO hat der Typ
des I/0-Planers einen grolReren Einfluss auf die 1/0-Performance. Durchfiihrung von Benchmarks zur
Bestimmung des I/O-Planers, der die besten Ergebnisse flir Ihren Workload und lhre Umgebung liefert

Anweisungen zur Konfiguration des 1/0O-Planers finden Sie in der entsprechenden Dokumentation zu Linux und
MySQL.

Dateideskriptoren

Zum Ausfuhren bendtigt der MySQL-Server Dateideskriptoren, und die Standardwerte
reichen nicht aus.

Sie werden verwendet, um neue Verbindungen zu 6ffnen, Tabellen im Cache zu speichern, temporare Tabellen
zum Beheben komplizierter Abfragen zu erstellen und auf persistente zuzugreifen. Wenn mysqld nicht in der
Lage ist, neue Dateien zu 6ffnen, wenn nétig, kann es nicht mehr richtig funktionieren. Ein haufiges Symptom
dieses Problems ist Fehler 24, ,zu viele gedffnete Dateien®. Die Anzahl der Dateideskriptoren, die mysqld
gleichzeitig 6ffnen kann, wird durch das definiert open files limit In der Konfigurationsdatei festgelegte
Option (/etc/my.cnf). Aber open files limit Hangtauch von den Grenzen des Betriebssystems ab.
Diese Abhangigkeit macht die Einstellung der Variable komplizierter.

MySQL kann seine Einstellung nicht festlegen open files limit Option hdher als unter angegeben
ulimit 'open files'.Daher mussen Sie diese Grenzwerte explizit auf Betriebssystemebene festlegen,
damit MySQL Dateien nach Bedarf 6ffnen kann. Es gibt zwei Mdglichkeiten, die Dateibegrenzung in Linux zu
Uberprtfen:

* Der ulimit Befehl schnell gibt Innen eine detaillierte Beschreibung der Parameter, die erlaubt oder
gesperrt werden. Die durch die Ausfiihrung dieses Befehls vorgenommenen Anderungen sind nicht
dauerhaft und werden nach einem Neustart des Systems geldscht.

* Anderungen an /etc/security/limit.conf Die Datei ist dauerhaft und wird durch einen
Systemneustart nicht beeintrachtigt.

Stellen Sie sicher, dass Sie sowohl die harten als auch die weichen Grenzwerte fur Benutzer mysql andern.

Die folgenden Ausziige stammen aus der Konfiguration:

mysqgl hard nofile 65535
mysgl soft nofile 65353

Aktualisieren Sie gleichzeitig dieselbe Konfiguration in my.cnf Um die offenen Dateigrenzen vollstandig zu
verwenden.
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