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Konfiguration und Best Practices
Epic auf ONTAP - Host Utilities

Die NetApp Host Utilities sind Softwarepakete fur verschiedene Betriebssysteme, die
Management Utilities wie CLI-Binardateien, Multipath-Treiber und andere wichtige
Dateien enthalten sanlun, die fur einen ordnungsgemaflen SAN-Betrieb erforderlich
sind.

NetApp empfiehlt die Installation der NetApp-Hostdienstprogramme auf Hosts, die mit NetApp-
Speichersystemen verbunden sind und auf diese zugreifen. Weitere Informationen finden Sie
unter "Interoperabilitats-Matrix-Tool" und "San-Hosts" in der Dokumentation.

Bei AlX ist es besonders wichtig, dass die Host Utilities vor dem Erkennen von LUNSs installiert
werden. Dadurch wird sichergestellt, dass das LUN-Multipathing-Verhalten korrekt konfiguriert

@ ist. Wenn die Erkennung ohne die Host Utilities ausgefihrt wurde, missen die LUNs mit dem
Befehl vom System dekonstruiert und dann Uber einen Neustart wieder erkannt cfgmgr werden
rmdev -dl.

Epic LUN- und Volume-Konfiguration

Das Dokument mit Empfehlungen fiir das Epic Datenbank-Storage-Layout enthalt
Anweisungen zu Grofle und Anzahl der LUNSs fur jede Datenbank.

Es ist wichtig, dieses Dokument mit der Epic DBA- und Epic-Unterstiitzung zu prifen und die Anzahl der LUNs
und LUN-Gr6Ren festzulegen, da ggf. Anpassungen erforderlich sind. Diese Storage-Empfehlungen sind
wichtig fur die HBA-Warteschlangentiefe, die Storage-Performance, den einfachen Betrieb und die einfache
Erweiterung.

Verwenden Sie fiir die Berlicksichtigung der Warteschlangentiefe des Server-Betriebssystems mindestens acht
LUNs (eine LUN pro Volume) fiir eine Datenbank. Erhéhen Sie die Anzahl der LUNs um die Anzahl der Nodes
im ONTAP Cluster. Fligen Sie beispielsweise 4 LUNs hinzu, wenn Sie ein Cluster mit 4 Nodes (2 HA-Paar)
verwenden. Fur gréRere Umgebungen sind méglicherweise mehr LUNs erforderlich. Verwenden Sie dieselbe
Anzahl von Volumes (insgesamt acht, verteilt auf den Storage-Node), und fiigen Sie LUNs in Vielfachen von
zwei auf den Cluster-Nodes und Volumes hinzu. Mit diesem Ansatz kénnen Sie Ihre Epic-Umgebung einfach
skalieren.

Beispiel 1: ONTAP Cluster mit 2 Knoten

2 Node, 1 HA-Paar 8 Volumes, 4 Volumes pro Node, 8 LUNs, eine LUN pro Volume, die weitere 2 LUNs
hinzuftgt, eine auf Node 01 in Volume 01 und eine auf Node 02 in Volume 02.

Beispiel 2: ONTAP Cluster mit 4 Knoten

4 Node, 2 HA-Paar 8 Volumes, 2 Volumes pro Node, 8 LUNSs, eine LUN pro Volume, eine weitere 4 LUNs, eine
auf Node 01 in Volume 01, eine auf Node 02 in Volume 02, eine auf Node 03 in Volume 03, eine auf Node 04
in Volume 04.

Zur Maximierung der Performance flir einen Workload, z. B. Epic ODB oder Clarity, funktioniert jedes Layout
auch am besten fur NetApp Storage. Die Schreib-1/0-Vorgange werden unter Verwendung von acht Volumes
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gleichmaRig Uber Controller verteilt, wodurch die CPU-Auslastung optimiert wird. Fur Replizierung und Backup
sollte die Anzahl der Volumes zur Vereinfachung des Betriebs auf acht begrenzt werden.

Skalierungsoptionen

Wenn der Server mehr Storage bendtigt, empfiehlt es sich, die LUNs mit Volumes am einfachsten zu
vergrof3ern. Die zweite Option besteht darin, den Volume-Gruppen jeweils ein Vielfaches von zwei LUNs
hinzuzufligen (eine pro Volume und Node).

Beispiel:

Volume- und 8-LUN-Layout

[Epic 8-LUN-Layout]

Wenn in einer grolken Umgebung mehr als 4 Nodes oder 8 LUNs bendotigt werden, wenden Sie
sich an unser Epic Alliance Team, um die LUN-Designs zu bestatigen. Das Team ist unter der
Epic@NetApp.com erreichbar.

Best Practices in sich vereint
* Verwenden Sie 8 LUNs in 8 Volumes, um zu starten und gleichzeitig 2 LUNs Uber alle Nodes des Clusters
hinweg hinzuzufigen.
* Gleichen Sie die Workloads Uber das HA-Paar aus, um Performance und Effizienz zu maximieren.

* Erstellen Sie LUNs mit der Grofe, die fur ein Wachstum von 3 Jahren erwartet wird. (Weitere
Informationen zu maximalen LUN-Gr6Ren finden Sie im"ONTAP-Dokumentation".)

* Verwendung von Thin Provisioning Volumes und LUNs

* Verwenden Sie mindestens acht DB-LUNs, zwei Journal-LUNs und zwei App-LUNSs. Diese Konfiguration
maximiert die Storage Performance und die Warteschlangentiefe des Betriebssystems. Mehr kénnen bei
Bedarf aus Kapazitats- oder anderen Griinden verwendet werden.

* Wenn Sie LUNs zu Volume-Gruppen hinzufligen missen, fiigen Sie jeweils acht LUNs hinzu.
» Konsistenzgruppen (CGS) sind fur die gemeinsame Sicherung der Volume-Gruppe und LUNs erforderlich.
» Verwenden Sie QoS nicht wahrend des Genio Storage oder wahrend einer 1/0-Performance.

* Nach dem Genio- oder Clarity-Test empfiehlt NetApp, den Storage zu I6schen und neu bereitzustellen,
bevor die Produktionsdaten geladen werden.

* Es ist wichtig, dass -space-allocation ,aktiviert” fir die LUNs festgelegt wird. Ist dies nicht der Fall,
werden alle geléschten Daten auf den LUNs von ONTAP nicht erkannt, sodass mdglicherweise
Kapazitatsprobleme auftreten kdnnen. Weitere Informationen finden Sie im Quick Reference Guide zur
Epic Storage-Konfiguration.

Epic- und Dateiprotokolle

Die Kombination von NAS und SAN auf demselben All-Flash-Array wird unterstutzt.

NetApp empfiehlt die Verwendung von FlexGroup Volumes flir NAS Shares, wie WebBLOB
(wenn verfugbar).

WebBLOB ist bis zu 95% kalte Daten. Optional konnen Sie Speicherplatz auf lnrem All-Flash-Array freigeben
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und mithilfe der Funktion von ONTAP Backups und kalte Daten in Objektspeicher vor Ort oder in der Cloud
verschieben"FabricPool". All dies lasst sich ohne spirbare Leistungseinbul3en realisieren. FabricPool ist eine
integrierte Funktion von ONTAP. Die Kunden kdnnen einen kalten (oder inaktiven) Datenbericht erstellen, um
zu priifen, welche Vorteile durch FabricPool erzielt werden kdnnten. Sie kdnnen Uber eine Richtlinie das Alter
der Daten fiir das Tiering festlegen. Epic-Kunden konnten mit dieser Funktion deutliche Einsparungen erzielen.

Epic-Performance-Management

Die meisten All-Flash-Arrays konnen die fur Epic-Workloads erforderliche Performance
liefern. Das Alleinstellungsmerkmal von NetApp besteht in der Mdglichkeit, Performance-
Richtlinien auf Bodenebene festzulegen und fur jede Applikation eine konsistente
Performance zu garantieren.

Servicequalitit (QoS)

NetApp empfiehlt die Verwendung von QoS. QoS hat den Vorteil, alle Epic-Workloads zu konsolidieren.
Samtliche Storage-Protokolle und -Pools kénnen auf weniger Hardware ausgefihrt werden. Es missen keine
separaten Storage-Pools mehr verwendet werden.

* NetApp empfiehlt, alle Workloads im Cluster einer QoS-Richtlinie zuzuweisen, um den Reserven im
Cluster besser zu managen.
* NetApp empfiehlt, alle Workloads gleichmaRig Uber das HA-Paar verteilt zu haben.

* Verwenden Sie bei I/0O-Tests keine QoS-Richtlinien, da andernfalls der Genio-Test fehlschlagt.
Verschiedene Produktions-Workloads sollten 2-4 Wochen lang analysiert werden, bevor QoS-Richtlinien
zugewiesen werden.

Epic auf ONTAP - Protokolle

FCP ist das bevorzugte Protokoll fur die Bereitstellung von LUNSs.

NetApp empfiehlt Einzel-Initiator-Zoning: Ein Initiator pro Zone mit allen erforderlichen Ziel-

Ports auf der Speicherung unter Verwendung von weltweiten Port-Namen (WWPNSs). Das
Vorhandensein von mehr als einem Initiator in einer einzelnen Zone fuhrt wahrscheinlich zu
intermittierendem HBA-Crosstalk, was zu erheblichen Stérungen flhrt.

Nach der Erstellung der LUN ordnen Sie die LUN der Initiatorgruppe zu, die die WWPNSs des Hosts enthalt, um
den Zugriff zu ermdglichen.

NetApp unterstitzt auch den Einsatz von NVMe/FC (sofern Sie Versionen von AlX und RHEL

Betriebssystemen haben) und verbessert die Performance. FCP und NVMe/FC kénnen gleichzeitig im selben
Fabric vorhanden sein.

Epic Konfiguration zur Storage-Effizienz

ONTAP Inline-Effizienzfunktionen sind standardmafig aktiviert und funktionieren
unabhangig von Storage-Protokoll, Applikation oder Storage-Tier.

Effizienzgewinne reduzieren die Menge der Daten, die auf teuren Flash-Storage geschrieben werden, und
verringern die Anzahl der erforderlichen Laufwerke. ONTAP bewahrt die Effizienz durch Replizierung. Jede
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dieser Effizienzen hat selbst fir eine latenzempfindliche Applikation wie Epic kaum bis gar keine Auswirkungen
auf die Performance.

NetApp empfiehlt, alle Effizienzeinstellungen zu aktivieren, um die Festplattenauslastung zu
maximieren. Diese Einstellungen sind auf AFF- und ASA-basierten Systemen standardmaRig
aktiviert.

Diese Storage-Effizienz wird durch die folgenden Funktionen ermdglicht:

» Deduplizierung spart auf Primar-Storage Platz, indem es redundante Kopien von Blécken eines Volumes,
das LUNSs hostet, entfernt. Diese empfohlene Option ist standardmafig aktiviert.

* Bei der Inline-Komprimierung wird die Datenmenge, die auf Festplatte geschrieben werden muss,
reduziert. Bei Epic-Workloads wird zudem eine erhebliche Speicherersparnis erzielt. Diese empfohlene
Option ist standardmaRig aktiviert.

* Die Inline-Data-Compaction bendtigt 4-kb-Blécke, die weniger als die Halfte voll sind, und kombiniert sie in
einem einzelnen Block. Diese empfohlene Option ist standardmaRig aktiviert.

* Thin Replication ist eine zentrale Plattform im Portfolio der NetApp Software fir Datensicherung, das auch
die NetApp SnapMirror Software umfasst. SnapMirror Thin Replication sichert geschéaftskritische Daten
und minimiert gleichzeitig die Anforderungen an die Storage-Kapazitat. NetApp empfiehlt, diese Option zu
aktivieren.

» Deduplizierung von Aggregaten: Die Deduplizierung befindet sich immer auf Volume-Ebene. Mit ONTAP
9.2 wurde die Aggregatdeduplizierung verfigbar und ermoglicht dadurch zusatzliche Einsparungen bei der
Festplattenreduzierung. Die nachgelagerte Deduplizierung fur Aggregate wurde mit ONTAP 9.3
hinzugefugt. NetApp empfiehlt, diese Option zu aktivieren.

Epic Konfiguration zur Storage-Effizienz

Bei Applikationen, deren Storage auf mehrere Volumes verteilt ist und fur die der
Workload eine oder mehrere LUNs mit entsprechender Menge vorhanden ist, mussen die
Inhalte zusammen gesichert werden, damit fur die konsistente Datensicherung CGS
erforderlich sind.

Konsistenzgruppen (kurz CGS) bieten diese und vieles mehr. Sie kdnnen jede Nacht verwendet werden, um
mithilfe einer Richtlinie konsistente On-Demand- oder geplante Snapshots zu erstellen. Sie kdnnen damit
Daten wiederherstellen, klonen und sogar replizieren.

Weitere Informationen zu CGS finden Sie im "Ubersicht tiber Konsistenzgruppen"

Sobald die Volumes und LUNs wie in den vorherigen Abschnitten dieses Dokuments beschrieben bereitgestellt
wurden, kdnnen sie dann in einen Satz von CGS konfiguriert werden. Es wird empfohlen, diese wie in der
folgenden Abbildung dargestellt einzurichten:

[Epic Consistency Group-Layout]

Snapshots von Konsistenzgruppen

Ein nachtlicher CG-Snapshot-Zeitplan sollte auf jedem der Child-CGS festgelegt werden, die den Volumes
zugeordnet sind, die Speicher fir die Produktionsdatenbank bereitstellen. Dies flhrt zu einer neuen Reihe
konsistenter Backups dieser CGS jede Nacht. Diese kdnnen dann fur das Klonen der Produktionsdatenbank
fur nichtproduktive Umgebungen wie beispielsweise Entwicklungs- und Testumgebungen verwendet werden.
NetApp hat fur Epic proprietare, CG-basierte automatisierte Ansible-Workflows entwickelt, um das Backup von


https://docs.netapp.com/us-en/ontap/consistency-groups/

Produktionsdatenbanken sowie die Aktualisierungs- und Testumgebungen zu automatisieren.

CG-Snapshots kdnnen zur Unterstitzung der Wiederherstellungsvorgange der Produktionsdatenbank von Epic
verwendet werden.

Deaktivieren Sie bei SAN-Volumes die Standard-Snapshot-Richtlinie fur jedes Volume, das fiir CGS verwendet
wird. Diese Snapshots werden in der Regel von der verwendeten Backup-Applikation oder dem NetApp
Automatisierungsservice ,Epic Ansible* gemanagt.

Deaktivieren Sie bei SAN-Volumes die Standard-Snapshot-Richtlinie fir jedes Volume. Diese Snapshots
werden in der Regel von einer Backup-Applikation oder von Epic Ansible Automation gemanagt.[NS2]

WebBLOB und VMware Datensatze sollten als reine Volumes konfiguriert werden, die nicht CGS zugewiesen
sind. Mit SnapMirror kdnnen Snapshots unabhangig von der Produktion auf Storage-Systemen erstellt werden.

Nach Abschluss der Konfiguration sieht die Konfiguration wie folgt aus:

[Epic mit CG-Snapshots]

Storage-Dimensionierung fur Epic

Bestatigen Sie alle Epic Designs gemeinsam mit unserem Epic Alliance Team. Das Team
ist unter der Epic@NetApp.com erreichbar. Jede Implementierung muss Kundenanfragen
erfullen und dabei die von Epic und NetApp empfohlenen Best Practices einhalten.

Informationen zum Verwenden von NetApp Sizing Tools zum Bestimmen der richtigen RAID-Gruppengréfie

und der Anzahl der RAID-Gruppen fur die Storage-Anforderungen in der Epic Software-Umgebung finden Sie
unter "TR-3930i: NetApp Sizing Guidelines for Epic" (NetApp-Anmeldung erforderlich).

@ Zugriff auf das NetApp Field Portal ist erforderlich.
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