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Netzwerktopologie
Einheitlicher Zugriff

Ein einheitliches Netzwerk fur den Zugriff bedeutet, dass Hosts auf Pfade auf beiden
Seiten (oder auf Ausfall-Domains innerhalb desselben Standorts) zugreifen konnen.

Eine wichtige Funktion von SM-AS ist die Moglichkeit, die Speichersysteme so zu konfigurieren, dass sie
wissen, wo sich die Hosts befinden. Wenn Sie die LUNs einem bestimmten Host zuordnen, konnen Sie
angeben, ob sie einem bestimmten Storage-System proximal sind oder nicht.

Anndherungseinstellungen

Proximity bezieht sich auf eine Clusterkonfiguration, die angibt, dass eine bestimmte Host-WWN- oder iSCSI-
Initiator-ID zu einem lokalen Host gehort. Dies ist ein zweiter optionaler Schritt fir die Konfiguration des LUN-
Zugriffs.

Der erste Schritt ist die Ubliche igroup-Konfiguration. Jede LUN muss einer Initiatorgruppe zugeordnet werden,
die die WWN/iSCSI-IDs der Hosts enthalt, die Zugriff auf diese LUN bendétigen. Dadurch wird gesteuert,
welcher Host Access zu einer LUN hat.

Der zweite, optionale Schritt ist die Konfiguration der Host-Nahe. Dies kontrolliert nicht den Zugriff, es steuert
Priority.

Beispielsweise kann ein Host an Standort A fiir den Zugriff auf eine LUN konfiguriert werden, die durch
SnapMirror Active Sync geschitzt ist. Da das SAN uber Standorte erweitert wird, stehen diesem LUN Pfade
Uber Storage an Standort A oder Storage an Standort B zur Verfligung

Ohne Annaherungseinstellungen verwendet der Host beide Speichersysteme gleichmaRig, da beide
Speichersysteme aktive/optimierte Pfade anbieten. Wenn die SAN-Latenz und/oder Bandbreite zwischen
Standorten begrenzt ist, ist dies mdglicherweise nicht erwiinscht, und Sie sollten sicherstellen, dass wahrend
des normalen Betriebs jeder Host bevorzugt Pfade zum lokalen Speichersystem verwendet. Diese
Konfiguration erfolgt durch Hinzufiigen der Host-WWN/iSCSI-ID zum lokalen Cluster als proximaler Host. Dies
kann unter der CLI oder Systemmanager ausgefiihrt werden.

AFF

Bei einem AFF System werden die Pfade nach dem Konfigurieren von Host-Nahe wie unten dargestellt
angezeigt.
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Im normalen Betrieb sind alle E/A-Vorgange lokal. Lese- und Schreibvorgange werden vom lokalen Speicher-
Array gewartet. Schreib-1/O muss natirlich auch vom lokalen Controller auf das Remote-System repliziert
werden, bevor sie bestatigt wird. Alle Lese-1/O-Vorgange werden jedoch lokal gewartet und es kommt keine
zusatzliche Latenz durch das Durchlaufen der SAN-Verbindung zwischen den Standorten zu.

Die nicht optimierten Pfade werden nur dann verwendet, wenn alle aktiven/optimierten Pfade verloren gehen.
Wenn beispielsweise das gesamte Array an Standort A Strom verloren hatte, kdnnten die Hosts an Standort A
weiterhin auf Pfade zum Array an Standort B zugreifen und bleiben daher betriebsbereit, obwohl die Latenz
héher ware.

Es gibt redundante Pfade durch den lokalen Cluster, die aus Griinden der Einfachheit nicht auf diesen
Diagrammen angezeigt werden. ONTAP Storage-Systeme sind HA selbst, daher sollte ein Controller-Ausfall
nicht zu einem Standortausfall fiihren. Es sollte lediglich zu einer Anderung fiihren, in der lokale Pfade auf dem
betroffenen Standort verwendet werden.

ASA

NetApp ASA Systeme bieten aktiv/aktiv-Multipathing tber alle Pfade eines Clusters hinweg. Dies gilt auch fur
SM-AS Konfigurationen.
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Eine ASA-Konfiguration mit nicht-einheitlichem Zugriff wirde im Wesentlichen auf die gleiche Weise
funktionieren wie mit AFF. Bei einheitlichem Zugriff wirde 10 das WAN Uberqueren. Dies kann wiinschenswert



sein oder auch nicht.

Wenn die beiden Standorte mit Glasfaserverbindung 100 Meter voneinander entfernt waren, sollte keine
erkennbare zusatzliche Latenz Uber das WAN entstehen. Wenn jedoch die Standorte weit voneinander entfernt
waren, wirde die Performance beim Lesen an beiden Standorten darunter leiden. Im Gegensatz dazu wiirden
bei AFF diese WAN-Uberschneidenden Pfade nur verwendet, wenn keine lokalen Pfade verfigbar waren und
die tagliche Performance besser ware, da alle I/O-Vorgange lokal waren. ASA mit einem nicht einheitlichen
Zugriffsnetzwerk ware eine Option, um die Kosten- und Funktionsvorteile von ASA zu nutzen, ohne dass sich
eine Beeintrachtigung des Zugriffs auf die standortlibergreifende Latenz ergeben wirde.

ASA mit SM-AS in einer Konfiguration mit niedriger Latenz bietet zwei interessante Vorteile. Zunachst
verdoppelt es die Performance bei jedem einzelnen Host *, da IO von doppelt so vielen Controllern mit doppelt
so vielen Pfaden gewartet werden kann. Zweitens bietet er in einer Umgebung mit einem einzigen Standort
eine extreme Verfligbarkeit, da ein komplettes Storage-System ohne Unterbrechung des Host-Zugriffs verloren
gehen konnte.

Uneinheitlicher Zugriff

Uneinheitliches Netzwerk durch Zugriff bedeutet, dass jeder Host nur Zugriff auf Ports im
lokalen Storage-System hat. Das SAN wird nicht Uber Standorte (oder Ausfall-Domains
am selben Standort) erweitert.
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Der Hauptvorteil dieses Ansatzes ist die SAN-Einfachheit — Sie missen kein SAN mehr tber das Netzwerk

erweitern. Einige Kunden verfligen nicht Gber eine Konnektivitat mit niedriger Latenz zwischen den Standorten



und haben nicht die Infrastruktur, um den FC SAN-Datenverkehr Uber ein standortverbundes Netzwerk zu
Tunneln.

Der Nachteil eines uneinheitlichen Zugriffs besteht darin, dass bestimmte Ausfallszenarien, einschliellich des
Verlusts der Replikationsverbindung, dazu flihren, dass einige Hosts den Zugriff auf den Speicher verlieren.
Applikationen, die als einzelne Instanzen ausgefiihrt werden, wie z. B. eine Datenbank ohne Cluster, die
grundsatzlich nur auf einem einzelnen Host bei einem beliebigen Mount ausgefihrt wird, wiirden ausfallen,
wenn die lokale Storage-Konnektivitat verloren geht. Die Daten bleiben zwar weiterhin geschtzt, aber der
Datenbankserver wirde nicht mehr darauf zugreifen kénnen. Es misste an einem Remote-Standort neu
gestartet werden, vorzugsweise durch einen automatisierten Prozess. VMware HA kann beispielsweise eine
heruntergefahrenen Pfade auf einem Server erkennen und eine VM auf einem anderen Server neu starten, auf
dem Pfade verfligbar sind.

Im Gegensatz dazu kann eine Cluster-Anwendung wie Oracle RAC einen Service bereitstellen, der gleichzeitig
an zwei verschiedenen Standorten verfigbar ist. Der Verlust eines Standorts bedeutet nicht, dass der
Anwendungsdienst als Ganzes verloren geht. Instanzen sind nach wie vor verfigbar und werden am
verbleibenden Standort ausgefihrt.

In vielen Fallen ware die zusatzliche Latenz, wenn eine Applikation, die auf den Storage Uber eine Site-to-Site-
Verbindung zugreift, nicht akzeptabel. Dies bedeutet, dass die verbesserte Verfigbarkeit von einheitlichem
Netzwerk minimal ist, da der Verlust von Speicher an einem Standort dazu fihren wirde, dass die Dienste auf
diesem ausgefallenen Standort sowieso heruntergefahren werden muissen.

Es gibt redundante Pfade durch den lokalen Cluster, die aus Griinden der Einfachheit nicht auf
@ diesen Diagrammen angezeigt werden. ONTAP Storage-Systeme sind HA selbst, daher sollte

ein Controller-Ausfall nicht zu einem Standortausfall fihren. Es sollte lediglich zu einer

Anderung fiihren, in der lokale Pfade auf dem betroffenen Standort verwendet werden.
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