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Tiering-Strategien

Vollstandiges Datei-Tiering

FabricPool Tiering wird zwar auf Block-Ebene ausgefiuhrt, kann jedoch in einigen Fallen
fur Tiering auf Dateiebene verwendet werden.

Viele Applikationsdatensatze sind nach Datum geordnet. Solche Daten sind im Allgemeinen immer seltener
zuganglich, wenn sie alter werden. Beispielsweise verfiigt eine Bank mdglicherweise Gber ein Repository mit
PDF-Dateien, die funf Jahre Kundenabrechnungen enthalten, aber nur die letzten Monate sind aktiv.
FabricPool kann verwendet werden, um altere Datendateien in die Kapazitats-Tier zu verschieben. Eine
Abkuhlzeit von 14 Tagen wirde dafiir sorgen, dass die letzten 14 Tage der PDF-Dateien auf der Performance-
Ebene verbleiben. Darliber hinaus wirden Dateien, die mindestens alle 14 Tage gelesen werden, ,heil}*
bleiben und daher auf der Performance-Ebene verbleiben.

Richtlinien

Um einen dateibasierten Tiering-Ansatz zu implementieren, missen Sie Uber Dateien verfugen, die
geschrieben und nicht nachtraglich geandert werden. Der tiering-minimum-cooling-days Richtlinien
sollten so hoch eingestellt werden, dass Dateien, die Sie mdglicherweise bendétigen, auf der Performance-Tier
verbleiben. Ein Datensatz, fir den die letzten 60 Tage Daten mit optimaler Performance bendtigt werden,
erfordert beispielsweise die Einstellung tiering-minimum-cooling-days Bis 60. Ahnliche Ergebnisse
lassen sich auch anhand der Dateizugriffsmuster erzielen. Wenn beispielsweise die Daten der letzten 90 Tage
benotigt werden und die Applikation auf diese 90-Tage-Zeitspanne zugreift, verbleiben die Daten in der
Performance-Tier. Durch Einstellen der tiering-minimum-cooling-days Zeitraum bis 2, erhalten Sie
prompt Tiering, nachdem die Daten weniger aktiv werden.

Der auto Eine Richtlinie ist fir das Tiering dieser Blocke erforderlich, da nur die auto Die Richtlinie wirkt sich
auf Blocke aus, die sich im aktiven Filesystem befinden.

Jeder Zugriff auf Daten setzt die Heatmap-Daten zurick. Virus-Scan, Indizierung und sogar
Backup-Aktivitaten, die die Quelldateien lesen, verhindern Tiering, da dies erforderlich ist
tiering-minimum-cooling-days Schwellenwert wird nie erreicht.

Tiering von partiellen Dateien

Da FabricPool auf Block-Ebene arbeitet, kdnnen geanderte Dateien teilweise auf Objekt-
Storage verschoben werden und dennoch nur teilweise auf Performance-Tier verbleiben.

Dies ist bei Datenbanken Ublich. Datenbanken, fiir die bekanntermalfen inaktive Blocke enthalten sind, eignen
sich auch fur das FabricPool Tiering. Beispielsweise kann eine Supply-Chain-Management-Datenbank
historische Informationen enthalten, die bei Bedarf verfligbar sein missen, aber wahrend des normalen
Betriebs nicht aufgerufen werden. Mit FabricPool kénnen die inaktiven Blocke selektiv verschoben werden.

Beispielsweise Datendateien, die auf einem FabricPool Volume mit einem ausgefihrt werden tiering-
minimum-cooling-days Im Zeitraum von 90 Tagen werden samtliche Blocke aufbewahrt, auf die in den
vorangegangenen 90 Tagen auf der Performance Tier zugegriffen wurde. Alle Daten, auf die 90 Tage lang
nicht zugegriffen wird, werden jedoch auf die Kapazitats-Tier verlagert. In anderen Fallen bleiben bei normalen
Applikationsaktivitaten die richtigen Blocke auf der richtigen Tier erhalten. Wenn beispielsweise eine
Datenbank normalerweise dazu verwendet wird, die Daten der letzten 60 Tage regelmaRig zu verarbeiten, ist



dies wesentlich geringer tiering-minimum-cooling-days Zeitraum kann festgelegt werden, da die
natirliche Aktivitat der Anwendung dafiir sorgt, dass Blocke nicht vorzeitig verschoben werden.

Der auto Richtlinien sollten mit Vorsicht bei Datenbanken verwendet werden. Viele
Datenbanken verfuigen tber periodische Aktivitaten wie etwa Vorgdnge zum Quartalsende oder
die Neuindizierung. Wenn der Zeitraum dieser Vorgange grof3er ist als der tiering-minimum-
@ cooling-days Es kdnnen Performance-Probleme auftreten. Wenn zum Quartalsende
beispielsweise 1 TB an Daten verarbeitet werden mussen, die ansonsten nicht verarbeitet
wurden, befinden sich diese Daten mdglicherweise nun auf der Kapazitats-Tier. Lesezugriffe von
der Kapazitats-Tier sind oft extrem schnell und verursachen moglicherweise keine Performance-
Probleme. Die genauen Ergebnisse hangen jedoch von der Objektspeicher-Konfiguration ab.

Richtlinien

Der tiering-minimum-cooling-days Die Richtlinie sollte so hoch eingestellt werden, dass Dateien, die
auf der Performance-Tier erforderlich sind, aufbewahrt werden. Beispielsweise misste eine Datenbank, in der
die letzten 60 Tage Daten bei einer optimalen Performance benétigt werden, die festlegen tiering-
minimum-cooling-days Zeitraum bis 60 Tage. Ahnliche Ergebnisse lassen sich auch anhand der
Zugriffsmuster von Dateien erzielen. Wenn beispielsweise die Daten der letzten 90 Tage benétigt werden und
die Applikation auf diese 90-Tage-Datenspanne zugreift, verbleiben die Daten in der Performance-Tier.
Einstellen des tiering-minimum-cooling-days Zeitraum bis 2 Tage wirde die Daten sofort nach dem
Zeitpunkt verschieben, an dem die Daten weniger aktiv sind.

Der auto Eine Richtlinie ist flr das Tiering dieser Blocke erforderlich, da nur die auto Die Richtlinie wirkt sich
auf Bldcke aus, die sich im aktiven Filesystem befinden.

Jeder Zugriff auf Daten setzt die Heatmap-Daten zuriick. Daher verhindert die Uberpriifung der

@ vollstandigen Tabelle der Datenbank und sogar die Backup-Aktivitaten, die die Quelldateien
lesen, Tiering, da die erforderlichen tiering-minimum-cooling-days Schwellenwert wird
nie erreicht.

Tiering von Archivprotokollen

Die wahrscheinlich wichtigste Verwendung fur FabricPool ist die Verbesserung der
Effizienz bekannter, kalter Daten, wie z. B. Transaktions-Logs der Datenbank.

Die meisten relationalen Datenbanken arbeiten im Transaktionsprotokoll-Archivierungsmodus, um Point-in-
Time Recovery bereitzustellen. Anderungen an den Datenbanken werden durch die Aufzeichnung der
Anderungen in den Transaktionsprotokollen vorgenommen und das Transaktionsprotokoll wird ohne
Uberschreibung beibehalten. Dies kann zur Anforderung fiihren, eine enorme Menge an archivierten
Transaktions-Logs aufzubewahren. Ahnliche Beispiele gibt es bei vielen anderen Applikations-Workflows, die
Daten generieren, die aufbewahrt werden missen, auf die jedoch mit hoher Wahrscheinlichkeit jemals
zugegriffen werden wird.

FabricPool I0st diese Probleme mit einer einzigen Losung mit integriertem Tiering. Dateien werden gespeichert

und bleiben an ihrem ublichen Speicherort zuganglich, belegen jedoch praktisch keinen Speicherplatz auf dem
primaren Array.

Richtlinien

Verwenden Sie A tiering-minimum-cooling-days Eine Richtlinie von wenigen Tagen fihrt zur



Aufbewahrung von Blécken in den kurzlich erstellten Dateien (die Dateien sind, die in naher Zukunft am
wahrscheinlichsten erforderlich sind) auf der Performance-Tier. Die Datenblocke aus alteren Dateien werden
dann auf die Kapazitats-Tier verschoben.

Der auto Erzwingt sofortiges Tiering, wenn der Kihlschwellenwert erreicht wurde, unabhangig davon, ob die
Protokolle geléscht wurden oder weiterhin im primaren Dateisystem vorhanden sind. Auch das Speichern aller
potenziell erforderlichen Protokolle an einer zentralen Stelle im aktiven Filesystem vereinfacht das
Management. Es gibt keinen Grund, Snapshots zu durchsuchen, um eine Datei zu finden, die
wiederhergestellt werden muss.

Einige Applikationen, wie z. B. Microsoft SQL Server, schneiden Transaktions-Log-Dateien wahrend von
Backup-Vorgangen ab, sodass sich die Protokolle nicht mehr im aktiven File-System befinden. Die Kapazitat
kann mithilfe des gespeichert werden snapshot-only tiering-Richtlinie, aber die auto Die Richtlinie ist fur
Protokolldaten nicht natzlich, da Protokolldaten im aktiven Dateisystem selten abgekuhlt werden sollten.

Snapshot Tiering

Die erste Version von FabricPool war auf den Backup-Anwendungsfall ausgerichtet. Als
einzige Art von Blocken, die Tiering ermoglichen konnten, handelte es sich um Blocke,
die nicht mehr mit Daten im aktiven File-System verknUpft waren. Daher kbnnen nur die
Snapshot Datenblocke auf diese Kapazitats-Tier verschoben werden. Dies bleibt eine der
sichersten Tiering-Optionen, wenn Sie sicherstellen mussen, dass die Performance nie
beeintrachtigt wird.

Richtlinien: Lokale Snapshots

Es gibt zwei Optionen fir das Tiering inaktiver Snapshot-Blocke auf die Kapazitats-Tier. Zunachst einmal die
snapshot-only Die Richtlinie zielt nur auf die Snapshot-Blécke ab. Obwohl der auto Die Richtlinie umfasst
die snapshot-only Blécke, sondern auch Tiering Blécke aus dem aktiven File-System. Dies ist
mdglicherweise nicht winschenswert.

Der tiering-minimum-cooling-days Der Wert sollte auf einen Zeitraum festgelegt werden, in dem
Daten, die wahrend einer Wiederherstellung erforderlich sein kénnten, auf der Performance-Tier zur Verfligung
stehen. So enthalten die meisten Wiederherstellungsszenarien einer kritischen Produktionsdatenbank zu
einem bestimmten Zeitpunkt in den letzten Tagen einen Wiederherstellungspunkt. Einstellung A tiering-
minimum-cooling-days Mit dem Wert 3 wiirde sichergestellt, dass bei einer Wiederherstellung der Datei
eine Datei entsteht, die sofort die maximale Performance liefert. Alle Blocke in den aktiven Dateien befinden
sich immer noch auf schnellem Storage, ohne dass eine Wiederherstellung aus dem Kapazitats-Tier
erforderlich ist.

Richtlinien — replizierte Snapshots

Ein Snapshot, der mit SnapMirror oder SnapVault repliziert wird, der nur fir die Wiederherstellung verwendet
wird, sollte im Allgemeinen die FabricPool verwenden a11 Richtlinie: Bei dieser Richtlinie werden Metadaten
repliziert. Alle Datenblécke werden jedoch sofort an die Kapazitats-Tier gesendet, was maximale Performance
liefert. Die meisten Recovery-Prozesse arbeiten mit sequenziellem 1/O, was von vornherein effizient ist. Die
Recovery-Zeit vom Zielort des Objektspeichers ist zu bewerten, in einer gut durchdachten Architektur muss
dieser Recovery-Prozess jedoch nicht wesentlich langsamer sein als die Wiederherstellung von lokalen Daten.

Wenn die replizierten Daten auch fir das Klonen verwendet werden sollen, wird der verwendet auto Die
Politik ist angemessener, mit einem tiering-minimum-cooling-days Wert, der Daten umfasst, von denen
erwartet wird, dass sie regelmaRig in einer Klonumgebung verwendet werden. Der aktive Arbeitsdatensatz



einer Datenbank kann beispielsweise Daten enthalten, die in den letzten drei Tagen gelesen oder geschrieben
wurden, aber es kdnnen auch weitere Verlaufsdaten von 6 Monaten enthalten sein. Wenn ja, dann die auto
Durch eine Richtlinie am Ziel von SnapMirror wird das Arbeitsdatensatz auf der Performance-Ebene verflgbar.

Backup-Tiering

Zu den herkdmmlichen Applikations-Backups gehoéren Produkte wie der Oracle Recovery
Manager, die dateibasierte Backups auf3erhalb des Standorts der Originaldatenbank
erstellen.

‘tiering-minimum-cooling-days® policy of a few days preserves the most
recent backups, and therefore the backups most likely to be required for
an urgent recovery situation, on the performance tier. The data blocks of
the older files are then moved to the capacity tier.

Der "auto’ Die Richtlinie ist die am besten geeignete Richtlinie fir
Backup-Daten. Dadurch wird ein sofortiges Tiering sichergestellt, wenn der
Kihlschwellenwert erreicht wurde, unabhédngig davon, ob die Dateien
geldscht wurden oder weiterhin im primdren Dateisystem vorhanden sind. Das
Speichern aller potenziell erforderlichen Dateien an einem zentralen
Speicherort im aktiven Dateisystem vereinfacht ebenfalls das Management.
Es gibt keinen Grund, Snapshots zu durchsuchen, um eine Datei zu finden,
die wiederhergestellt werden muss.

Der snapshot-only Richtlinien kdnnen zwar funktionieren, sie gelten jedoch nur fiir Blocke, die sich nicht
mehr im aktiven File-System befinden. Daher missen Dateien auf einer NFS- oder SMB-Freigabe vor dem
Daten-Tiering zuerst geldéscht werden.

Diese Richtlinie ware bei einer LUN-Konfiguration sogar noch weniger effizient, da beim Léschen einer Datei
aus einer LUN nur Dateiverweise aus den Metadaten des Filesystems entfernt werden. Die tatsachlichen
Blécke auf den LUNSs bleiben vorhanden, bis sie Giberschrieben werden. Dies kann zu einer sehr langen
Verzdgerung zwischen dem Léschen einer Datei und dem Uberschreiben der Blocke fiihren und zu Tiering-
Kandidaten werden. Der Wechsel des bietet einige Vorteile snapshot-only Blécke auf die Kapazitats-Tier,
aber insgesamt funktioniert das FabricPool Management von Backup-Daten am besten mit der auto
Richtlinie:

Mit diesem Ansatz kénnen Benutzer den flr Backups erforderlichen Speicherplatz effizienter
managen. FabricPool selbst ist jedoch keine Backup-Technologie. Das Tiering von Backup-

(D Dateien in Objektspeicher vereinfacht das Management, da die Dateien noch auf dem
urspringlichen Storage-System sichtbar sind, die Datenblocke im Zielspeicherort jedoch vom
urspriinglichen Storage-System abhangig sind. Wenn das Quell-Volume verloren geht, sind die
Objektspeicher-Daten nicht mehr nutzbar.
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