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VSphere Metro Storage-Cluster mit ONTAP
VSphere Metro Storage-Cluster mit ONTAP

Der branchenflhrende vSphere-Hypervisor von VMware kann als erweiterbares Cluster,
auch als vSphere Metro Storage-Cluster (vMSC) bezeichnet, implementiert werden.

VMSC Losungen werden sowohl mit NetApp® MetroCluster™ als auch mit SnapMirror Active Sync (friher als
SnapMirror Business Continuity oder SMBC bekannt) unterstitzt und bieten erweiterte Business Continuity,
wenn eine oder mehrere Ausfall-Domains ausfallen. Die Widerstandsfahigkeit gegenlber verschiedenen
Fehlermodi hangt davon ab, welche Konfigurationsoptionen Sie wahlen.

@ Diese Dokumentation ersetzt bereits veroffentlichte technische Berichte TR-4128: VVSphere on
NetApp MetroCluster

Losungen fiir kontinuierliche Verfugbarkeit fur vSphere Umgebungen

Die ONTAP Architektur ist eine flexible und skalierbare Speicherplattform, die SAN- (FCP, iSCSI und NVMe-
oF) und NAS-Dienste (NFS v3 und v4.1) fur Datenspeicher bereitstellt. Die NetApp AFF, ASA und FAS
-Speichersysteme verwenden das ONTAP -Betriebssystem, um zusatzliche Protokolle flir den Speicherzugriff
von Gasten anzubieten, beispielsweise S3 und SMB/CIFS.

NetApp MetroCluster nutzt die NetApp HA-Funktion (Controller Failover oder CFO) zum Schutz vor Controller-
Ausfallen. Aullerdem beinhaltet es lokale SyncMirror Technologie, Cluster Failover bei Disaster (Cluster
Failover bei Disaster Recovery oder CFOD), Hardwareredundanz und geografische Trennung, um ein hohes
Maf an Verfugbarkeit zu erzielen. SyncMirror spiegelt Daten synchron auf die beiden Halften der MetroCluster
Konfiguration und schreibt sie in zwei Plexe: Der lokale Plex (auf dem lokalen Shelf), der aktiv Daten
bereitstellt, und der Remote-Plex (auf dem Remote-Shelf), der normalerweise keine Daten bereitstellt. Fir alle
MetroCluster Komponenten wie Controller, Storage, Kabel, Switches (zur Verwendung mit Fabric
MetroCluster) und Adapter besteht Hardwareredundanz.

NetApp SnapMirror Active Sync ist auf Systemen anderer Anbieter als MetroCluster und ASA r2 Systemen
verfiigbar und bietet granulare Datastore-Sicherung mit FCP- und iSCSI-SAN-Protokollen. Mit dieser
Technologie kénnen Sie entweder das gesamte vMSC schiitzen oder Workloads mit hoher Prioritat selektiv
schitzen. Es bietet aktiv/aktiv-Zugriff auf lokale und Remote-Standorte, im Gegensatz zu NetApp MetroCluster,
die eine aktiv/Standby-Lésung ist. Ab ONTAP 9.15.1 unterstitzt SnapMirror Active Sync eine symmetrische
aktiv/aktiv-Funktion, sodass 1/0-Vorgange fir Lese- und Schreibvorgange von beiden Kopien einer
geschutzten LUN mit bidirektionaler synchroner Replizierung méglich sind. Dadurch kénnen beide LUN-Kopien
lokal fur I/O-Vorgange genutzt werden. Vor ONTAP 9.15.1 unterstitzt SnapMirror Active Sync nur
asymmetrische aktiv/aktiv-Konfigurationen, bei denen die Daten am sekundaren Standort per Proxy auf die
primare Kopie einer LUN Ubertragen werden.

Um einen VMware HA/DRS Cluster tber zwei Standorte zu erstellen, werden ESXi-Hosts von einer vCenter
Server Appliance (VCSA) verwendet und gemanagt. Die vSphere-Management-, vMotion®- und Virtual
Machine-Netzwerke sind Uber ein redundantes Netzwerk zwischen den beiden Standorten verbunden. Der
vCenter Server, der den HA/DRS Cluster verwaltet, kann eine Verbindung zu den ESXi-Hosts an beiden
Standorten herstellen und sollte Gber vCenter HA konfiguriert werden.

Siehe "Wie erstellen und konfigurieren Sie Cluster im vSphere Client" Um vCenter HA zu konfigurieren.

Sie sollten sich auch auf "Empfohlene Practices fur VMware vSphere Metro Storage-Cluster”.


https://docs.vmware.com/en/VMware-vSphere/8.0/vsphere-vcenter-esxi-management/GUID-F7818000-26E3-4E2A-93D2-FCDCE7114508.html
https://www.vmware.com/docs/vmw-vmware-vsphere-metro-storage-cluster-recommended-practices

Was ist vSphere Metro Storage-Cluster?

vSphere Metro Storage Cluster (vMSC) ist eine zertifizierte Konfiguration, die virtuelle Maschinen (VMs) und
Container vor Ausfallen schitzt. Dies wird durch die Verwendung von Stretched-Storage-Konzepten
zusammen mit Clustern von ESXi-Hosts erreicht, die Uber verschiedene Fehlerdomanen wie Racks, Gebaude,
Campusse oder sogar Stadte verteilt sind. Die Active-Sync-Speichertechnologien NetApp MetroCluster und
SnapMirror werden verwendet, um den Host-Clustern einen Schutz mit Null-Recovery-Point-Objective
(RPO=0) zu bieten. Die vMSC-Konfiguration soll sicherstellen, dass die Daten auch dann immer verfugbar
sind, wenn ein kompletter physischer oder logischer ,Standort* ausfallt. Ein Speichergerat, das Teil der vMSC-
Konfiguration ist, muss nach erfolgreichem Durchlaufen eines vMSC-Zertifizierungsprozesses zertifiziert
werden. Alle unterstlitzten Speichergerate finden Sie im "VMware Storage Compatibility Guide".

Weitere Informationen zu den Designrichtlinien flr vSphere Metro Storage Cluster finden Sie in der folgenden
Dokumentation:

* "Unterstitzung von VMware vSphere fur NetApp MetroCluster"

+ "Unterstlitzung von VMware vSphere mit NetApp SnapMirror Business Continuity" (Jetzt bekannt als
SnapMirror Active Sync)

NetApp MetroCluster kann fir vSphere in zwei unterschiedlichen Konfigurationen implementiert werden:

» Stretch-MetroCluster

» Fabric MetroCluster

Im Folgenden finden Sie ein High-Level-Topologiediagramm von Stretch MetroCluster.


https://compatibilityguide.broadcom.com/
https://kb.vmware.com/s/article/2031038
https://kb.vmware.com/s/article/83370

Clustered Applications:
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Siehe "MetroCluster-Dokumentation” Finden Sie spezifische Design- und Implementierungsinformationen fir
MetroCluster.

SnapMirror Active Sync kann darlber hinaus auf zwei verschiedene Arten implementiert werden.

* Asymmetrisch

« Symmetrische aktive Synchronisierung (ONTAP 9.15.1)


https://www.netapp.com/support-and-training/documentation/metrocluster/

Clustered Applications:

vSphere Metro Storage Cluster (vMSC)
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SnapMirror active sync
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Spezifische Design- und Bereitstellungsinformationen flir SnapMirror Active Sync finden Sie unter "NetApp
Dokumente".

VMware vSphere Losungsubersicht

Die vCenter Server Appliance (VCSA) ist ein leistungsstarkes, zentralisiertes
Managementsystem und eine zentrale Benutzeroberflache fur vSphere, die es
Administratoren ermoglicht, ESXi-Cluster effektiv zu betreiben. Es ermdglicht wichtige
Funktionen wie die Bereitstellung virtueller Maschinen, vMotion-Operationen,
Hochverfugbarkeit (HA), Distributed Resource Scheduler (DRS), VMware vSphere
Kubernetes Service (VKS) und mehr. Es handelt sich um eine wesentliche Komponente
in VMware-Cloud-Umgebungen, bei deren Entwicklung die Verfugbarkeit der Dienste im
Vordergrund stand.


https://docs.netapp.com/us-en/ontap/smbc/index.html
https://docs.netapp.com/us-en/ontap/smbc/index.html

VSphere High Availability

Die Cluster-Technologie von VMware gruppiert ESXi Server zu Pools gemeinsam genutzter Ressourcen fir
virtuelle Maschinen und bietet vSphere High Availability (HA). VSphere HA bietet benutzerfreundliche
Hochverfiigbarkeit fir Anwendungen, die in virtuellen Maschinen ausgefiihrt werden. Wenn die HA-Funktion
auf dem Cluster aktiviert ist, halt jeder ESXi-Server die Kommunikation mit anderen Hosts aufrecht, sodass ein
ESXi-Host nicht mehr reagiert oder isoliert wird. der HA-Cluster kann die Wiederherstellung der Virtual
Machines, die auf diesem ESXi-Host ausgefiihrt wurden, zwischen den noch intakten Hosts im Cluster
aushandeln. Im Falle eines Ausfalls eines Gastbetriebssystems kann vSphere HA die betroffene Virtual
Machine auf demselben physischen Server neu starten. VSphere HA ermoglicht es, geplante Ausfallzeiten zu
reduzieren, ungeplante Ausfallzeiten zu vermeiden und ein schnelles Recovery nach Ausféllen zu
ermdglichen.

vSphere HA-Cluster stellt VMs von einem ausgefallenen Server wieder her.
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Es ist wichtig zu wissen, dass VMware vSphere weder tiber NetApp MetroCluster noch iber SnapMirror Active
Sync verfugt und alle ESXi Hosts im vSphere Cluster als berechtigte Hosts flir HA-Clustervorgange erkennt, je
nach Host- und VM-Gruppenaffinitdtskonfigurationen.

Erkennung Von Host-Ausfallen

Sobald der HA-Cluster erstellt ist, nehmen alle Hosts im Cluster an der Wahl teil, und einer der Hosts wird zum
Master. Jeder Slave sendet einen Netzwerk-Heartbeat an den Master, und der Master sendet seinerseits einen
Netzwerk-Heartbeat an alle Slave-Hosts. Der Master-Host eines vSphere HA-Clusters ist fiir die Erkennung
des Ausfalls von Slave-Hosts zustandig.

Je nach Art des erkannten Fehlers missen die auf den Hosts ausgeflhrten virtuellen Maschinen
maoglicherweise ein Failover durchfiihren.

In einem vSphere HA-Cluster werden drei Arten von Host-Ausfallen erkannt:

» Fehler: Ein Host funktioniert nicht mehr.
* Isolierung: Ein Host wird zu einem isolierten Netzwerk.

« Partition: Ein Host verliert die Netzwerkverbindung mit dem Master-Host.



Der Master-Host tiberwacht die Slave-Hosts im Cluster. Diese Kommunikation erfolgt durch den Austausch
von Netzwerk-Heartbeats jede Sekunde. Wenn der Master-Host diese Heartbeats nicht mehr von einem Slave-
Host empfangt, prift er die Host-Lebendigkeit, bevor er den Host fiir fehlgeschlagen erklart. Die Liveness-
Prifung, die der Master-Host durchflihrt, besteht darin festzustellen, ob der Slave-Host Heartbeats mit einem
der Datastores austauscht. Aulierdem prift der Master-Host, ob der Host auf ICMP-Pings reagiert, die an
seine Management-IP-Adressen gesendet werden, um festzustellen, ob er lediglich von seinem Master-Knoten
isoliert oder vollstandig vom Netzwerk isoliert ist. Dies erfolgt durch Ping an das Standard-Gateway. Eine oder
mehrere Isolationsadressen kdnnen manuell angegeben werden, um die Zuverlassigkeit der
Isolationsvalidierung zu erhéhen.

NetApp empfiehlt, mindestens zwei zusatzliche Isolationsadressen anzugeben, und jede dieser
Adressen sollte standortlokal sein. Dies erhdht die Zuverlassigkeit der Isolationsvalidierung.

Antwort Der Hostisolation

Die Isolationsreaktion ist eine Einstellung in vSphere HA, die festlegt, welche Aktion auf virtuellen Maschinen
ausgeldst wird, wenn ein Host in einem vSphere HA-Cluster seine Management-Netzwerkverbindungen
verliert, aber weiterhin ausgefuhrt wird. Fir diese Einstellung gibt es drei Optionen: ,Deaktiviert, ,VMs
herunterfahren und neu starten” und ,VMs ausschalten und neu starten®.

,Herunterfahren® ist besser als ,Ausschalten, da bei letzterem die zuletzt vorgenommenen Anderungen nicht
auf die Festplatte geschrieben und Transaktionen nicht gespeichert werden. Wenn virtuelle Maschinen nicht
innerhalb von 300 Sekunden heruntergefahren werden, werden sie ausgeschaltet. Um die Wartezeit zu
andern, verwenden Sie die erweiterte Option das.isolationshutdowntimeout.

Bevor HA die Isolationsantwort initiiert, prift es zunachst, ob der vSphere HA-Master-Agent den Datenspeicher
besitzt, der die VM-Konfigurationsdateien enthalt. Wenn dies nicht der Fall ist, [0st der Host die
Isolationsantwort nicht aus, da kein Master zum Neustart der VMs vorhanden ist. Der Host Uberpruft
regelmafig den Datastore-Status, um festzustellen, ob er von einem vSphere HA-Agent beansprucht wird, der
die Master-Rolle besitzt.

NetApp empfiehlt, die ,Host-Isolationsantwort® auf deaktiviert zu setzen.

Ein Split-Brain-Zustand kann auftreten, wenn ein Host vom vSphere HA-Master-Host isoliert oder partitioniert
wird und der Master nicht Gber Heartbeat Datastores oder Ping kommunizieren kann. Der Master erklart den
isolierten Host fir tot und startet die VMs auf anderen Hosts im Cluster neu. Eine Split-Brain-Bedingung
besteht jetzt, weil zwei Instanzen der virtuellen Maschine ausgefiihrt werden, von denen nur eine die virtuellen
Laufwerke lesen oder schreiben kann. Split-Brain-Bedingungen kénnen jetzt durch die Konfiguration von VM
Component Protection (VMCP) vermieden werden.

Schutz von VM-Komponenten (VMCP)

Eine der Funktionsverbesserungen bei vSphere 6, relevant fir HA, ist VMCP. VMCP bietet erweiterten Schutz
vor All Paths Down (APD) und Permanent Device Loss (PDL) fiir Block (FC, iSCSI, FCoE) und File Storage
(NFS).

Permanenter Gerateverlust (PDL)

PDL ist ein Zustand, der eintritt, wenn ein Speichermedium dauerhaft ausfallt oder administrativ entfernt wird
und voraussichtlich nicht wiederhergestellt werden kann. Das NetApp -Speicherarray sendet einen SCSI-
Sense-Code an ESXi, der signalisiert, dass das Gerat dauerhaft ausgefallen ist. Im Abschnitt
.Fehlerbedingungen und VM-Reaktion“ von vSphere HA kénnen Sie konfigurieren, wie die Reaktion nach dem
Erkennen einer PDL-Bedingung aussehen soll.



NetApp empfiehlt, die "Reaktion fur Datenspeicher mit PDL" auf "VMs ausschalten und neu
‘ starten" einzustellen. Wird dieser Zustand erkannt, wird eine VM sofort auf einem fehlerfreien
Host innerhalb des vSphere HA-Clusters neu gestartet.

Alle Pfade nach unten (APD)

APD ist ein Zustand, der auftritt, wenn ein Speichermedium fir den Host nicht mehr zuganglich ist und keine
Pfade zum Array mehr verflgbar sind. ESXi betrachtet dies als ein voribergehendes Problem mit dem Gerat
und geht davon aus, dass es bald wieder verfligbar sein wird.

Wenn eine APD-Bedingung erkannt wird, wird ein Timer gestartet. Nach 140 Sekunden wird der APD-Zustand
offiziell deklariert und das Gerat als APD-Zeitabmeldung markiert. Nach Ablauf der 140 Sekunden zahlt HA die
Anzahl der Minuten, die in der Verzogerung fur VM-Failover-APD angegeben sind. Wenn die angegebene Zeit
verstrichen ist, startet HA die betroffenen virtuellen Maschinen neu. Sie kdnnen VMCP so konfigurieren, dass
es bei Bedarf anders reagiert (deaktiviert, Ereignisse ausstellen oder VMs aus- und neu starten).

* NetApp empfiehlt, die ,Antwort fiir Datastore mit APD" auf ,Ausschalten und Neustart von
VMs (konservativ)“ zu konfigurieren.

» ,Konservativ® bezieht sich auf die Wahrscheinlichkeit, dass HA VMs neu starten kann. Bei
der Einstellung ,Konservativ“ startet HA die von der APD betroffene VM nur dann neu, wenn
bekannt ist, dass ein anderer Host sie neu starten kann. Im Modus ,,Aggressiv“ versucht HA,
die VM neu zu starten, selbst wenn der Status der anderen Hosts unbekannt ist. Dies kann
dazu flhren, dass VMs nicht neu gestartet werden, wenn kein Host Zugriff auf den

Datenspeicher hat, in dem sie sich befinden.

» Wenn der APD-Status aufgeldst wird und der Zugriff auf den Speicher wiederhergestellt
wird, bevor das Timeout abgelaufen ist, startet HA die virtuelle Maschine nicht unnétig neu,
es sei denn, Sie konfigurieren sie explizit daftir. Wenn eine Antwort gewulinscht wird, selbst
wenn sich die Umgebung von der APD-Bedingung erholt hat, sollte die Antwort fir APD-
Wiederherstellung nach APD-Timeout so konfiguriert werden, dass die VMs zurlickgesetzt
werden.

* NetApp empfiehlt, die Antwort flir die APD-Wiederherstellung nach der APD-
Zeituberschreitung auf deaktiviert zu konfigurieren.

VMware DRS Implementierung fiir NetApp SnapMirror Active Sync

VMware DRS ist eine Funktion, die die Host-Ressourcen in einem Cluster aggregiert und hauptsachlich zum
Lastausgleich innerhalb eines Clusters in einer virtuellen Infrastruktur verwendet wird. VMware DRS berechnet
in erster Linie die CPU- und Arbeitsspeicherressourcen flr den Lastausgleich in einem Cluster. Da vSphere
das erweiterte Clustering nicht kennt, werden beim Lastausgleich alle Hosts an beiden Standorten
berucksichtigt.

VMware DRS Implementierung fiir NetApp MetroCluster

To avoid cross-site traffic, NetApp recommends configuring DRS affinity
rules to manage a logical separation of VMs. This will ensure that, unless
there is a complete site failure, HA and DRS will only use local hosts.
Wenn Sie eine DRS-Affinitdtsregel fir Ihr Cluster erstellen, kdnnen Sie
festlegen, wie vSphere diese Regel wdhrend eines Failover einer virtuellen
Maschine anwendet.



Es gibt zwei Arten von Regeln, die Sie fir das Failover-Verhalten von vSphere HA festlegen kénnen:

» VM-Anti-Affinitatsregeln zwingen bestimmte Virtual Machines dazu, bei Failover-Aktionen getrennt zu
bleiben.

» VM-Host-Affinitatsregeln platzieren angegebene Virtual Machines wahrend Failover-Aktionen auf einem
bestimmten Host oder einem Mitglied einer definierten Gruppe von Hosts.

Mithilfe der VM Host-Affinitatsregeln in VMware DRS lasst sich eine logische Trennung zwischen Standort A
und Standort B erreichen, sodass die VM auf dem Host am selben Standort ausgefihrt wird wie das Array, das
als primarer Lese-/Schreib-Controller fur einen bestimmten Datenspeicher konfiguriert ist. Zudem bleiben
Virtual Machines gemaf den Regeln zur VM Host-Affinitat lokal im Storage, wodurch wiederum die Virtual
Machine-Verbindung im Falle von Netzwerkausfallen zwischen den Standorten hergestellt wird.

Nachfolgend finden Sie ein Beispiel fir VM-Hostgruppen und Affinitatsregeln.

vSphere Stretched Cluster
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Best Practice

NetApp empfiehlt die Implementierung der ,sollte“-Regeln statt der ,missen“-Regeln, da im Falle eines
Ausfalls von vSphere HA gegen diese verstolien wird. Die Verwendung von ,Must“-Regeln kann zu
Serviceausfallen fuhren.

Die Verflgbarkeit von Dienstleistungen sollte stets Vorrang vor der Leistung haben. Im Falle eines
vollstandigen Ausfalls des Rechenzentrums miissen die "Muss"-Regeln Hosts aus der VM-Hostaffinitatsgruppe
auswahlen, und wenn das Rechenzentrum nicht verflgbar ist, werden die virtuellen Maschinen nicht neu
gestartet.

VMware Storage DRS Implementierung mit NetApp MetroCluster

Die VMware Storage DRS-Funktion ermoglicht die Aggregation von Datastores in eine einzige Einheit und
gleicht Festplatten der virtuellen Maschine aus, wenn die SIOC-Schwellenwerte (Storage 1/0 Control)
Uberschritten werden.



Die Storage-1/0-Steuerung ist bei DRS-Clustern mit Storage DRS standardmafig aktiviert. Mit der Storage-I/O-
Kontrolle kann ein Administrator die Menge an Storage-1/O steuern, die Virtual Machines bei I/O-Engpassen
zugewiesen wird. Dadurch kénnen wichtigeren Virtual Machines bei der 1/0-Ressourcenzuweisung Vorrang vor
weniger wichtigen Virtual Machines geben.

Storage DRS verwendet Storage vMotion, um die virtuellen Maschinen auf verschiedene Datastores innerhalb
eines Datastore-Clusters zu migrieren. In einer NetApp MetroCluster Umgebung muss eine Migration von
Virtual Machines innerhalb der Datenspeicher dieses Standorts gesteuert werden. Eine Virtual Machine A, die
auf einem Host an Standort A ausgefiihrt wird, sollte idealerweise innerhalb der Datenspeicher der SVM an
Standort A migriert werden Wenn dies nicht der Fall ist, wird die virtuelle Maschine weiterhin betrieben, jedoch
mit verminderter Leistung, da das Lesen/Schreiben der virtuellen Festplatte von Standort B Uiber
standortlibergreifende Links erfolgt.

*Bei Verwendung von ONTAP-Speicher wird empfohlen, Storage DRS zu deaktivieren.

» Storage DRS wird in der Regel nicht fiir die Verwendung mit ONTAP Storage-Systemen
bendtigt oder empfohlen.

* ONTAP bietet seine eigenen Storage-Effizienzfunktionen wie Deduplizierung,
Komprimierung und Data-Compaction, die von Storage DRS beeinflusst werden kénnen.

* Wenn Sie ONTAP Snapshots verwenden, wirde Storage vMotion die Kopie der VM im
Snapshot zurlicklassen, was mdglicherweise die Speicherauslastung erhoht und sich auf
Backup-Anwendungen wie NetApp SnapCenter auswirken kann, die VMs und ihre ONTAP
Snapshots verfolgen.

VMSC Design- und Implementierungsrichtlinien

Dieses Dokument enthalt Design- und Implementierungsrichtlinien fir vMSC mit ONTAP
Storage-Systemen.

NetApp-Speicherkonfiguration

Setup-Anweisungen fir NetApp MetroCluster finden Sie unter "MetroCluster-Dokumentation". Anweisungen fur
SnapMirror Active Sync (SMAS) finden Sie auch unter "Uberblick (iber die Business Continuity in SnapMirror".

Sobald Sie MetroCluster konfiguriert haben, ist die Verwaltung wie das Management einer herkdmmlichen
ONTAP-Umgebung. Sie kénnen Storage Virtual Machines (SVMs) mithilfe verschiedener Tools wie Command
Line Interface (CLI), System Manager oder Ansible einrichten. Sobald die SVMs konfiguriert sind, erstellen Sie
logische Schnittstellen (LIFs), Volumes und LUNs (Logical Unit Numbers) auf dem Cluster, die fur den
normalen Betrieb verwendet werden. Diese Objekte werden automatisch Gber das Cluster-Peering-Netzwerk
auf den anderen Cluster repliziert.

Wenn Sie nicht MetroCluster nutzen oder ONTAP Systeme haben, die nicht von MetroCluster unterstiitzt
werden, beispielsweise ASA r2-Systeme, kdnnen Sie SnapMirror Active Sync verwenden. Dies bietet
granularen Datastore-Schutz und aktiv/aktiv-Zugriff iber mehrere ONTAP-Cluster in verschiedenen Ausfall-
Domains hinweg. SMAS verwendet Konsistenzgruppen (CGS), um die Konsistenz der Schreibreihenfolge
zwischen einem oder mehreren Datastores sicherzustellen. Je nach Applikations- und Datastore-
Anforderungen kdnnen Sie mehrere CGS erstellen. Konsistenzgruppen sind insbesondere fur Applikationen
nitzlich, die eine Datensynchronisierung zwischen mehreren Datastores erfordern. Beispielsweise Gast-LVMs,
die zwischen Datastores verteilt sind. SMAS unterstlitzt auch Raw Device Mapping (RDMs) und ber das
Gastsystem verbundenen Storage mit in-Guest-iSCSI-Initiatoren. Weitere Informationen zu Konsistenzgruppen
finden Sie unter "Ubersicht Uber Konsistenzgruppen".


https://docs.netapp.com/us-en/ontap-metrocluster/
https://docs.netapp.com/us-en/ontap/smbc/index.html
https://docs.netapp.com/us-en/ontap/consistency-groups/index.html

Es gibt einen Unterschied beim Management einer vMSC Konfiguration mit aktiver SnapMirror
Synchronisierung im Vergleich zu einer MetroCluster. Zunachst einmal ist SMAS eine reine SAN-Konfiguration.
Es kdnnen keine NFS-Datastores mit aktiver SnapMirror-Synchronisierung gesichert werden. Als zweites
mussen Sie Ihren ESXi-Hosts beide Kopien der LUNs zuordnen, damit sie auf die replizierten Datastores in
beiden Ausfall-Domains zugreifen konnen. Als drittes missen Sie eine oder mehrere Konsistenzgruppen fir
die Datastores erstellen, die Sie mit aktiver SnapMirror-Synchronisierung schiitzen mochten. Schliellich
mussen Sie eine SnapMirror-Richtlinie fur die von lhnen erstellten Konsistenzgruppen erstellen. All dies ist
ganz einfach mit dem ,Protect Cluster-Assistenten im vCenter Plug-in der ONTAP Tools oder durch manuelle
Verwendung der ONTAP CLI oder des System Managers moglich.

Verwenden des ONTAP Tools vCenter Plug-ins fur SnapMirror Active Sync

Das vCenter Plug-in der ONTAP Tools bietet eine einfache und intuitive Moglichkeit zur Konfiguration der
SnapMirror Active Sync flir vMSC. Mit dem ONTAP Tools vCenter Plug-in kénnen Sie aktive SnapMirror
Synchronisierungsbeziehungen zwischen zwei ONTAP Clustern erstellen und managen. Dieses Plug-in bietet
eine benutzerfreundliche Oberflache, Gber die diese Beziehungen effizient aufgebaut und verwaltet werden
kénnen. Sie kdnnen mehr lGber die ONTAP Tools vCenter Plugin unter erfahren "ONTAP Tools fir VMware
vSphere", oder direkt in springen "Schutzen mit Host-Cluster-Schutz".

VMware vSphere Konfiguration

Erstellen Sie einen vSphere HA-Cluster

Die Erstellung eines vSphere HA-Clusters ist ein mehrstufiger Prozess, der in vollstandig dokumentiert ist "Wie
erstellen und konfigurieren Sie Cluster im vSphere Client auf docs.vmware.com". Kurz gesagt: Sie miissen
zuerst einen leeren Cluster erstellen, dann mit vCenter Hosts hinzufligen und vSphere HA und andere
Einstellungen des Clusters angeben.

Nichts in diesem Dokument ersetzt "Empfohlene Practices fur VMware vSphere Metro Storage-
@ Cluster". Dieser Inhalt dient zur einfachen Referenz und stellt keinen Ersatz fir die offizielle
VMware Dokumentation dar.

Flhren Sie zum Konfigurieren eines HA-Clusters die folgenden Schritte aus:

1. Stellen Sie eine Verbindung zur vCenter-Benutzeroberflache her.
2. Navigieren Sie unter Hosts und Cluster zum Rechenzentrum, in dem Sie |hr HA-Cluster erstellen mochten.

3. Klicken Sie mit der rechten Maustaste auf das Datacenter-Objekt, und wahlen Sie Neuer Cluster aus.
Unter Grundlagen stellen Sie sicher, dass Sie vSphere DRS und vSphere HA aktiviert haben. Schliel3en
Sie den Assistenten ab.
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New Cluster Basics

1 Basics
Name MCC Cluster

Location F Raleigh

@® vSphere DRS

@ vSphere HA

CHLN.

VSAN
Enable vSAN ESA (@

Manage all hosts in the cluster with a single image (@
Choose how to set up the cluster's image
° Compose a new image
O Import image from an existing host in the vCenter inventory
() Import image from a new host

[_] Manage configuration at a cluster level ()

1. Wahlen Sie den Cluster aus, und wechseln Sie zur Registerkarte Konfigurieren. Wahlen Sie vSphere HA

aus, und klicken Sie auf Bearbeiten.

2. Wiahlen Sie unter Host-Uberwachung die Option Host-Uberwachung aktivieren aus.

Edit Cluster Settings | Mcc Cluster %

vSphere HA @D N
4y

Failures and responses Admission Control Heartbeat Datastores Advanced Options

You can configure how vSphere HA responds to the failure conditions on this cluster. The following failure conditions are
supported: host, host isolation, VM component protection (datastore with PDL and APD), ¥M and application.

Enable Host Monitoring @ @D

> Host Failure Response Restart VMs
> Response for Host Isclation Disabled
> Datastore with PDL Power off and restart VMs ~

> Datastore with APD Power off and restart VMs - Conservative restart policy

> VM Monitoring Disabled

1. Wahlen Sie auf der Registerkarte ,Fehler und Antworten* unter ,VM-Uberwachung® die Option ,nur VM-

Uberwachung“ oder ,VM- und Anwendungsiiberwachung® aus.
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Edit Cluster Settings | MCC Cluster %

N

> Response for Host Isolation

» Datastore with PDL

Disabled

Power off and restart VMs

> Datastore with APD

~ VM Monitoring

Enable heartbeat monitoring

Power off and restart VMs - Conservative restart policy

WM monitoring resets individual VMs if their VMware tools heartbeats
are not received within a set time. Application monitoring resets
individual VMs if their in-guest heartbeats are not received within a set

time.

() pisabled

() VM Monitoring Only

Turns on VVMware tools heartbeats. When heartbeats are not
received within a set time, the VM is reset.

o VM and Application Menitoring

Turns on application heartbeats, When heartbeats are not received

within a set time, the VM is reset

1. Legen Sie unter Admission Control die Option HA-Eintrittskontrolle auf Cluster-Ressourcenreserve fest.

12
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Edit Cluster Settings | MCC Cluster %

vSphere HA @D

Failures and responses Admission Control Heartbeat Datastores Advanced Options

Admission control is a policy useda by vSphere HA to ensure failover capacity within a cluster. Raising the number of
potential host failures will increase the availability constraints and capacity reserved.

Host failures cluster tolerates 1 <]

w

Maximum is one less than number of hosts in cluster.

Define host failover capacity by Cluster resource Percentage

() Override calculated failover capacity.

Reserved failover CPU capacity: 50 ¢ % CPU

Reserved failover Memory capacity: 50 £ % Memory

C) Reserve Persistent Memory failover capacity @

Override calculated Persistent Memory failover capacity

- - BRI

1. Klicken Sie auf ,OK".
2. Wahlen Sie DRS und klicken Sie auf BEARBEITEN.

3. Setzen Sie den Automatisierungsgrad auf manuell, sofern dies nicht von lhren Anwendungen erforderlich
ist.
Edit Cluster Settings | MCC Cluster %

vSphere DRS ()

Automation Additional Options Power Management Advanced Options

Automation Level Manual

DRS generates both power-on placement recommendations, and migration
recommendations for virtual machines. Recommendations need to be manually

applied or ignored.

Migration Threshold @

Conservative @ Aggressive
(Less _(3) DRS provide.s recommer_ldations when worklpads are mo.derately (More
imbalanced. This threshold is suggested for environments with stable
Frequent workloads. (Default) Frequent
vMotions) vMotions)
Predictive DRS @) O Enable

Virtual Machine Automation @ Enable
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1. Aktivieren Sie den Schutz von VM-Komponenten, siehe "docs.vmware.com".

2. Die folgenden zusatzlichen vSphere HA-Einstellungen werden fir vMSC mit MetroCluster empfohlen:

Ausfall

Host-Ausfall

Host-Isolierung

Datenspeicher mit Permanent Device Loss (PDL)
Datastore mit All Paths Down (APD)

Der Gast ist nicht herzschlagend

Richtlinie fir den Neustart der VM

Antwort fir Host-Isolation

Antwort fir Datastore mit PDL

Antwort fur Datenspeicher mit APD

Verzdgerung bei VM-Failover fir APD

Antwort fir APD-Wiederherstellung mit APD-Timeout
Sensitivitat fur VM-Monitoring

Konfigurieren Sie Datastores fiir Heartbeating

Antwort

Starten Sie die VMs neu

Deaktiviert

Schalten Sie die VMs aus und starten Sie sie neu
Schalten Sie die VMs aus und starten Sie sie neu
Setzt die VMs zurtick

Bestimmt durch die Bedeutung der VM

Fahren Sie die VMs herunter, und starten Sie sie neu
Schalten Sie die VMs aus und starten Sie sie neu
VMs ausschalten und neu starten (konservativ)

3 Minuten

Deaktiviert

Voreinstellung hoch

VSphere HA verwendet Datastores, um Hosts und virtuelle Maschinen zu Gberwachen, wenn das
Managementnetzwerk ausgefallen ist. Sie kdnnen konfigurieren, wie vCenter Heartbeat-Datenspeicher
auswahlt. Gehen Sie wie folgt vor, um Datastores fur Heartbeating zu konfigurieren:

1. Wahlen Sie im Abschnitt Datastore Heartbeating die Option Datastores aus der angegebenen Liste
verwenden aus und erganzen Sie bei Bedarf automatisch.

2. Wahlen Sie die Datastores aus, die vCenter von beiden Standorten verwenden soll, und driicken Sie OK.
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Edit Cluster Settings = cpoc ¥
vsphere HA @D

Failures and responses Admission Control Heartbeat Datastores Advanced Options

s failed. vCenter Server selects 4

Heartbeat datastore selection policy

O Automatically select datastores accessible from the hosts
O Use datastores only from the specified list
@ Use datastores from the specified list and complement automatically if needed

Available heartbeat datastores

Name 1 Datastore Cluster Hosts Mounting Datastore
8 an N/A 2 -
& a2 N/A 2
& a21 N/A 2
& 22 N/A 2
0O & a3t N/A 2
0O 8 a2 N/A 2
0O & ga N/A 2
O B aa2 N/A 2 =

Konfigurieren Sie Die Erweiterten Optionen

Isolierungsereignisse treten auf, wenn Hosts innerhalb eines HA-Clusters die Verbindung zum Netzwerk oder
zu anderen Hosts im Cluster verlieren. Standardmafig verwendet vSphere HA das Standard-Gateway fiir sein
Managementnetzwerk als Standard-Isolationsadresse. Sie kdnnen jedoch zusatzliche Isolationsadressen fiir
den Host angeben, um zu bestimmen, ob eine Isolationsantwort ausgeldst werden soll. Fligen Sie zwei
isolierte IPs hinzu, die Ping-Daten senden kdnnen, eine pro Standort. Verwenden Sie nicht die Gateway-IP. Die
erweiterte vSphere HA-Einstellung ist das.isolationaddress. Dazu kénnen Sie ONTAP- oder Mediator-IP-
Adressen verwenden.

Weitere Informationen finden Sie unter "Empfohlene Practices fur VMware vSphere Metro Storage-Cluster"”,
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Edit Cluster Settings @ cpoc X,

vSphere HA ()
Failures and responses Admission Control Heartbeat Datastores Advanced Options
You can set advanced options that affect the behavior of your vSphere HA cluster
o+ Add
Option Value
das.lgnoreRedundantNetWarning true =
das.isolationaddress0 10.61.99100
r
das.isolationaddress1 10.61.99.110

£

das.heanbeatDsPerHost

Das Hinzufligen einer erweiterten Einstellung namens das.heartbeatDsPerHost kann die Anzahl der
Heartbeat-Datenspeicher erh6hen. Verwenden Sie vier Heartbeat Datastores (HB DSS) — zwei pro Standort.
Verwenden Sie die Option ,aus Liste auswahlen, aber Kompliment®. Dies wird bendtigt, da Sie bei Ausfall
eines Standorts immer noch zwei HB DSS bendtigen. Diese mussen jedoch nicht durch MetroCluster oder
SnapMirror Active Sync geschiitzt werden.

Weitere Informationen finden Sie unter "Empfohlene Practices fur VMware vSphere Metro Storage-Cluster"._
VMware DRS Affinity zu NetApp MetroCluster

In diesem Abschnitt erstellen wir DRS Gruppen fur VMs und Hosts fir jeden Standort\Cluster in der
MetroCluster Umgebung. Anschlielend konfigurieren wir VM\Host-Regeln, um die VM Host-Affinitat mit lokalen
Storage-Ressourcen auszurichten. Beispielsweise gehdren Standort A VMs zur VM-Gruppe sitea_vms und
Standort A Hosts zur Host-Gruppe sitea_Hosts. Als nachstes geben wir in VM\Host Rules an, dass sitea_vms
auf Hosts in sitea_Hosts ausgefiihrt werden sollen.
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* NetApp empfiehlt dringend die Spezifikation sollte auf Hosts in Gruppe laufen anstatt der
Spezifikation muss auf Hosts in Gruppe ausgefihrt werden. Im Falle eines Host-Ausfalls
von Standort A missen die VMs von Standort A Gber vSphere HA auf Hosts an Standort B
neu gestartet werden. Bei der letzteren Spezifikation ist jedoch nicht mdglich, dass HA die
VMs auf Standort B neu starten, da es die harte Regel ist. Die friihere Spezifikation ist eine

weiche Regel und wird im Falle von HA verletzt, wodurch die Verfligbarkeit anstatt die

Leistung ermdglicht wird.

+ Sie konnen einen ereignisbasierten Alarm erstellen, der ausgeldst wird, wenn eine virtuelle
Maschine gegen eine VM-Host-Affinitatsregel verstoit. Fligen Sie im vSphere Client einen
neuen Alarm fur die virtuelle Maschine hinzu und wéahlen Sie als Ereignisausléser ,VM
verletzt VM-Host Affinity Rule® aus. Weitere Informationen zum Erstellen und Bearbeiten von
Alarmen finden Sie in "VSphere Monitoring und Performance"der Dokumentation.

DRS-Host-Gruppen erstellen

So erstellen Sie DRS Host-Gruppen speziell fir Standort A und Standort B:

1.

© o k~ w0 BN

~N

Klicken Sie im vSphere-Webclient mit der rechten Maustaste auf den Cluster in der Bestandsaufnahme,
und wahlen Sie Einstellungen aus.

Klicken Sie auf VM\Host Groups.

Klicken Sie Auf Hinzufligen.

Geben Sie den Namen der Gruppe ein (z. B. sitea_Hosts).
Wahlen Sie im Menl Typ die Option Host-Gruppe aus.

Klicken Sie auf Hinzufligen, wahlen Sie die gewlinschten Hosts von Standort A aus, und klicken Sie auf
OK.

Wiederholen Sie diese Schritte, um eine weitere Host-Gruppe fiir Standort B hinzuzufligen
Klicken Sie auf OK.

DRS VM-Gruppen erstellen

So erstellen Sie DRS VM-Gruppen speziell fir Standort A und Standort B:

1.

© N o g k~ 0D

Klicken Sie im vSphere-Webclient mit der rechten Maustaste auf den Cluster in der Bestandsaufnahme,
und wahlen Sie Einstellungen aus.

Klicken Sie auf VM\Host Groups.

Klicken Sie Auf Hinzuftigen.

Geben Sie den Namen der Gruppe ein (z. B. sitea_vms).

Wahlen Sie im Menl Typ die Option VM-Gruppe aus.

Klicken Sie auf Hinzufligen, wahlen Sie die gewlinschten VMs von Standort A aus, und klicken Sie auf OK.
Wiederholen Sie diese Schritte, um eine weitere Host-Gruppe fiir Standort B hinzuzufligen

Klicken Sie auf OK.

Erstellen Sie VM-Hostregeln

Gehen Sie wie folgt vor, um DRS-Affinitatsregeln fir Standort A und Standort B zu erstellen:

1.

Klicken Sie im vSphere-Webclient mit der rechten Maustaste auf den Cluster in der Bestandsaufnahme,

17


https://techdocs.broadcom.com/us/en/vmware-cis/vsphere/vsphere/8-0/vsphere-monitoring-and-performance-8-0.html

und wahlen Sie Einstellungen aus.
. Klicken Sie auf VM\Hostregeln.
. Klicken Sie Auf Hinzuflgen.
. Geben Sie den Namen der Regel ein (z. B. sitea_Affinity).
. Uberpriifen Sie, ob die Option Regel aktivieren aktiviert ist.
. Wahlen Sie im MenU Typ die Option Virtuelle Maschinen zu Hosts aus.
. Wahlen Sie die VM-Gruppe aus (z.B. sitea_vms).

. Wahlen Sie die Host-Gruppe aus (z. B. sitea_Hosts).

© 00 N O O ~A W DN

. Wiederholen Sie diese Schritte, um eine weitere VM\Host-Regel fir Standort B hinzuzufligen

. Klicken Sie auf OK.

N
o

Create VM/Host Rule | Cluster-01 X

sitea_affinity

Name Enable rule.

Type Virtual Machines to Hosts v

Virtual machines that are members of the Cluster VM Group sitea_vms should

run on host group sitea_hosts.

VM Group:

sitea_vms v
Should run on hosts in group v
Host Group:

sitea_hosts v

Datastore-Cluster bei Bedarf erstellen

Flhren Sie die folgenden Schritte aus, um ein Datastore-Cluster fiir jeden Standort zu konfigurieren:

1. Navigieren Sie mithilfe des vSphere-Webclients zum Rechenzentrum, in dem sich der HA-Cluster unter
Speicher befindet.

2. Klicken Sie mit der rechten Maustaste auf das Datacenter-Objekt, und wahlen Sie Storage > New
Datastore Cluster aus.
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*Bei Verwendung von ONTAP-Speicher wird empfohlen, Storage DRS zu deaktivieren.

» Storage DRS wird in der Regel nicht fiir die Verwendung mit ONTAP Storage-Systemen
bendtigt oder empfohlen.

* ONTAP bietet seine eigenen Storage-Effizienzfunktionen wie Deduplizierung,
Komprimierung und Data-Compaction, die von Storage DRS beeinflusst werden kénnen.

» Wenn Sie ONTAP-Snapshots verwenden, wiirde Storage vMotion die VM-Kopie im
Snapshot zurticklassen, wodurch moglicherweise die Speicherauslastung erhoht wird und
sich auf Backup-Anwendungen wie NetApp SnapCenter auswirken konnte, die VMs und ihre
ONTAP-Snapshots nachverfolgen.

~ Storage DRS automation

Cluster automation level () No Automation (Manual Mode)
vCenter Server will make migration recommendations for virual machine storage, huiwill
not petform automatic migrations

() Fully Automated
Files will be migrated autornatically to opfimize resource usage.

1. Wahlen Sie das HA-Cluster aus, und klicken Sie auf Weiter.

55 New Datastore Cluster (7) W

+ 1 Name and Location Select all hosts and clusters that require connectivity to the datastores in the datastore cluster

+ 2 Storage DRS Automation | Filter | (1) Selected Objects

+ 7 Storage DRS Runtime e
Settings [Ciusters' Standalone Hosts

g 4 Select Clusters and Hosts

5 Select Datastores

Namsz

¥ [J) MCC HA Cluster

1. Wahlen Sie die Datastores aus, die zu Standort A gehéren, und klicken Sie auf Weiter.

£ New Datastore Cluster 2) M

VT Nans Bost Location | Show datastores connected to all hosts - (@ File -

b4l 2 Storage DRS Automation Hame Hest Connection Status Capaoity Free Space Type
« 4 Storage DRS Runtime | sitea_infra @ Al Hosts Connect..  10.00 GB 10.00 GB NFS

4
Settings
.1{ sitea_infra2 & AltHosts Connect... 10.00GB 10.00 GB NFS
v 4 Select Clusters and Hosts

'l 5 Select Datastores

6 Ready to Compilete

1. Uberpriifen Sie die Optionen, und klicken Sie auf Fertig stellen.

2. Wiederholen Sie diese Schritte, um das Datastore-Cluster an Standort B zu erstellen und sicherzustellen,
dass nur Datastores von Standort B ausgewahlt sind.

VCenter Server-Verfiigbarkeit

Ihre vCenter Server Appliances (VCSASs) sollten durch vCenter HA geschitzt werden. Mit vCenter HA kdnnen
Sie zwei VCSAs in einem aktiv/Passiv-HA-Paar implementieren. Einer in jeder Ausfall-Domane. Weitere
Informationen zu vCenter HA finden Sie im "docs.vmware.com"”.
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Ausfallsicherheit bei geplanten und ungeplanten
Ereignissen

NetApp MetroCluster und SnapMirror Active Sync sind leistungsstarke Tools, die die
Hochverfugbarkeit und den unterbrechungsfreien Betrieb von NetApp Hardware und
ONTAP Software verbessern.

Diese Tools bieten standortweiten Schutz fiir die gesamte Storage-Umgebung und stellen sicher, dass lhre
Daten immer verfligbar sind. Ob Sie Standalone-Server, Hochverfligbarkeits-Server-Cluster, Container oder
virtualisierte Server verwenden — die NetApp Technologie sorgt nahtlos fiir die Storage-Verflgbarkeit im Falle
eines totalen Ausfalls aufgrund von Strom-, Kiihlungs- oder Netzwerkfehlern, Storage Array Shutdown oder
Bedienungsfehlern.

MetroCluster und SnapMirror Active Sync bieten drei grundlegende Methoden fur die Datenverflgbarkeit bei
geplanten und ungeplanten Ereignissen:

» Redundante Komponenten zum Schutz vor dem Ausfall einer einzelnen Komponente
» Lokaler HA-Takeover fiir Ereignisse, die sich auf einen einzelnen Controller auswirken

 Vollstandiger Standortschutz: Schnelle Wiederaufnahme des Service durch Verschieben des Speicher-
und Client-Zugriffs vom Quell-Cluster auf den Ziel-Cluster

Das bedeutet, dass die Ablaufe bei Ausfall einer einzelnen Komponente reibungslos fortgesetzt werden und
beim Austausch der ausgefallenen Komponente automatisch in den redundanten Betrieb zurlickkehren.

Alle ONTAP Cluster aufder Cluster mit einem Node (in der Regel softwaredefinierte Versionen, wie
beispielsweise ONTAP Select) verfligen uber integrierte HA-Funktionen fir Takeover und Giveback. Jeder
Controller im Cluster wird mit einem anderen Controller gepaart, wodurch ein HA-Paar entsteht. Diese Paare
stellen sicher, dass jeder Node lokal mit dem Speicher verbunden ist.

Die Ubernahme ist ein automatisierter Prozess, bei dem ein Node den Storage des anderen zur
Aufrechterhaltung der Datenservices Ubernimmt. GiveBack bedeutet umgekehrter Prozess, der den normalen
Betrieb wiederherstellt. Takeover kdnnen geplant werden, beispielsweise bei Hardware-Wartungsarbeiten oder
ONTAP Upgrades oder aufgrund von Node-Panic- oder Hardware-Ausfallen.

Wahrend einer Ubernahme filhren NAS LIFs in MetroCluster Konfigurationen automatisch ein Failover durch.
SAN LIFs fuhren jedoch keinen Failover durch, sondern verwenden weiterhin den direkten Pfad zu den Logical
Unit Numbers (LUNS).

Weitere Informationen zu HA-Takeover und Giveback finden Sie im "HA-Paar-Management — Ubersicht".
Erwahnenswert ist, dass diese Funktion nicht spezifisch fur MetroCluster oder SnapMirror fir die aktive
Synchronisierung ist.

Eine Standortumschaltung mit MetroCluster erfolgt, wenn ein Standort offline ist oder als geplante Aktivitat fir
die standortweite Wartung vorgesehen ist. Der verbleibende Standort Ubernimmt die Eigentimerschaft der
Storage-Ressourcen (Festplatten und Aggregate) des Offline-Clusters, und die SVMs am ausgefallenen
Standort werden online geschaltet und am Disaster-Standort neugestartet. Dabei bleibt die volle Identitat fir
den Client- und Host-Zugriff erhalten.

Da beide Kopien gleichzeitig aktiv verwendet werden, arbeiten lhre vorhandenen Hosts mit der aktiven

SnapMirror Synchronisierung weiter. Der ONTAP-Mediator ist erforderlich, um sicherzustellen, dass ein
Standort-Failover korrekt ausgefihrt wird.
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Ausfallszenarien fiir vMSC mit MetroCluster

In den folgenden Abschnitten werden die erwarteten Ergebnisse verschiedener
Ausfallszenarien mit vMSC- und NetApp MetroCluster-Systemen beschrieben.

Ausfall Eines Einzelnen Storage-Pfads

Wenn in diesem Szenario Komponenten wie der HBA-Port, der Netzwerkport, der Front-End-Datenschalterport
oder ein FC- oder Ethernet-Kabel ausfallen, wird dieser bestimmte Pfad zum Speichergerat vom ESXi-Host als
»ot* markiert. Wenn mehrere Pfade durch Ausfallsicherheit am HBA/Netzwerk/Switch Port fir das Storage-
Gerat konfiguriert sind, fuhrt ESXi idealerweise eine Pfadumschaltung durch. Wahrend dieser Zeit bleiben
Virtual Machines ohne Beeintrachtigungen verfligbar, da fir die Storage-Verfiigbarkeit mehrere Pfade zum
Storage-Gerat bereitgestellt werden.

@ Es gibt keine Anderung im MetroCluster Verhalten in diesem Szenario, und alle Datenspeicher
sind weiterhin von ihren jeweiligen Seiten intakt.

Best Practice

In Umgebungen mit NFS/iSCSI-Volumes empfiehlt NetApp, mindestens zwei Netzwerk-Uplinks fiir den NFS-
VMkernel-Port im Standard-vSwitch und dieselbe Port-Gruppe zu konfigurieren, bei der die NFS-VMkernel-
Schnittstelle fur den verteilten vSwitch zugeordnet ist. NIC-Teaming kann entweder aktiv-aktiv oder aktiv-
Standby konfiguriert werden.

AuRerdem muss bei iISCSI LUNs Multipathing konfiguriert werden, indem die VMkernel-Schnittstellen an die
iISCSI-Netzwerkadapter gebunden werden. Weitere Informationen finden Sie in der vSphere-
Speicherdokumentation.

Best Practice

In Umgebungen mit Fibre-Channel-LUNs empfiehlt NetApp die Verwendung von mindestens zwei HBAs,
wodurch Ausfallsicherheit auf HBA-/Port-Ebene garantiert wird. NetApp empfiehlt fir das Zoning von einem
einzelnen Initiator aulRerdem als Best Practice zum Konfigurieren des Zoning.

Sie sollten mithilfe der Virtual Storage Console (VSC) Multipathing-Richtlinien festlegen, da sie Richtlinien fiir
alle neuen und vorhandenen NetApp Storage-Gerate definiert.

Ausfall eines einzelnen ESXi-Hosts
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Wenn in diesem Szenario ein ESXi-Host ausfallt, erkennt der Master-Node im VMware HA-Cluster den Host-
Ausfall, da er keine Netzwerk-Heartbeats mehr empfangt. Um festzustellen, ob der Host wirklich ausgefallen ist
oder nur eine Netzwerkpartition ist, iberwacht der Master-Knoten die Datastore-Heartbeats und flhrt, falls sie
nicht vorhanden sind, eine abschliellende Prifung durch, indem er die Management-IP-Adressen des
ausgefallenen Hosts anpingt. Wenn alle Prifungen negativ sind, erklart der Master-Node diesen Host als
ausgefallenen Host, und alle virtuellen Maschinen, die auf diesem ausgefallenen Host ausgefihrt wurden,
werden auf dem noch verbleibenden Host im Cluster neu gestartet.

Wenn DRS VM und Host Affinity Regeln konfiguriert wurden (VMs in VM Gruppe sitea_vms sollten Hosts in
Host Gruppe sitea_Hosts laufen lassen), dann prift der HA Master zunachst auf verfliigbare Ressourcen an
Standort A. Wenn an Standort A keine verfligbaren Hosts vorhanden sind, versucht der Master, die VMs auf
den Hosts an Standort B neu zu starten

Es ist mdglich, dass die virtuellen Maschinen auf den ESXi-Hosts am anderen Standort gestartet werden,
wenn am lokalen Standort eine Ressourcenbeschrankung vorhanden ist. Die definierten Regeln fir die DRS-
VM und Host-Affinitat werden jedoch korrigiert, wenn Regeln verletzt werden, indem die virtuellen Maschinen
zurlick zu den noch verbleibenden ESXi-Hosts am lokalen Standort migriert werden. In Fallen, in denen DRS
auf manuell festgelegt ist, empfiehlt NetApp, DRS zu aktivieren und die Empfehlungen anzuwenden, um die
Platzierung der Virtual Machines zu korrigieren.
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Es gibt keine Anderung im MetroCluster Verhalten in diesem Szenario und alle Datenspeicher bleiben von
ihren jeweiligen Seiten intakt.

ESXi-Host-Isolierung
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Wenn in diesem Szenario das Managementnetzwerk des ESXi-Hosts ausgefallen ist, erhalt der Master-Node
im HA-Cluster keine Heartbeats, wodurch dieser Host im Netzwerk isoliert wird. Um festzustellen, ob es
ausgefallen ist oder nur isoliert ist, beginnt der Master-Node mit der Uberwachung des Datastore-Herzschlags.
Wenn er vorhanden ist, wird der Host vom Master-Knoten isoliert deklariert. Je nach konfigurierter
Isolationsantwort kann der Host sich entscheiden, die virtuellen Maschinen auszuschalten, herunterzufahren
oder die virtuellen Maschinen sogar eingeschaltet zu lassen. Das Standardintervall fiir die Isolationsantwort
betragt 30 Sekunden.

Es gibt keine Anderung im MetroCluster Verhalten in diesem Szenario und alle Datenspeicher bleiben von
ihren jeweiligen Seiten intakt.

Platten-Shelf-Fehler

In diesem Szenario kommt es zu einem Ausfall von mehr als zwei Festplatten oder eines gesamten Shelf.
Daten werden vom verbleibenden Plex ohne Unterbrechung der Datenservices bereitgestellt. Der
Festplattenausfall kann sich auf einen lokalen oder einen Remote-Plex auswirken. Die Aggregate werden als
degradierter Modus angezeigt, da nur ein Plex aktiv ist. Sobald die ausgefallenen Festplatten ersetzt wurden,
werden die betroffenen Aggregate automatisch neu synchronisiert, um die Daten neu aufzubauen. Nach der
Neusynchronisierung kehren die Aggregate automatisch in den normalen gespiegelten Modus zurtick. Wenn
mehr als zwei Laufwerke innerhalb einer einzelnen RAID-Gruppe ausgefallen sind, muss der Plex neu
aufgebaut werden.
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« Wahrend dieses Zeitraums gibt es keine Auswirkungen auf die I/O-Vorgange der virtuellen Maschine, aber
die Performance ist beeintrachtigt, da Gber ISL-Links auf die Daten vom Remote-Festplatten-Shelf aus
zugegriffen wird.

Ausfall Eines Einzelnen Storage Controllers

In diesem Szenario fallt einer der beiden Storage Controller an einem Standort aus. Da an jedem Standort ein
HA-Paar vorhanden ist, wird bei einem Ausfall eines Node automatisch ein Failover auf den anderen Node
ausgeldst. Wenn beispielsweise Node A1 ausfallt, werden dessen Storage und Workloads automatisch auf
Node A2 (bertragen. Virtuelle Maschinen sind nicht betroffen, da alle Plexe verfugbar bleiben. Die Knoten des
zweiten Standorts (B1 und B2) sind davon nicht betroffen. Auflerdem flhrt vSphere HA keine Aktion durch, da
der Master-Node im Cluster weiterhin Netzwerk-Heartbeats empfangt.
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Wenn der Failover Teil eines rollierenden Disaster ist (Node A1 flhrt ein Failover auf A2 durch) und ein
nachfolgender Ausfall von A2 oder ein vollstandiger Ausfall von Standort A auftritt, kann an Standort B das
Umschalten nach einem Ausfall stattfinden

Verbindungsfehler Zwischen Switches

Verbindungsfehler zwischen Switches im Managementnetzwerk
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wenn die ISL-Links am Front-End-Hostverwaltungsnetzwerk fehlschlagen Dies fuhrt zu einer

Netzwerkpartition, da ESXi-Hosts an einem bestimmten Standort die Netzwerk-Heartbeats nicht an den
Master-Node im HA-Cluster senden kdnnen. Daher gibt es aufgrund der Partition zwei Netzwerksegmente,
und in jedem Segment gibt es einen Master-Knoten, der die VMs vor Host-Ausfallen innerhalb des jeweiligen

Standorts schitzt.

Wiéhrend dieses Zeitraums bleiben die virtuellen Maschinen aktiv, und es gibt keine Anderung
im MetroCluster-Verhalten in diesem Szenario. Alle Datenspeicher bleiben von ihren jeweiligen

®

Seiten intakt.

Verbindungsfehler zwischen Switches im Speichernetzwerk
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Wenn in diesem Szenario die ISL-Verbindungen im Back-End-Speichernetzwerk ausfallen, verlieren die Hosts
an Standort A den Zugriff auf die Speicher-Volumes oder LUNs von Cluster B an Standort B und umgekehrt.
Die VMware DRS Regeln sind so definiert, dass die Host-Storage-Standortaffinitat die Ausfihrung der Virtual
Machines ohne Auswirkungen auf den Standort erleichtert.

Wahrend dieses Zeitraums bleiben die virtuellen Maschinen an ihren jeweiligen Standorten in Betrieb und es
gibt keine Anderung im MetroCluster-Verhalten in diesem Szenario. Alle Datenspeicher bleiben von ihren
jeweiligen Seiten intakt.

Wenn aus irgendeinem Grund die Affinitatsregel verletzt wurde (z. B. VM1, das von Standort A ausgefuhrt
werden sollte, wo sich seine Festplatten auf lokalen Cluster A-Knoten befinden, auf einem Host an Standort B
ausgefihrt wird), wird der Remote-Zugriff auf das Laufwerk der virtuellen Maschine tber ISL-Links erfolgen.
Aufgrund eines ISL-Verbindungsfehlers kann VM1, der an Standort B ausgeflihrt wird, nicht auf seine
Festplatten schreiben, da die Pfade zum Storage-Volume ausgefallen sind und die jeweilige Virtual Machine
nicht verflgbar ist. In diesen Situationen nimmt VMware HA keine Aktion vor, da die Hosts aktiv Heartbeats
senden. Diese Virtual Machines miissen an den jeweiligen Standorten manuell ausgeschaltet und
eingeschaltet werden. Die folgende Abbildung zeigt eine VM, die gegen eine DRS Affinitatsregel verstoRt.

Alle Interswitch-Fehler oder komplette Rechenzentrumspartition

In diesem Szenario sind alle ISL-Verbindungen zwischen den Standorten ausgefallen und beide Standorte
voneinander isoliert. Wie bereits in friheren Szenarien erlautert, wie z. B. ISL-Fehler im Managementnetzwerk
und im Speichernetzwerk, werden die virtuellen Maschinen bei einem vollstandigen ISL-Ausfall nicht
beeintrachtigt.

Nachdem ESXi-Hosts zwischen Standorten partitioniert wurden, pruft der vSphere HA-Agent auf Datastore-
Heartbeats. An jedem Standort sind die lokalen ESXi-Hosts in der Lage, die Datastore-Heartbeats auf ihr
jeweiliges Lese-/Schreibvolumen/LUN zu aktualisieren. Hosts an Standort A gehen davon aus, dass die
anderen ESXi-Hosts an Standort B ausgefallen sind, da keine Netzwerk-/Datastore-Heartbeats vorhanden
sind. VSphere HA an Standort A versucht, die virtuellen Maschinen von Standort B neu zu starten, was
schlieBlich fehlschlagt, da die Datastores von Standort B aufgrund eines Storage-ISL-Fehlers nicht verfligbar
sind. Eine ahnliche Situation wiederholt sich in Standort B.
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NetApp empfiehlt, festzustellen, ob eine Virtual Machine gegen die DRS Regeln verstol3en hat. Alle virtuellen
Maschinen, die von einem Remote-Standort aus ausgefiihrt werden, sind ausgefallen, da sie nicht auf den
Datastore zugreifen kénnen, und vSphere HA startet diese virtuelle Maschine am lokalen Standort neu.
Nachdem die ISL-Links wieder online sind, wird die virtuelle Maschine, die am Remote-Standort ausgeflihrt
wurde, abgebrochen, da es nicht zwei Instanzen virtueller Maschinen geben kann, die mit denselben MAC-
Adressen ausgefihrt werden.

Verbindungsfehler zwischen Switches auf beiden Fabrics in NetApp MetroCluster

In einem Szenario, in dem ein oder mehrere ISLs ausfallen, wird der Datenverkehr tber die verbleibenden
Links fortgesetzt. Wenn alle ISLs auf beiden Fabrics ausfallen, sodass kein Link zwischen den Standorten fiir
die Storage- und NVRAM-Replizierung vorhanden ist, stellt jeder Controller weiterhin seine lokalen Daten
bereit. Bei mindestens einer ISL wird die Neusynchronisierung aller Plexe automatisch durchgefihrt.

Alle Schreibvorgange, die nach einem Ausfall aller ISLs stattfinden, werden nicht auf den anderen Standort
gespiegelt. Bei einem Disaster-Switchover kame es, wahrend sich die Konfiguration in diesem Zustand
befindet, zu einem Verlust der nicht synchronisierten Daten. In diesem Fall ist ein manueller Eingriff fir die
Wiederherstellung nach der Umschaltung erforderlich. Wenn es wahrscheinlich ist, dass Uber einen langeren
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Zeitraum keine ISLs verfugbar sind, kann ein Administrator alle Datenservices herunterfahren, um bei Bedarf
ein Switchover im Notfall zu verhindern, dass Daten verloren gehen. Die Durchfiihrung dieser Malinahme
sollte mit der Wahrscheinlichkeit einer Katastrophe abgewogen werden, die eine Umschaltung erfordert, bevor
mindestens eine ISL verfligbar wird. Wenn ISLs in einem kaskadierenden Szenario ausfallen, kénnte ein
Administrator alternativ eine geplante Umschaltung zu einem der Standorte auslésen, bevor alle Links
fehlgeschlagen sind.
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Verbindungsfehler Bei Peered Cluster

In einem Peering-Cluster-Link-Ausfallszenario, da die Fabric-ISLs noch aktiv sind, werden die Datenservices
(Lese- und Schreibvorgénge) an beiden Standorten auf beiden Plexen fortgesetzt. Jegliche Anderungen an der
Cluster-Konfiguration (beispielsweise das Hinzufiigen einer neuen SVM, die Bereitstellung eines Volumes oder
einer LUN in einer vorhandenen SVM) kénnen nicht an den anderen Standort weitergegeben werden. Diese
werden in den lokalen CRS-Metadaten-Volumes aufbewahrt und bei der Wiederherstellung der Peering-
Cluster-Verbindung automatisch an das andere Cluster weitergegeben. Wenn eine erzwungene Umschaltung
erforderlich ist, bevor der Peered Cluster-Link wiederhergestellt werden kann, werden ausstehende Cluster-
Konfigurationsanderungen automatisch von der replizierten Remote-Kopie der Metadaten-Volumes am noch
verbleibenden Standort im Rahmen der Umschaltung eingespielt.
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Kompletter Standortausfall

In einem kompletten Standort-A-Fehlerszenario erhalten die ESXi-Hosts an Standort B keinen Netzwerk-
Heartbeat von den ESXi-Hosts an Standort A, weil sie ausgefallen sind. Der HA-Master an Standort B
Uberprift, ob die Datastore-Heartbeats nicht vorhanden sind, deklariert die Hosts an Standort A als
fehlgeschlagen und versucht, die virtuellen Maschinen an Standort A an Standort B neu zu starten In diesem
Zeitraum fuhrt der Speicheradministrator eine Umschaltung durch, um die Dienste der ausgefallenen Nodes
am noch intakten Standort wiederaufzunehmen. Dadurch werden alle Speicherservices von Standort A an
Standort B wiederhergestellt Nachdem die Volumes oder LUNs an Standort A an Standort B verfugbar sind,
versucht der HA-Master-Agent, die virtuellen Maschinen am Standort A an Standort B neu zu starten

Wenn der Versuch des vSphere HA Master-Agenten, eine VM neu zu starten, fehlschlagt (d. h. sie wird
registriert und eingeschaltet), wird der Neustart nach einer Verzégerung erneut durchgefihrt. Die Verzogerung
zwischen den Neustarts kann auf maximal 30 Minuten konfiguriert werden. VSphere HA versucht diese
Neustarts fur eine maximale Anzahl von Versuchen (standardmafig sechs Versuche).

Der HA-Master startet die Neustartversuche nicht, bis der Platzierungsmanager den geeigneten
@ Storage findet. Im Falle eines vollstandigen Standortausfalls steht dies also nach der
Umschaltung zur Verfigung.

Wenn Standort A umgeschaltet wurde, kann ein nachtraglicher Ausfall eines der noch intakten Knoten Standort
B nahtlos durch einen Failover auf den noch intakten Knoten bewaltigt werden. In diesem Fall wird die Arbeit
von vier Nodes jetzt nur von einem Node ausgefuhrt. Die Wiederherstellung wirde in diesem Fall eine
Rickgabe an den lokalen Knoten bedeuten. Wenn Standort A wiederhergestellt wird, wird ein Switchback-
Vorgang durchgefiihrt, um den stabilen Konfigurationsbetrieb wiederherzustellen.
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