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Verfahren nach der Migration zu FLI
Quell-LUNs werden aus dem ONTAP Storage entfernt

In den folgenden Schritten wird beschrieben, wie Sie nach Abschluss der Migration Quell-
LUNs aus Ilhrem ONTAP Storage entfernen.

Diese Aufgabe verwendet in den Beispielen ein HDS AMS2100-Array. lhre Aufgaben kénnen
@ sich unterscheiden, wenn Sie ein anderes Array oder eine andere Version der Array-GUI
verwenden.

Schritte
1. Melden Sie sich bei Hitachi Storage Navigator Modular an.

2. Wahlen Sie die ONTAP-Host-Gruppe aus, die wahrend der Planungsphase erstellt wurde, und wahlen Sie
Hostgruppe bearbeiten.
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3. Wahlen Sie die Option Ports und wahlen Sie Forced Set fir alle ausgewahlten Ports aus.
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4. Wahlen Sie die Host-LUNs aus, die von zugewiesenen logischen LUNs migriert werden. Verwenden Sie
die LUN-Namen fur jeden Host, der im Arbeitsblatt ,Quell-LUNs* aufgefihrt ist. Wahlen Sie hier LUNs von
Windows 2012-, RHEL 5.10- und ESXi 5.5-Hosts aus und wahlen Sie Entfernen.
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Quell-LUNs werden von Hosts entfernt

In den folgenden Schritten wird beschrieben, wie Sie Quell-LUNs nach Abschluss der
FLI-Migration von Ihrem Host entfernen.

Diese Aufgabe verwendet in den Beispielen ein HDS AMS2100-Array. Ihre Aufgaben kénnen
sich unterscheiden, wenn Sie ein anderes Array oder eine andere Version der Array-GUI
verwenden.

Fuhren Sie die folgenden Schritte aus, um Quell-LUNs vom Host zu entfernen:

Schritte
1. Melden Sie sich bei Hitachi Storage Navigator Modular an.

2. Wahlen Sie den Host aus, der migriert wird, und wahlen Sie Hostgruppe bearbeiten.
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3. Wahlen Sie die Option Ports und wahlen Sie Forced Set fir alle ausgewahlten Ports aus.



Edit Hast Group - PartDA:009
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4. Wahlen Sie die Host-LUNs aus, die von zugewiesenen logischen LUNs migriert werden. Verwenden Sie
die LUN-Namen fir jeden Host, der im Arbeitsblatt ,Quell-LUNs* aufgefiihrt ist. Wahlen Sie hier LUNs von
Windows 2012 Host aus und wahlen Sie Entfernen.
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5. Wiederholen Sie die Schritte fur Linux- und VMware ESX-Hosts.

Entfernen des Quellspeichers und der Host-Zone aus dem
Zoneeset

Beispiel: Brocade Fabric

Dieses Verfahren zeigt, wie der Quellspeicher und die Host-Zone aus einem Brocade
Fabric zoneset entfernt werden.

@ Der Zonenname fir die Beispiele ist rx21_AMS2100.

Schritte
1. Entfernen Sie die Zone aus dem Zoneet in Stoff A

cfgbDelete "PROD LEFT", "rx2l AMS2100"
cfgDelete "PROD LEFT", "rx22 AMS2100"
cfgbelete "PROD LEFT", "rx20 AMS2100"

2. Aktivieren Sie das Zoneet in Stoff A.



cfgEnable "PROD LEFT"
cfgSave

3. Entfernen Sie die Zone aus dem Zoneet in Stoff B.

cfgbelete "PROD RIGHT", "rx2l AMS2100"
cfgDelete "PROD RIGHT", "rx22 AMS2100"
cfgDelete "PROD RIGHT", "rx20 AMS2100"

4. Aktivieren Sie das Zoneet in Stoff B.

cfgEnable "PROD RIGHT"
cfgSave

Beispiel fuir Cisco Fabric

Dieses Verfahren zeigt, wie der Quellspeicher und die Host-Zone aus einem Cisco
Fabric-Zoneeset entfernt werden.

(D Der Zonenname fir die Beispiele ist rx21_AMS2100.

Schritte
1. Entfernen Sie die Zone aus dem Zoneet in Stoff A

conf t

zoneset name PROD LEFT vsan 10
no member rx21 AMS2100

no member rx22 AMS2100

no member rx20 AMS2100

exit
2. Aktivieren Sie das Zoneet in Stoff A.

zoneset activate name PROD LEFT vsan 10
end
copy running-config startup-config

3. Entfernen Sie die Zone aus dem Zoneet in Stoff B.



conf t

zoneset name PROD RIGHT vsan 10
no member rx2l1 AMS2100

no member rx22 AMS2100

no member rx20 AMS2100

exit

4. Aktivieren Sie das Zoneet in Stoff B.

zoneset activate name PROD RIGHT vsan 10
end
copy running-config startup-config

Erstellung von Snapshot Kopien nach der Migration

Sie kbnnen eine Snapshot Kopie nach der Migration erstellen, um bei Bedarf spater eine
Wiederherstellung zu ermoglichen.

Schritt
1. Um eine Snapshot Kopie nach der Migration zu erstellen, filhren Sie den aus snap create Befehl.

DataMig-cmode: :> snap create -vserver datamig -volume winvol -snapshot

post-migration

DataMig-cmode: :> snap create -vserver datamig -volume linuxvol -snapshot

post-migration

DataMig-cmode: :> snap create -vserver datamig -volume esxvol -snapshot

post-migration

FLI-Migrationsbereinigung und -Uberpriifung

In der Aufbereinigungsphase erfassen Sie FLI-Migrationsprotokolle, entfernen die Quell-
Storage-Konfiguration aus NetApp Storage und entfernen die NetApp Storage-Host-
Gruppe aus dem Quell-Storage. Loschen Sie aulderdem die Quelle in Zielzonen. An
dieser Stelle wird die Genauigkeit der Ausfihrung des Migrationsplans ermittelt.

Uberpriifen Sie die Protokolle auf Fehler, tiberpriifen Sie Pfade und fiihren Sie alle Applikationstests durch, um
zu Uberprtfen, ob die Migration sauber und erfolgreich durchgefiihrt wurde.



Migrationsbericht

Importprotokolle werden in der Cluster-Ereignis-Log-Datei gespeichert. Sie sollten die
Protokolle auf Fehler Uberprufen, um zu Uberprufen, ob die Migration erfolgreich war.

Der Migrationsbericht sollte wie folgt angezeigt werden:

DataMig-cmode: :*> rows 0; event log show —-nodes * -—-event flix*

7/7/2014 18:37:21 DataMig-cmode-01 INFORMATIONAL
fli.lun.verify.complete: Import verify of foreign LUN 83017542001E of size
42949672960 bytes from array model DF600F belonging to vendor HITACHI

with NetApp LUN QvChd+EUXoiS is successfully completed.

~~~~~~ Output truncated ~~~~~~~

Die Schritte zur Verifizierung zum Vergleich der Quell- und Ziel-LUNs werden in der

(D Migrationsphase durchfihren abgedeckt. Die Schritte zum Importieren und zur LUN-
Verifizierung werden in der Migrationsphase ausfiihren behandelt, da sie mit dem Importjob und
der auslandischen LUN verknipft sind.

Aufheben des Zoning von Quell- und Ziel-Array

Nach Abschluss aller Migrationen, Ubergange und Uberpriifungen kénnen Quell- und
Ziel-Arrays entenzonen werden.

Um Quell- und Ziel-Arrays zu entzonen zu lassen, entfernen Sie den Quell-Storage von beiden Fabrics in die
Zielzone.

Beispiel: Brocade Fabric

Schritte
1. Entfernen Sie die Zone aus dem Zoneet in Stoff A

cfgDelete "PROD LEFT", "ZONE AMS2100 cDOT Initiator fabA"
zoneDelete "ZONE AMS2100 cDOT Initiator fabA"

2. Aktivieren Sie die Zoneets in Stoff A.

cfgEnable " PROD LEFT"
cfgSave

3. Entfernen Sie die Zone aus dem Zoneet in Stoff B.



cfgDelete "PROD RIGHT", "ZONE AMS2100 cDOT Initiator fabB"
zoneDelete "ZONE AMS2100 cDOT Initiator fabA"

4. Aktivieren Sie die Zoneets in Stoff B.

cfgEnable "PROD RIGHT"
cfgSave

Beispiel fur Cisco Fabric

Schritte
1. Entfernen Sie die Zone aus dem Zoneet in Stoff A

conf t

zoneset name PROD LEFT vsan 10

no member ZONE AMS2100 cDOT Initiator fabA

no zone name ZONE AMS2100 cDOT Initiator fabA vsan 10

exit

2. Aktivieren Sie die Zoneets in Stoff A.

zoneset activate name PROD LEFT vsan 10
end
copy running-config startup-config

3. Entfernen Sie die Zone aus dem Zoneet in Stoff B.

conf t

zoneset name PROD RIGHT vsan 10

no member ZONE AMS2100 cDOT Initiator fabB

no zone name ZONE AMS2100 cDOT Initiator fabB vsan 10

exit

4. Aktivieren Sie die Zoneets in Stoff B.

zoneset activate name PROD RIGHT vsan 10
end
Copy running-config startup-config



Entfernen des Quell-Arrays aus ONTAP

Die folgenden Schritte zeigen, wie Sie das Quell-Array nach Abschluss der FLI-Migration
aus dem Ziel-Array entfernen.

Schritte
1. Alle sichtbaren Quellarrays anzeigen.

DataMig-cmode: :> storage array show
Prefix Name Vendor Model Options

HIT-1 HITACHI DF600F 1 HITACHI DF60O0F
2. Entfernen Sie das Quell-Speicher-Array.

DataMig-cmode: :> storage array remove -name HITACHI DF600F 1

Konfiguration des Ziel-Arrays wird entfernt

Die folgenden Schritte zeigen, wie die Ziel-Array-Konfiguration nach Abschluss der FLI-
Migration aus dem Quell-Array entfernt wird.

Schritte
. Melden Sie sich als System bei Hitachi Storage Navigator Modular an.

—_

2. Wahlen Sie AMS 2100 Array und klicken Sie auf Anzeigen und Array konfigurieren.
3. Melden Sie sich mit root an.

4. Erweitern Sie Gruppen und wahlen Sie Host Groups.

5. Wahlen Sie cDOT_FLI Host Group und klicken Sie auf Host Group l6schen.
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6. Bestatigen Sie das Léschen der Host-Gruppe.



71 aelet m Flosk Groap - PortiA] F - Sopilla Deefas

n [F2090. 1 200 | 5 o e i W R S ], sl gL i
HSNM2 HITACHI
Delete Host Group = PortDA:012

& Coenflrm host growp debetion.
1 thie host groop b deleted, access from hosts assoclated weith the host group s

dended.
VO CANNOT LN THIE OPERATION

Canliive | | atmak

Dokumentation der neu migrierten Umgebung

Sie mussen die ausgeben AutoSupport Befehl zur Dokumentation der
Kundenumgebung.

Um die Kundenumgebung zu dokumentieren, gehen Sie wie folgt vor:

Schritte
1. Geben Sie an aus AutoSupport Befehl zum Dokumentieren der endgiiltigen Konfiguration.

B9CModeCluster::*> autosupport invoke -node DataMig-cmode-01 -type all
-message “migration-final”

2. Vollstandige Dokumentation der neu migrierten Umgebung
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