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Heilt die Konfiguration

Reparieren Sie die Konfiguration in einer MetroCluster FC-
Konfiguration

Reparieren der Konfiguration in einer MetroCluster FC-Konfiguration

Nach einer Umschaltung missen Sie die MetroCluster Funktionen speziell mit den
Heilungsoperationen wiederherstellen.

» Eine Umschaltung muss durchgefiihrt worden sein und der Uberlebende Standort muss Daten
bereitstellen.

* Nodes am Disaster-Standort miissen angehalten oder deaktiviert werden.
Sie durfen wahrend des Heilungsprozesses nicht vollstandig gestartet werden.

« Storage am Disaster-Standort muss zuganglich sein (Shelfs werden hochgefahren, funktionieren und sind
zuganglich).

* In Fabric-Attached MetroCluster-Konfigurationen missen Inter-Switch-Links (ISLs) in Betrieb sein.

* In MetroCluster-Konfigurationen mit vier Nodes durfen sich Nodes im verbleibenden Standort nicht im HA-
Failover-Zustand befinden (alle Nodes mussen fir jedes HA-Paar in Betrieb sein).

Die Reparatur muss zunachst auf den Datenaggregaten und anschlieend auf den Root-Aggregaten
durchgefiihrt werden.

Reparieren der Datenaggregate nach ausgehandelter Umschaltung

Nach Abschluss von Wartungsarbeiten oder Tests mussen die Datenaggregate repariert
werden. In diesem Prozess werden die Datenaggregate neu synchronisiert und der
Disaster-Standort wird auf den normalen Betrieb vorbereitet. Die Datenaggregate
mussen vor dem Healing der Root-Aggregate repariert werden.

Alle Konfigurationsaktualisierungen im Remote-Cluster konnten erfolgreich auf das lokale Cluster repliziert
werden. Im Rahmen dieses Verfahrens schalten Sie den Storage am Disaster Standort ein, jedoch nicht und
dirfen die Controller-Module am DR-Standort nicht hochfahren.

Schritte

1. Stellen Sie sicher, dass die Umschaltung abgeschlossen wurde, indem Sie den MetroCluster Operation
show-Befehl ausfihren.

controller A 1::> metrocluster operation show
Operation: switchover
State: successful
Start Time: 7/25/2014 20:01:48
End Time: 7/25/2014 20:02:14

Errors: -



2. Synchronisieren Sie die Datenaggregate neu, indem Sie den Befehl MetroCluster Heal -Phase Aggregate
aus dem verbleibenden Cluster ausfiihren.

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

Wenn das Heilen vetoed ist, haben Sie die Méglichkeit, den befehl MetroCluster Heal mit dem Parameter
--override-vetoes erneut auszugeben. Wenn Sie diesen optionalen Parameter verwenden, Uberschreibt
das System alle weichen Vetos, die die Heilung verhindern.

3. Uberpriifen Sie, ob der Vorgang abgeschlossen wurde, indem Sie den Befehl ,MetroCluster Operation
show* ausflihren.

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2014 18:45:55
End Time: 7/25/2014 18:45:56

Errors: -

4. Uberpriifen Sie den Status der Aggregate, indem Sie den Befehl ,show* fiir das Storage-Aggregat
ausfuhren.

controller A 1::> storage aggregate show

Aggregate Size Available Used$% State #Vols Nodes RAID
Status
aggr b2 227.1GB 227.1GB % online 0 mccl-a2

raid dp, mirrored, normal...

5. Wenn Storage am Disaster Standort ausgetauscht wurde, missen eventuell die Aggregate neu gespiegelt
werden.

Heilen der Root-Aggregate nach ausgehandelter Umschaltung

Nachdem die Datenaggregate geheilt wurden, mussen Sie die Root-Aggregate heilen,
um den Switchback-Betrieb zu ermoglichen.

Die Datenaggregationsphase des MetroCluster-Heilungsprozesses muss erfolgreich abgeschlossen sein.

Schritte

1. Schalten Sie die gespiegelten Aggregate zuriick, indem Sie den MetroCluster Heal -Phase Root-
Aggregates-Befehl ausfiihren.



cluster A::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

Wenn das Heilen vetoed ist, haben Sie die Moglichkeit, den befehl MetroCluster Heal mit dem Parameter
--override-vetoes erneut auszugeben. Wenn Sie diesen optionalen Parameter verwenden, tberschreibt
das System alle weichen Vetos, die die Heilung verhindern.

2. Bestatigen Sie den Abschluss des Heal-Vorgangs, indem Sie den Befehl ,MetroCluster Operation show" im
gesunden Cluster ausfiihren:

cluster A::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2014 20:54:41
End Time: 7/29/2014 20:54:42
Errors: -

3. Uberpriifen und entfernen Sie ausgefallene Festplatten, die zum Disaster-Site gehéren, indem Sie den
folgenden Befehl am gesunden Standort eingeben: disk show -broken

4. Schalten Sie jedes Controller-Modul am Disaster-Standort aus oder starten Sie es.

Wenn vom System die LOADER-Eingabeaufforderung angezeigt wird, flhren Sie den aus boot ontap
Befehl.

5. Nachdem die Nodes gebootet wurden, Uberprifen Sie, ob die Root-Aggregate gespiegelt wurden.

Wenn beide Plexe vorhanden sind, erfolgt eine Neusynchronisierung automatisch, wenn die Plexe nicht
synchronisiert werden. Wenn ein Plex fehlgeschlagen ist, muss dieser Plex zerstort sein und der Spiegel
muss mit dem Storage Aggregat Mirror -aggregateaggregate-Name Befehl neu erstellt werden, um die
Mirror-Beziehung wiederherzustellen.

Reparieren der Konfiguration in einer MetroCluster IP-
Konfiguration (ONTAP 9.4 und fruher)

Sie mlssen die Aggregate heilen, um den Switchback-Betrieb zu ermdglichen.

@ Auf MetroCluster IP-Systemen mit ONTAP 9.5 wird die Reparatur automatisch durchgefiihrt,
und Sie kdnnen diese Aufgaben Uberspringen.

Vor der Durchfiihrung des Heilverfahrens muissen die folgenden Bedingungen vorliegen:
» Eine Umschaltung muss durchgefihrt worden sein und der tberlebende Standort muss Daten
bereitstellen.
« Storage-Shelfs am Disaster-Standort missen hochgefahren, funktionsfahig und zuganglich sein.

* ISLs muissen verflugbar sein und in Betrieb sein.



* Nodes im verbleibenden Standort durfen sich nicht im HA-Failover-Status befinden (beide Nodes missen
in Betrieb sein).

Diese Aufgabe bezieht sich ausschlief3lich auf MetroCluster IP-Konfigurationen, bei denen ONTAP Versionen
vor 9.5 ausgefiihrt werden.

Dieses Verfahren unterscheidet sich von dem Heilverfahren fir MetroCluster FC-Konfigurationen.

Schritte

1. Schalten Sie jedes Controller-Modul am Standort ein, der umgeschaltet wurde, und lassen Sie ihn
vollstandig booten.

Wenn vom System die LOADER-Eingabeaufforderung angezeigt wird, fihren Sie den aus boot ontap
Befehl.

2. Durchfiihren der Heilungsphase des Root-Aggregats: metrocluster heal root-aggregates

cluster A::> metrocluster heal root-aggregates
[Job 137] Job succeeded: Heal Root-Aggregates is successful

Wenn das Heilen vetoed ist, haben Sie die Moglichkeit, den befehl MetroCluster-Root-Aggregate heilen mit
dem Parameter --override-vetoes erneut auszufihren. Wenn Sie diesen optionalen Parameter verwenden,
Uberschreibt das System alle weichen Vetos, die die Heilung verhindern.

3. Synchronisieren Sie die Aggregate neu: metrocluster heal aggregates

cluster A::> metrocluster heal aggregates
[Job 137] Job succeeded: Heal Aggregates is successful

Wenn das Heilen vetoed ist, haben Sie die Moglichkeit, den befehl MetroCluster Heal mit dem Parameter
--override-vetoes erneut auszugeben. Wenn Sie diesen optionalen Parameter verwenden, Uberschreibt
das System alle weichen Vetos, die die Heilung verhindern.

4. Bestatigen Sie den Abschluss des Heal-Vorgangs, indem Sie den Befehl ,MetroCluster Operation show" im
gesunden Cluster ausfuhren:

cluster A::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/29/2017 20:54:41
End Time: 7/29/2017 20:54:42

Errors: -
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