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Konfigurieren Sie die MetroCluster Software mit
System Manager

Richten Sie eine MetroCluster IP-Site mit ONTAP System
Manager ein

Ab ONTAP 9.8 kdnnen Sie mit System Manager einen MetroCluster IP-Standort
einrichten.

Ein MetroCluster-Standort besteht aus zwei Clustern. In der Regel befinden sich die Cluster an verschiedenen
geografischen Standorten.

Bevor Sie beginnen

« Das System sollte bereits gemafl dem installiert und verkabelt sein "Installations- und Setup-Anleitung",
der mit dem System geliefert wurde.

+ Clusternetzwerkschnittstellen sollten auf jedem Knoten eines jeden Clusters fiir die Kommunikation
innerhalb des Clusters konfiguriert werden.

Weisen Sie eine Node-Management-IP-Adresse zu

Windows System

Sie sollten Ihren Windows-Computer mit dem Subnetz verbinden, mit dem die Controller verbunden sind.
Dadurch wird lhrem System automatisch eine Node-Management-IP-Adresse zugewiesen.

Schritte
1. Offnen Sie vom Windows-System aus das Laufwerk Network, um die Knoten zu erkennen.

2. Doppelklicken Sie auf den Node, um den Cluster-Setup-Assistenten zu starten.

Andere Systeme

Sie sollten die Node-Management-IP-Adresse fur einen der Nodes im Cluster konfigurieren. Sie kdnnen diese
Node-Management-IP-Adresse verwenden, um den Setup-Assistenten fir das Cluster zu starten.

"Erstellen des Clusters auf dem ersten Node"Informationen zum Zuweisen einer Node-Management-IP-
Adresse finden Sie unter.

Initialisieren und konfigurieren Sie den Cluster

Sie initialisieren den Cluster, indem Sie ein Administratorpasswort fiir das Cluster festlegen und die Cluster-
Management- und Node-Managementnetzwerke einrichten. Sie kénnen auch Dienste wie einen DNS (Domain
Name Server) konfigurieren, um Hostnamen aufzulésen, und einen NTP-Server zur Synchronisierung der Zeit.

Schritte

1. Geben Sie in einem Webbrowser die konfigurierte Node-Management-IP-Adresse ein: "<a
href="https://node-management-IP"" class="bare">https://node-management-IP"</a>

System Manager erkennt die im Cluster verbliebenen Nodes automatisch.


https://docs.netapp.com/us-en/ontap-systems/index.html
https://docs.netapp.com/us-en/ontap/software_setup/task_create_the_cluster_on_the_first_node.html

2. FUhren Sie im Fenster Storage System initialisieren folgende Schritte durch:
a. Geben Sie die Netzwerkkonfigurationsdaten des Cluster-Managements ein.
b. Geben Sie die Node-Management-IP-Adressen flr alle Nodes ein.
c. Geben Sie DNS-Details an.
d. Aktivieren Sie im Abschnitt andere das Kontrollkastchen Zeitdienst verwenden (NTP), um die

Zeitserver hinzuzuflugen.

Wenn Sie auf Absenden klicken, warten Sie, bis der Cluster erstellt und konfiguriert wurde. Anschlie3end
erfolgt ein Validierungsprozess.

Nachste Schritte

FUhren Sie nach dem Einrichten, Initialisieren und Konfigurieren beider Cluster das Verfahren
durch"MetroCluster IP-Peering einrichten"”.

Konfigurieren Sie ONTAP auf einem neuen Cluster-Video
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Richten Sie MetroCluster IP-Peering mit ONTAP System
Manager ein

Ab ONTAP 9.8 kdnnen Sie MetroCluster IP-Konfigurationsvorgange mit System Manager
managen. Nachdem Sie zwei Cluster eingerichtet haben, richten Sie Peering zwischen
ihnen ein.

Bevor Sie beginnen
Richten Sie zwei Cluster ein. Siehe "Richten Sie einen MetroCluster |P-Standort ein"Verfahren.

Bestimmte Schritte dieses Prozesses werden von verschiedenen Systemadministratoren an den


../install-ip/set-up-mcc-peering-system-manager.html
https://www.youtube.com/watch?v=PiX41bospbQ

geografischen Standorten des jeweiligen Clusters ausgefiihrt. Zur Erlauterung dieses Verfahrens werden die
Cluster ,Standort A Cluster” und ,Standort B Cluster genannt.

Fuhren Sie den Peering-Prozess von Standort A aus

Dieser Prozess wird von einem Systemadministrator an Standort A durchgefiihrt

Schritte

1.
2.

Melden Sie sich bei Site A Cluster an.
Wahlen Sie in System Manager in der linken Navigationsleiste Dashboard aus, um die Clustertbersicht
anzuzeigen.

Im Dashboard werden die Details zu diesem Cluster angezeigt (Standort A). Im Abschnitt MetroCluster
wird Standort A Cluster auf der linken Seite angezeigt.

3. Klicken Sie Auf Partner-Cluster Anhédngen.

. Geben Sie die Details der Netzwerkschnittstellen ein, die es den Knoten in Standort-A-Cluster

ermoglichen, mit den Knoten im Standort-B-Cluster zu kommunizieren.

. Klicken Sie auf Speichern und fortfahren.

. Wahlen Sie im Fenster Partner Cluster anhdangen Ich habe keine Passphrase. Auf diese Weise kénnen

Sie eine Passphrase generieren.

. Kopieren Sie die generierte Passphrase, und teilen Sie sie mit dem Systemadministrator an Standort B
. Wahlen Sie SchlieRen.

Peering-Prozess von Standort B durchfiihren

Dieser Prozess wird von einem Systemadministrator an Standort B durchgeflhrt

Schritte

1.
2.

Melden Sie sich bei Standort B-Cluster an.

Wahlen Sie in System Manager Dashboard aus, um die Clustertbersicht anzuzeigen.

Das Dashboard zeigt die Details zu diesem Cluster an (Standort B). Im Abschnitt MetroCluster wird links
Standort-B-Cluster angezeigt.

3. Klicken Sie auf Attach Partner Cluster, um den Peering-Prozess zu starten.

7.

Geben Sie die Details der Netzwerkschnittstellen ein, die es den Knoten im Cluster Standort B
ermoglichen, mit den Knoten in Standort A zu kommunizieren.

Klicken Sie auf Speichern und fortfahren.

Wahlen Sie im Fenster Partner Cluster anhangen Ich habe eine Passphrase. Auf diese Weise kdnnen
Sie die Passphrase eingeben, die Sie vom Systemadministrator an Standort A erhalten haben

Wahlen Sie Peer, um den Peering-Prozess abzuschlielen.

Was kommt als Nachstes?

Nachdem der Peering-Prozess erfolgreich abgeschlossen wurde, konfigurieren Sie die Cluster. Siehe
"Konfigurieren Sie einen MetroCluster IP-Standort".



Konfigurieren Sie eine MetroCluster IP-Site mit ONTAP
System Manager

Ab ONTAP 9.8 kdnnen Sie MetroCluster IP-Konfigurationsvorgange mit System Manager
managen. Dazu mussen zwei Cluster eingerichtet, Cluster-Peering durchgefuhrt und die
Cluster konfiguriert werden.

Bevor Sie beginnen
Gehen Sie wie folgt vor:

» "Richten Sie einen MetroCluster IP-Standort ein"

* "MetroCluster IP-Peering einrichten"

Konfigurieren Sie die Verbindung zwischen Clustern

Schritte
1. Melden Sie sich an einem der Standorte bei System Manager an, und wahlen Sie Dashboard.

Im Abschnitt MetroCluster zeigt die Grafik die beiden Cluster, die Sie fur die MetroCluster-Sites
eingerichtet und angepasst haben. Das Cluster, von dem Sie arbeiten (lokales Cluster), wird auf der linken
Seite angezeigt.

2. Klicken Sie auf MetroCluster konfigurieren. Fiihren Sie in diesem Fenster die folgenden Schritte aus:

a. Es werden die Nodes fiir jedes Cluster in der MetroCluster-Konfiguration dargestellt. Wahlen Sie in den
Dropdown-Listen die Knoten im lokalen Cluster aus, die Disaster-Recovery-Partner fir die Knoten im
Remote-Cluster sind.

b. Aktivieren Sie das Kontrollkastchen, wenn Sie ONTAP Mediator konfigurieren mochten. Siehe "ONTAP
Mediator konfigurieren".

c. Wenn beide Cluster Uber eine Lizenz zur Aktivierung der Verschlisselung verfligen, wird der Abschnitt
Verschliisselung angezeigt.

Geben Sie zum Aktivieren der Verschlisselung eine Passphrase ein.

d. Aktivieren Sie das Kontrollkastchen, wenn Sie MetroCluster mit einem freigegebenen Layer-3-
Netzwerk konfigurieren mochten.

@ Die HA-Partner-Nodes und die mit den Nodes verbundenen Netzwerk-Switches missen
Uber eine passende Konfiguration verfiigen.

3. Klicken Sie auf Speichern, um die MetroCluster-Sites zu konfigurieren.

Auf dem Dashboard im Abschnitt MetroCluster zeigt die Grafik ein Hakchen auf der Verbindung zwischen
den beiden Clustern an, was auf eine gesunde Verbindung hinweist.


https://docs.netapp.com/de-de/ontap-metrocluster/install-ip/task-sm-mediator.html
https://docs.netapp.com/de-de/ontap-metrocluster/install-ip/task-sm-mediator.html
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