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ESXi
NVMe-of Host-Konfiguration fur ESXi 8.x mit ONTAP

Sie kdnnen NVMe over Fabrics (NVMe-of) auf Initiator-Hosts, die ESXi 8.x ausfuhren,
und ONTAP als Ziel konfigurieren.

Instandhaltung

* Ab ONTAP 9.16.1 ist die Speicherplatzzuweisung standardmaRig fir alle neu erstellten NVMe-
Namespaces aktiviert.

* Ab ONTAP 9.9.1 P3 wird das NVMe/FC-Protokoll fur ESXi 8 und héher unterstutzt.
* Ab ONTAP 9.10.1 wird das NVMe-/TCP-Protokoll fir ONTAP unterstutzt.

Funktionen

« ESXi Initiator-Hosts kénnen sowohl NVMe/FC- als auch FCP-Datenverkehr tber dieselben Adapter-Ports
ausfuhren. Siehe "Hardware Universe" Fur eine Liste der unterstitzten FC-Adapter und Controller. Siehe
"NetApp Interoperabilitats-Matrix-Tool" Erhalten Sie auf der aktuellen Liste der unterstitzten
Konfigurationen und Versionen.

» Fir ESXi 8.0 und hohere Versionen ist HPP (High Performance Plug-in) das Standard-Plug-in fiir NVMe
Gerate.

Bekannte Einschrankungen

* RDM-Zuordnung wird nicht unterstitzt.

NVMe/FC aktivieren

NVMe/FC ist in vSphere Versionen standardmaRig aktiviert.

Host-NQN uberpriifen

Sie mussen die NQN-Zeichenfolge des ESXi-Hosts Uberprifen und Gberprifen, ob sie mit der NQN-
Zeichenfolge des Hosts fir das entsprechende Subsystem auf dem ONTAP-Array Ubereinstimmt.

# esxcli nvme info get

Beispielausgabe:

Host NQN: ngn.2014-08.org.nvmexpress:uuid:62al19711-ba8c-475d-c954-
0000c9fla4d36

# vserver nvme subsystem host show -vserver nvme fc

Beispielausgabe:


https://hwu.netapp.com/Home/Index
https://mysupport.netapp.com/matrix/

Vserver Subsystem Host NON

nvme fc nvme ss ngn.2014-08.org.nvmexpress:uuid:62al9711-ba8c-475d-c954-
0000c9flad36

Wenn die Host-NQN-Strings nicht Ubereinstimmen, sollten Sie den verwenden vserver nvme subsystem
host add Befehl zum Aktualisieren der korrekten Host-NQN-Zeichenfolge auf dem entsprechenden ONTAP-
NVMe-Subsystem.

Konfigurieren Sie Broadcom/Emulex und Marvell/Qlogic

Der 1pfc Treiber und die glnativefc Fur Treiber in vSphere 8.x ist die NVMe/FC-Funktion standardmafig
aktiviert.

"Interoperabilitats-Matrix-Tool"Uberpriifen Sie, ob die Konfiguration mit dem Treiber oder der Firmware
unterstitzt wird.

NVMe/FC validieren
Folgende Verfahren stehen zur Validierung von NVMe/FC zur Verfligung:

Schritte
1. Uberpriifen Sie, ob der NVMe/FC-Adapter auf dem ESXi-Host aufgefiihrt ist:

# esxcli nvme adapter list
Beispielausgabe:

Adapter Adapter Qualified Name Transport Type Driver
Associated Devices

vmhba64 agn:1lpfc:1000001090579f11 FC lpfc
vmhba65 agn:1pfc:100000109b579£f12 FC lpfc
vmhba66 agn:glnativefc:2100£4e9d456e286 FC glnativefc
vmhba67 agn:glnativefc:2100f4e9d456e287 FC glnativefc

2. Uberpriifen Sie, ob die NVMe/FC-Namespaces ordnungsgemaf erstellt wurden:

Die UUIDs im folgenden Beispiel reprasentieren die NVMe/FC Namespace-Gerate.


https://mysupport.netapp.com/matrix/

# esxcfg-mpath -b
uuid.llecb7ed%9e574a0faf35ac2ecl115969d

(uuid.ll6cb7ed9%9e574a0faf35ac2ecl15969d)
vmhba64:C0:T0:L5 LUN:
20:
20:

20:
20:

20:
20:

20:
20:

00:00:24:£f:7f£:4a:50
04:d0:39:ea:3a:b2:1f

vmhba64:C0:T1:L5 LUN:

00:00:24:£f:7f£:4a:50
04:d0:39:ea:3a:b2:1f

vmhba65:C0:T1:1L5 LUN:

00:00:24:ff:7f:4a:51
04:d0:39:ea:3a:b2:1f

vmhba65:C0:TO0:L5 LUN:

00:00:24:ff:7f:4a:51
04:d0:39%9:ea:3a:b2:1f

In ONTAP 9.7 betragt die StandardblockgréfRe fiir einen NVMe/FC-Namespace 4 KB. Diese
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Standardgrofie ist nicht mit ESXi kompatibel. Daher missen Sie beim Erstellen von

Namespaces flr ESXi die Namespace-Blockgrofe auf 512B setzen. Sie konnen dies mit

dem tun vserver nvme namespace create Befehl.

Beispiel:

vserver nvme namespace create -vserver vs_ 1 -path
/vol/nsvol/namespacel -size 100g -ostype vmware -block-size 512B

Siehe "ONTAP 9 Befehlsman-Pages" Entnehmen.

3. Uberpriifen Sie den Status der einzelnen ANA-Pfade der jeweiligen NVMe/FC-Namespace-Gerate:


https://docs.netapp.com/us-en/ontap/concepts/manual-pages.html

# esxcli storage hpp path list -d uuid.df960bebb5a74a3eaaalae55e6b3411d

£fc.20000024£f£f7£4a50:21000024£ff7£4a50~-
£fc.2004d039%ea3ab21f:2005d039%ea3ab21f-
uuid.df960bebb5a74a3eaaalaeb5e6b3411d

Runtime Name: vmhba64:C0:T0:L3

Device: uuid.df960bebb5a74a3eaaalaebbebb3411d

Device Display Name: NVMe Fibre Channel Disk
(uuid.df960bebb5a74a3ecaaalae55e6b3411d)

Path State: active unoptimized
Path Config: {ANA GRP id=4,ANA GRP_state=ANO, health=UP}

£c.20000024ff7f4a51:21000024£ff7£f4a51-
£fc.2004d039%ea3ab21f:2008d039%ea3ab21f-
uuid.df960bebb5a74a3eaaalaeb5e6b3411d

Runtime Name: vmhba65:C0:T1:L3

Device: uuid.df960bebbba74a3eaaalaeb55e6b3411d

Device Display Name: NVMe Fibre Channel Disk
(uuid.df960bebbb5a74a3caaalae55e06b3411d)

Path State: active
Path Config: {ANA GRP id=4,ANA GRP_state=AO, health=UP}

£fc.20000024£f£f7£4a51:21000024ff7f4a51~
£c.2004d039%ea3ab21f:2006d039%ea3ab21f-
uuid.df960bebb5a74a3eaaalaeb5e6b3411d

Runtime Name: vmhba65:C0:T0:L3

Device: uuid.df960bebb5a74a3eaaalaebbebb3411d

Device Display Name: NVMe Fibre Channel Disk
(uuid.df960bebb5a74a3eaaalaeb5e6b3411d)

Path State: active unoptimized
Path Config: {ANA GRP id=4,ANA GRP_state=ANO, health=UP}

£c.20000024ff7f4a50:21000024££f7£f4a50-
£fc.2004d039%ea3ab21f:2007d039%ea3ab21f-
uuid.df960bebb5a74a3ecaaalaebbe6b3411d

Runtime Name: vmhba64:C0:T1:L3

Device: uuid.df960bebb5a74a3eaaalae55e6b3411d

Device Display Name: NVMe Fibre Channel Disk
(uuid.df960bebbba74a3caaalae55e0b3411d)

Path State: active
Path Config: {ANA_GRP_id:4,ANA_GRP_state=AO,health=UP}



Konfiguration von NVMe/TCP

In ESXi 8.x werden die erforderlichen NVMe/TCP-Module standardmafig geladen. Informationen zur
Konfiguration des Netzwerks und des NVMe/TCP-Adapters finden Sie in der VMware vSphere-Dokumentation.

NVMe/TCP validieren
Zur Validierung von NVMe/TCP gehen Sie wie folgt vor.

Schritte
1. Uberpriifen Sie den Status des NVMe/TCP-Adapters:

esxcli nvme adapter list

Beispielausgabe:

Adapter Adapter Qualified Name Transport Type Driver
Associated Devices

vmhba65 agn:nvmetcp:ec-2a-72-0f-e2-30-T TCP nvmetcp
vmnicO
vmhba66 agn:nvmetcp:34-80-0d4d-30-d1-a0-T TCP nvmetcp
vmnic?2
vmhba67 agn:nvmetcp:34-80-0d-30-dl1-al-T TCP nvmetcp
vmnic3

2. Liste der NVMe/TCP-Verbindungen abrufen:

esxcli nvme controller list

Beispielausgabe:



Name Controller Number
Adapter Transport Type Is Online Is VVOL

ngn.2014-08.org.nvmexpress.discovery#vmhba64#192.168.100.166:8009 256

vmhba64 TCP true false

ngn.1992-
08.com.netapp:sn.89%pbla28a89%alled8a88d03%ea263f93:subsystem.nvme ss#vmhb
a644192.168.100.165:4420 258 vmhba64 TCP true false

ngn.1992-
08.com.netapp:sn.89pbla28a89alled8a88d039%ea263f93:subsystem.nvme ss#vmhb
a64#192.168.100.168:4420 259 vmhba64 TCP true false

ngn.1992-
08.com.netapp:sn.89%pbla28a89%alled8a88d03%ea263f93:subsystem.nvme ss#vmhb
a64#192.168.100.166:4420 260 vmhba64 TCP true false
ngn.2014-08.org.nvmexpress.discovery#vmhba64#192.168.100.165:8009 261
vmhba64 TCP true false
ngn.2014-08.org.nvmexpress.discovery#vmhba65#192.168.100.155:8009 262
vmhba65 TCP true false

ngn.1992-
08.com.netapp:sn.89%bla28a89%alled8a88d039%ea263f93:subsystem.nvme ss#vmhb
a64#192.168.100.167:4420 264 vmhba64 TCP true false

3. Liste der Pfade zu einem NVMe-Namespace abrufen:

esxcli storage hpp path list -d uuid.£f4£f14337c3ad4a639edf0e21de8b88bf

Beispielausgabe:



tcp.vmnic2:34:80:0d:30:ca:e0-tcp.192.168.100.165:4420-
uuid.f4f14337c3ad4a639%9edf0e21de8b88bf

Runtime Name: vmhba64:C0:T0:L5

Device: uuid.f4f14337c3ad4a639edf0e21de8b88bf

Device Display Name: NVMe TCP Disk
(uuid.f4f14337c3ad4a639%9edf0e21de8b88bf)

Path State: active

Path Config: {ANA GRP id=6,ANA GRP_state=AO, health=UP}

tcp.vmnic2:34:80:0d:30:ca:e0-tcp.192.168.100.168:4420-
uuid.f4f14337c3ad4a639%df0e21de8b88bf

Runtime Name: vmhba64:C0:T3:L5

Device: uuid.f4f14337c3ad4a639edf0e21de8b88bf

Device Display Name: NVMe TCP Disk
(uuid.f4f14337c3ad4a63%edf0e21de8b88bf)

Path State: active unoptimized

Path Config: {ANA GRP id=6,ANA GRP_state=ANO, health=UP}

tcp.vmnic2:34:80:0d:30:ca:e0-tcp.192.168.100.166:4420-
uuid.f4£f14337c3ad4a639%9edf0e21de8b88bf

Runtime Name: vmhba64:C0:T2:L5

Device: uuid.f4f14337c3ad4a639edf0e21de8b88bf

Device Display Name: NVMe TCP Disk
(uuid.f4f14337c3ad4a63%edf0e21de8b88bf)

Path State: active unoptimized

Path Config: {ANA GRP id=6,ANA GRP_state=ANO, health=UP}

tcp.vmnic2:34:80:0d:30:ca:e0-tcp.192.168.100.167:4420-
uuid.f4f14337c3ad4a639%edf0e21de8b88bf

Runtime Name: vmhba64:C0:T1:L5

Device: uuid.f4f14337c3ad4a639edf0e21de8b88bf

Device Display Name: NVMe TCP Disk
(uuid.f4f14337c3ad4a639%edf0e21de8b88bf)

Path State: active

Path Config: {ANA GRP id=6,ANA GRP_state=AO, health=UP}

NVMe-Zuordnung aufheben

Der Befehl fir die NVMe Zuordnung wird fir ESXi 8.0u2 und héher mit ONTAP 9.16.1 und hoher unterstitzt.

Zuordnung wird immer fir NVMe-Namespaces aktiviert. Mit der Zuordnung von kénnen Gaste-
Betriebssysteme auch UNMAP-Vorgange (manchmal auch als TRIM bezeichnet) auf VMFS-Datastores
ausfuhren. Mithilfe von Aufzubauvorgangen kann ein Host Datenblécke identifizieren, die nicht mehr bendtigt
werden, da sie keine gultigen Daten mehr enthalten. Das Storage-System kann diese Datenblécke dann
entfernen, damit der Speicherplatz an anderer Stelle verbraucht werden kann.



Schritte
1. Uberpriifen Sie auf Inrem ESXi-Host die Einstellung fiir DSM-Zuordnung mit TP4040-Unterstiitzung:

esxcfg-advcfg -g /Scsi/NVmeUseDsmTp4040
Der erwartete Wert ist O.
2. Aktivieren Sie die Einstellung fir DSM-Zuordnung mit TP4040-Unterstutzung:
esxcfg-advcfg -s 1 /Scsi/NvmeUseDsmTp4040
3. Stellen Sie sicher, dass die Einstellung flir DSM-Zuordnung mit TP4040-Unterstltzung aktiviert ist:
esxcfg-advcfg -g /Scsi/NVmeUseDsmTp4040

Der erwartete Wert ist 1.

Weitere Informationen zur NVMe-Zuordnung in VMware vSphere finden Sie unter "Riickgewinnung von
Speicherplatz in vSphere"

Bekannte Probleme

Die NVMe-of Hostkonfiguration flir ESXi 8.x mit ONTAP weist folgende bekannte Probleme auf:

NetApp Bug Titel Beschreibung
ID

"1420654" ONTAP Node ist nicht betriebsbereit, wenn ONTAP 9.9.1 unterstitzt jetzt den NVMe

das NVMe/FC-Protokoll mit ONTAP Version Befehl ,abort“. Wenn ONTAP den Befehl

9.9.1 verwendet wird LAbbrechen® erhalt, um einen mit NVMe
fusionierten Befehl abzubrechen, der auf
seinen Partnerbefehl wartet, tritt eine ONTAP
Node-Unterbrechung auf. Das Problem wird
nur bei Hosts bemerkt, die abgesicherte
NVMe Befehle (z. B. ESX) und Fibre Channel
(FC) verwenden.

1543660 I/O-Fehler tritt auf, wenn bei Linux VMs mit Linux-VMs, die vSphere 8.x und hoher
vNVMe Adaptern lange alle Pfade ausfallen ausfihren und virtuelle NVMe-Adapter
(APD) (VNVME) verwenden, stof3en auf einen 1/O-

Fehler, da der vYNVMe-Wiederholungsvorgang
standardmafig deaktiviert ist. Um eine
Unterbrechung bei Linux VMs zu vermeiden,
auf denen altere Kernel wahrend einer Alle
Pfade unten (APD) ausgefiihrt werden, oder
eine hohe I/O-Last zu vermeiden, hat VMware
eine abstimmbare ,VSCSIDisableNvmeRetry*
eingefiihrt, um den vNVMe-
Wiederholungsvorgang zu deaktivieren.

Verwandte Informationen

"VMware vSphere mit ONTAP —" "Unterstitzung von VMware vSphere 5.x, 6.x und 7.x mit NetApp
MetroCluster (2031038)" "Unterstitzung von VMware vSphere 6.x und 7.x mit NetApp SnapMirror Active Sync"


https://techdocs.broadcom.com/us/en/vmware-cis/vsphere/vsphere/8-0/vsphere-storage-8-0/storage-provisioning-and-space-reclamation-in-vsphere/storage-space-reclamation-in-vsphere.html
https://techdocs.broadcom.com/us/en/vmware-cis/vsphere/vsphere/8-0/vsphere-storage-8-0/storage-provisioning-and-space-reclamation-in-vsphere/storage-space-reclamation-in-vsphere.html
https://mysupport.netapp.com/site/bugs-online/product/ONTAP/BURT/1420654
https://docs.netapp.com/us-en/ontap-apps-dbs/vmware/vmware-vsphere-overview.html
https://kb.vmware.com/s/article/2031038
https://kb.vmware.com/s/article/2031038
https://kb.vmware.com/s/article/83370

NVMe-of Host-Konfiguration fur ESXi 7.x mit ONTAP

Sie kdnnen NVMe over Fabrics (NVMe-of) auf Initiator-Hosts, die ESXi 7.x ausflihren,
und ONTAP als Ziel konfigurieren.

Instandhaltung

* Ab ONTAP 9.7 unterstutzt NVMe over Fibre Channel (NVMe/FC) jetzt auch VMware vSphere Versionen.
* Ab 7.0U3c wird die NVMe/TCP Funktion flr den ESXi Hypervisor unterstitzt.
* Ab ONTAP 9.10.1 wird die NVMe/TCP Funktion fir ONTAP unterstitzt.

Funktionen

* Auf dem ESXi-Initiator-Host kann NVMe/FC- und FCP-Datenverkehr Uber dieselben Adapter-Ports
ausgefihrt werden. Eine Liste der unterstiitzten FC-Adapter und Controller finden Sie im "Hardware
Universe" . Die aktuelle Liste der unterstiitzten Konfigurationen und Versionen finden Sie
im"Interoperabilitats-Matrix-Tool".

* Ab ONTAP 9.9.1 P3 wird die NVMe/FC-Funktion fir ESXi 7.0 Update 3 unterstitzt.
* FUr ESXi 7.0 und neuere Versionen ist HPP (High Performance Plugin) das Standard-Plug-in fir NVMe-

Gerate.
Bekannte Einschrankungen

Die folgenden Konfigurationen werden nicht unterstitzt:

* RDM-Zuordnung
* VVols

NVMe/FC aktivieren

1. Uberprifen Sie den NQN-String des ESXi-Hosts und vergewissern Sie sich, dass er mit der NQN-
Zeichenfolge des Hosts fiir das entsprechende Subsystem im ONTAP-Array Ubereinstimmt:

# esxcli nvme info get
Host NQN: ngn.2014-08.com.vmware:nvme:nvme-esx

# vserver nvme subsystem host show -vserver vserver nvme
Vserver Subsystem Host NON

vserver nvme ss_vserver nvme ngn.2014-08.com.vmware:nvme:nvme-esx

Konfigurieren Sie Broadcom/Emulex

1. Uberpriifen Sie, ob die Konfiguration mit dem erforderlichen Treiber/der erforderlichen Firmware unterstiitzt
wird, indem Sie auf "Interoperabilitats-Matrix-Tool".

2. Legen Sie den Parameter Ipfc-Treiber fest 1pfc_enable fc4 type=3 NVMe/FC-Unterstiitzung in der


https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/

ermoglichen 1pfc Treiber und starten Sie den Host neu.

Ab vSphere 7.0 Update 3 werden die brcmnvme fc Treiber ist nicht mehr verfligbar. Deshalb,
@ das 1pfc Er enthalt nun die bereits mit dem bereitgestellten NVMe-over-Fibre-Channel-
Funktionen (NVMe/FC) brcmnvme fc Treiber.

Der 1pfc_enable fc4 type=3 Der Parameter ist standardmaRig fir die Adapter der
@ LPe35000-Serie eingestellt. Sie mussen den folgenden Befehl ausfihren, um ihn manuell fur
Adapter der LPe32000-Serie und der LPe31000-Serie einzustellen.

# esxcli system module parameters set -m lpfc -p lpfc enable fc4 type=3

#esxcli system module parameters list -m lpfc | grep lpfc enable fc4 type
lpfc _enable fc4 type int 3 Defines what FC4 types

are supported

fesxcli storage core adapter list
HBA Name Driver Link State UID

Capabilities Description

vmhbal lpfc link-up £c.200000109b095456£:100000109b95456f
Second Level Lun ID (0000:86:00.0) Emulex Corporation Emulex LPe36000
Fibre Channel Adapter FC HBA

vmhba? lpfc link-up £c.2000001090954570:1000001090954570
Second Level Lun ID (0000:86:00.1) Emulex Corporation Emulex LPe36000
Fibre Channel Adapter FC HBA

vmhba 64 lpfc link-up £c.200000109b095456£:100000109b95456fF

(0000:86:00.0) Emulex Corporation Emulex LPe36000 Fibre Channel Adapter
NVMe HBA

vmhba65 lpfc link-up £c.2000001090954570:1000001090954570
(0000:86:00.1) Emulex Corporation Emulex LPe36000 Fibre Channel Adapter
NVMe HBA

Konfiguration von Marvell/QLogic

Schritte

1. Uberpriifen Sie, ob die Konfiguration mit den erforderlichen Treibern/Firmware unterstiitzt wird, indem Sie
auf "Interoperabilitats-Matrix-Tool".

2. Stellen Sie die ein glnativefc Treiberparameter gl2xnvmesupport=1 NVMe/FC-Unterstiitzung in der
ermdglichen glnativefc Treiber und starten Sie den Host neu.

# esxcfg-module -s 'gl2xnvmesupport=1' glnativefc

10


https://mysupport.netapp.com/matrix/

Der glnativefc Der Treiberparameter ist flr die Adapter der Serie QLE 277x
standardmafig eingestellt. Sie missen den folgenden Befehl ausflihren, um ihn manuell fir
Adapter der Serie QLE 277x einzustellen.

esxcfg-module -1 | grep glnativefc
glnativefc 4 1912

3. Uberpriifen Sie, ob nvme auf dem Adapter aktiviert ist:

#esxcli storage core adapter list

HBA Name Driver Link State UID

Capabilities Description

vmhba3 glnativefc link-up £c.20000024f£f1817ae:21000024ff1817ae
Second Level Lun ID (0000:5e:00.0) QLogic Corp QLE2742 Dual Port 32Gb
Fibre Channel to PCIe Adapter FC Adapter

vmhba4 glnativefc link-up £fc.20000024£ff1817af:21000024£ff1817af

Second Level Lun ID (0000:5e:00.1) QLogic Corp QLE2742 Dual Port 32Gb

Fibre Channel to PCIe Adapter FC Adapter

vmhba 64 glnativefc link-up £fc.20000024ff1817ae:21000024£f£f1817ae

(0000:5e:00.0) QLogic Corp QLE2742 Dual Port 32Gb Fibre Channel to PCIe
Adapter NVMe FC Adapter

vmhba65 glnativefc link-up £fc.20000024£ff1817af:21000024£ff1817af

(0000:5e:00.1) QLogic Corp QLE2742 Dual Port 32Gb Fibre Channel to PCIe
Adapter NVMe FC Adapter

NVMe/FC validieren

1. Vergewissern Sie sich, dass der NVMe/FC-Adapter auf dem ESXi Host aufgefiihrt ist:

# esxcli nvme adapter list

Adapter Adapter Qualified Name Transport Type Driver
Associated Devices

vmhba64 agn:glnativefc:21000024£f£f1817ae FC glnativefc
vmhba65 aqgqn:glnativefc:21000024ff1817af FC glnativefc
vmhba66 agn:1pfc:100000109b579d9%¢c EFC lpfc
vmhba67 agn:1lpfc:1000001090579d9d FC lpfc

2. Vergewissern Sie sich, dass die NVMe/FC-Namespaces ordnungsgemal erstellt wurden:



Die UUIDs im folgenden Beispiel reprasentieren die NVMe/FC Namespace-Gerate.

# esxcfg-mpath -b
uuid.5084e29%a6bb24fbcabbal76eda8ecd7e

(uuid.5084e29%9a6bb24fbcabbal76eda8ecd’e)

NVMe Fibre

Channel Disk

vmmhba65:C0:TO0:L1 LUN:1 state:active fc Adapter: WWNN:
20:00:34:80:0d:6d:72:69 WWPN: 21:00:34:80:0d:6d:72:69 Target: WWNN:
20:17:00:a20:98:df:e3:d1l WWPN: 20:2f:00:a20:98:df:e3:d1
vmhba65:C0:T1:1L1 LUN:1 state:active fc Adapter: WWNN:
20:00:34:80:0d:6d:72:69 WWPN: 21:00:34:80:0d:6d:72:69 Target: WWNN:
20:17:00:a20:98:df:e3:d1l WWPN: 20:1a:00:a0:98:df:e3:d1
vmhba64:C0:TO0:L1 LUN:1 state:active fc Adapter: WWNN:
20:00:34:80:0d:6d:72:68 WWPN: 21:00:34:80:0d:6d:72:68 Target: WWNN:
20:17:00:a20:98:df:e3:d1 WWPN: 20:18:00:a20:98:df:e3:d1
vmhba64:C0:T1:1L1 LUN:1 state:active fc Adapter: WWNN:
20:00:34:80:0d:6d:72:68 WWPN: 21:00:34:80:0d:6d:72:68 Target: WWNN:
20:17:00:a20:98:df:e3:d1l WWPN: 20:19:00:a0:98:df:e3:d1

®

Beispiel

In ONTAP 9.7 betragt die StandardblockgréRe fiir einen NVMe/FC Namespace 4 KB. Diese
Standardgrofle ist nicht mit ESXi kompatibel. Wenn Sie also Namespaces fir ESXi
erstellen, missen Sie die Namespace-BlockgrofRe als 512 b festlegen. Sie kdnnen dies mit
dem tun vserver nvme namespace create Befehl.

vserver nvme namespace create -vserver vs 1 -path /vol/nsvol/namespacel -size

100g -ostype vmware -block-size 512B

Siehe "ONTAP 9 Befehlsman-Pages" Entnehmen.

3. Uberpriifen Sie den Status der einzelnen ANA-Pfade der jeweiligen NVMe/FC-Namespace-Gerate:
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esxcli storage hpp path list -d uuid.5084e29%a6bb24fbcabbal76eda8ecd’e
£c.200034800d6d7268:210034800d46d7268~

£fc.201700a098dfe3d1:201800a098dfe3dl-
uuid.5084e29%a6bb24fbcabbal76eda8ecd’e

Runtime Name: vmhba64:C0:T0:L1

Device: uuid.5084e29%a6bb24fbcabbal76eda8ecd7e

Device Display Name: NVMe Fibre Channel Disk
(uuid.5084e29%9a6bb24fbcabSbal76eda8ecd7e)

Path State: active

Path Config: {TPG id=0,TPG state=A0,RTP id=0,health=UP}

£c.200034800d6d7269:210034800d6d7269~-
£fc.201700a098dfe3d1:201a00a098dfe3dl-
uuid.5084e29%a6bb24fbcabbal76eda8ecd’e

Runtime Name: vmhba65:C0:T1:L1

Device: uuid.5084e29%a6bb24fbcabbal76eda8ecd’e

Device Display Name: NVMe Fibre Channel Disk
(uuid.5084e29%a6bb24fbcabSbal76eda8ecd’e)

Path State: active

Path Config: {TPG id=0,TPG state=A0,RTP id=0,health=UP}

£c.200034800d6d7269:210034800d6d7269~-
£c.201700a098dfe3d1:202f00a098dfe3dl-
uuid.5084e29%a6bb24fbcabbal76eda8ecd’e

Runtime Name: vmhba65:C0:T0:L1

Device: uuid.5084e29%a6bb24fbcabbal76eda8ecd7e

Device Display Name: NVMe Fibre Channel Disk
(uuid.5084e29%9a6bb24fbcabSbal76eda8ecd’e)

Path State: active unoptimized

Path Config: {TPG id=0,TPG state=ANO,RTP_ id=0, health=UP}

£c.200034800d6d7268:210034800d6d7268~-
£c.201700a098dfe3d1:201900a098dfe3dl-
uuid.5084e29%a6bb24fbcabbal76eda8ecd’e

Runtime Name: vmhba64:C0:T1:L1

Device: uuid.5084e29%a6bb24fbcabbal76eda8ecd’e

Device Display Name: NVMe Fibre Channel Disk
(uuid.5084e29%a6bb24fbcabSbal76eda8ecd’e)

Path State: active unoptimized

Path Config: {TPG id=0,TPG state=ANO,RTP id=0,health=UP}

Konfiguration von NVMe/TCP

Ab 7.0U3c werden die erforderlichen NVMe/TCP Module standardmaRig geladen. Informationen zur
Konfiguration des Netzwerks und des NVMe/TCP-Adapters finden Sie in der Dokumentation zu VMware



vSphere.

NVMe/TCP validieren

Schritte
1. Uberprifen Sie den Status des NVMe/TCP-Adapters.

[root@R650-8-45:~] esxcli nvme adapter list

Adapter Adapter Qualified Name

vmhba 64 agn:nvmetcp:34-80-0d-30-ca-e0-T
vmhba 65 agn:nvmetc:34-80-13d-30-ca-el-T
list

Transport Type Driver Associated Devices
TCP nvmetcp vmnzc?2

TCP nvmetcp vmnzc3

2. Verwenden Sie den folgenden Befehl, um die NVMe/TCP-Verbindungen aufzulisten:

[root@R650-8-45:~] esxcli nvme controller list

Name

ngn.1992-
08.com.netapp:sn.5e347cf68e0511lec9ec2d039%¢cal3ebed: subsystem.vs name tcp
ss#vmhba64#192.168.100.11:4420

ngn.1992-
08.com.netapp:sn.5e347cf68e0511lec9ec2d039%¢cal3ebed: subsystem.vs name tcp
ss#vmhba64#192.168.101.11:4420

Controller Number Adapter Transport Type IS Online

1580 vmhba 64 TCP true
1588 vmhba65 TCP true

3. Verwenden Sie den folgenden Befehl, um die Anzahl der Pfade zu einem NVMe-Namespace aufzulisten:
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[root@R650-8-45:~] esxcli storage hpp path list -d
uuid.400bf333abf74ab8b96dcl8ffadc3£99
tcp.vmnic2:34:80:0d:30:ca:eo-tcp.unknown-
uuid.400bf333abf74ab8b96dcl8ffadc3£99

Runtime Name: vmhba64:C0:T0:L3

Device: uuid.400bf333abf74ab8b96dcl8ffadc3£99

Device Display Name: NVMe TCP Disk
(uuid.400b£f333abf74ab8b9%6dcl8ffadc3£99)

Path State: active unoptimized

Path config: {TPG id=0,TPG state=ANO,RTP id=0, health=UP}

tcp.vmnic3:34:80:0d:30:ca:el-tcp.unknown-
uuid.400bf333abf74ab8b96dcl8ffadc3£99

Runtime Name: vmhba65:C0:T1:L3

Device: uuid.400bf333abf74ab8b96dcl8ffadc3£99

Device Display Name: NVMe TCP Disk
(uuid.400bf333abf74ab8b9%6dcl8ffadc3£99)

Path State: active

Path config: {TPG id=0,TPG state=A0,RTP id=0,health=UP}

Bekannte Probleme

Die NVMe-of Hostkonfiguration flir ESXi 7.x mit ONTAP weist folgende bekannte Probleme auf:

NetApp Bug Titel Behelfslosung

ID

"1420654" ONTAP Node ist nicht betriebsbereit, wenn Prifen und beheben Sie Netzwerkprobleme in
das NVMe/FC-Protokoll mit ONTAP Version der Host-Fabric. Wenn dies nicht hilft,
9.9.1 verwendet wird aktualisieren Sie auf einen Patch, der dieses

Problem behebt.

Verwandte Informationen

"VMware vSphere mit ONTAP —" "Unterstlitzung von VMware vSphere 5.x, 6.x und 7.x mit NetApp

MetroCluster (2031038)" "Unterstiitzung von VMware vSphere 6.x und 7.x mit NetApp® SnapMirror Active
Sync"
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