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Oracle Linux

Erfahren Sie mehr iber ONTAP Unterstutzung und
-Funktionen fur Oracle Linux-Hosts.

Die fur die Hostkonfiguration mit NVMe over Fabrics (NVMe-oF) unterstutzten Funktionen
variieren je nach lhrer ONTAP und Oracle Linux-Version.

Funktion

Eine sichere In-Band-Authentifizierung wird iber
NVMe/TCP zwischen einem Oracle Linux-Host und
einem ONTAP Controller unterstitzt.

NVMe/TCP ist eine vollstandig unterstitzte
Unternehmensfunktion.

NVMe/TCP stellt Namensraume unter Verwendung
des nativen nvme-c1i Paket

NVMe- und SCSI-Datenverkehr werden auf
demselben Host unterstitzt, wobei NVMe Multipath
fur NVMe-oF-Namespaces und dm-Multipath fir
SCSI-LUNs verwendet werden.

Oracle Linux
Hostversion

9.4 oder spater

9.0 oder hoher

8.2 oder spater

7.7 oder spater

ONTAP-Version

9.12.1 oder spater

9.10.1 oder spater

9.10.1 oder spater

9.4 oder spater

@ Die NetApp sanlun Das Host-Dienstprogramm wird flir NVMe-oF nicht unterstitzt. Stattdessen

kdnnen Sie das im nativen nvme-c11i fur alle NVMe-oF-Transporte.

ONTAP unterstitzt die folgenden SAN-Hostfunktionen unabhangig von der auf lnrem System ausgefiihrten

ONTAP Version.

Funktion

Die native udev-Regel im nvme-c1i Paket bietet Lastverteilung basierend auf

der Warteschlangentiefe fir NVMe-Multipathing

SAN-Booten wird durch die Verwendung des NVMe/FC-Protokolls aktiviert.

In-Kernel NVMe Multipathing fir NVMe-Namespaces ist standardmaRig aktiviert.

Oracle Linux
Hostversion

9.6 oder spater

9.5 oder spater

8.3 oder spater

Der nvme-cli Das Paket enthalt Skripte zur automatischen Verbindung, sodass 8.3 oder spater

keine Skripte von Drittanbietern bendétigt werden.

Die native udev-Regel im nvme-c1i Paket bietet Round-Robin-Lastverteilung fiir 8.3 oder spater

NVMe-Multipathing

@ Einzelheiten zu unterstitzten Konfigurationen finden Sie im"Interoperabilitats-Matrix-Tool" .


https://mysupport.netapp.com/matrix/

Was kommt als nachstes

Wenn lhre Oracle Linux-Version ... ist. Erfahren Sie mehr liber ...

9er-Serie "NVMe fur Oracle Linux 9.x konfigurieren"
8er-Serie "NVMe fir Oracle Linux 8.x konfigurieren"
7Ter-Serie "NVMe fur Oracle Linux 7.x konfigurieren"

Verwandte Informationen
"Erfahren Sie mehr UGber die Verwaltung von NVMe-Protokollen."

Konfigurieren Sie Oracle Linux 9.x mit NVMe-oF fur ONTAP
-Speicher

Oracle Linux-Hosts unterstutzen die NVMe over Fibre Channel (NVMe/FC)- und NVMe
over TCP (NVMe/TCP)-Protokolle mit Asymmetric Namespace Access (ANA). ANA bietet
Multipathing-Funktionalitat, die dem asymmetrischen logischen Einheitenzugriff (ALUA) in
iISCSI- und FCP-Umgebungen entspricht.

Erfahren Sie, wie Sie NVMe over Fabrics (NVMe-oF)-Hosts flir Oracle Linux 9.x konfigurieren. Weitere
Informationen zu Support und Funktionen finden Sie unter "Oracle Linux ONTAP Unterstiutzung und
-Funktionen"Die

NVMe-oF unter Oracle Linux 9.x weist folgende bekannte Einschrankung auf:

* Der nvme disconnect-all Dieser Befehl trennt sowohl das Root- als auch das Datendateisystem und
kann zu Systeminstabilitat fihren. Diese Meldung sollte nicht auf Systemen ausgegeben werden, die von
SAN Uber NVMe-TCP- oder NVMe-FC-Namespaces booten.

Schritt 1: Aktivieren Sie optional den SAN-Bootvorgang

Sie kénnen Ihren Host fir die Verwendung von SAN-Boot konfigurieren, um die Bereitstellung zu vereinfachen
und die Skalierbarkeit zu verbessern. Verwenden Sie die"Interoperabilitats-Matrix-Tool" um zu Uberprifen, ob
Ihr Linux-Betriebssystem, |hr Hostbusadapter (HBA), Ihre HBA-Firmware, Ihr HBA-Boot-BIOS und ONTAP
-Version das SAN-Booten unterstitzen.

Schritte
1. "Erstellen Sie einen NVMe-Namespace und ordnen Sie ihn dem Host zu" .

2. Aktivieren Sie das SAN-Booten im Server-BIOS fir die Ports, denen der SAN-Boot-Namespace
zugeordnet ist.

Informationen zum Aktivieren des HBA-BIOS finden Sie in der anbieterspezifischen Dokumentation.

3. Starten Sie den Host neu und Uberpriifen Sie, ob das Betriebssystem lauft.

Schritt 2: Installieren Sie die Oracle Linux- und NVMe-Software und liberpriifen Sie
lhre Konfiguration.

Gehen Sie wie folgt vor, um die minimal unterstitzten Oracle Linux 9.x Softwareversionen zu Uberprifen.


https://docs.netapp.com/us-en/ontap/san-admin/start-nvme-fc-service-svm-task.html
https://mysupport.netapp.com/matrix/#welcome
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html

Schritte

1. Installieren Sie Oracle Linux 9.x auf dem Server. Nach Abschluss der Installation Uberpriifen Sie, ob Sie
den angegebenen Oracle Linux 9.x-Kernel verwenden.

uname -—-r

Beispiel einer Oracle Linux-Kernelversion:

6.12.0-1.23.3.2.el19%uek.x86 64

2. Installieren Sie den nvme-c1i Paket:

rpm -galgrep nvme-cli

Das folgende Beispiel zeigt eine nvme-c1i Paketversion:

nvme-cli-2.11-5.e19.x86 64

3. Installieren Sie den 1ibnvme Paket:

rpm -galgrep libnvme

Das folgende Beispiel zeigt eine 1ibnvme Paketversion:

libnvme-1.11.1-1.e19.x86 64

4. Uberprifen Sie auf dem Oracle Linux 9.x-Host die hostngn Zeichenkette bei /etc/nvme/hostngn :

cat /etc/nvme/hostngn

Das folgende Beispiel zeigt eine hostngn Version:

ngn.2014-08.org.nvmexpress:uuid:b1d95cd0-1f7c-1lec-b8dl1-3a68dd6lalcb

5. Uberpriifen Sie im ONTAP System, ob hostngn Die Zeichenkette stimmt mit der hostngn Zeichenkette
fur das entsprechende Subsystem im ONTAP -Speichersystem:



vserver nvme subsystem host show -vserver vs 203

Beispiel anzeigen

Vserver Subsystem Priority Host NQN

vs 203 Nvmel regular ngn.2014-
08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8d1l-3a68dd6lalcb
NvmelO regular ngn.2014-
08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8d1l-3a68dd6lalcb
Nvmell regular ngn.2014-
08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8d1l-3a68dd6lalcb
Nvmel2 regular ngn.2014-
08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8d1l-3a68dd6lalcb
Nvmel3 regular ngn.2014-
08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8d1l-3a68dd6lalcb
Nvmel4 regular ngn.2014-
08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8d1l-3a68dd6lalcb

Wenn die hostnagn Zeichenfolgen nicht Ubereinstimmen, kénnen Sie den Befehl

@ verwenden, vserver modify um die Zeichenfolge auf dem entsprechenden ONTAP-
Array-Subsystem zu aktualisieren hostngn, damit sie mit der hostngn Zeichenfolge
/etc/nvme/hostngn auf dem Host Ubereinstimmt.

Schritt 3: Konfigurieren Sie NVMe/FC und NVMe/TCP

Konfigurieren Sie NVMe/FC mit Broadcom/Emulex- oder Marvell/QLogic-Adaptern oder konfigurieren Sie
NVMe/TCP mithilfe manueller Erkennungs- und Verbindungsvorgange.



NVMe/FC - Broadcom/Emulex
Konfigurieren Sie NVMe/FC fur einen Broadcom/Emulex-Adapter.

Schritte
1. Stellen Sie sicher, dass Sie das unterstitzte Adaptermodell verwenden:

a. Zeigen Sie die Modellnamen an:

cat /sys/class/scsi host/host*/modelname

Die folgende Ausgabe sollte angezeigt werden:

LPe36002-M64-D
LPe36002-M64-D

b. Zeigen Sie die Modellbeschreibungen an:

cat /sys/class/scsi_host/host*/modeldesc

Sie sollten eine Ausgabe ahnlich dem folgenden Beispiel sehen:

Fmulex LPe36002-M64-D 2-Port 64Gb Fibre Channel Adapter
Emulex LPe36002-M64-D 2-Port 64Gb Fibre Channel Adapter

2. Vergewissern Sie sich, dass Sie das empfohlene Broadcom verwenden 1pfc Firmware und Inbox-
Treiber:
a. Anzeige der Firmware-Version:
cat /sys/class/scsi_host/host*/fwrev

Das folgende Beispiel zeigt Firmware-Versionen:

14.4.576.17, sli-4:6:d
14.4.576.17, sli-4:6:d

b. Zeigen Sie die Posteingangstreiberversion an:

cat /sys/module/lpfc/version



Das folgende Beispiel zeigt eine Treiberversion:

0:14.4.0.8

+
Die aktuelle Liste der unterstlitzten Adaptertreiber- und Firmware-Versionen finden Sie im
"Interoperabilitats-Matrix-Tool".

3. Verifizieren Sie das 1pfc_enable fc4 type Ist auf festgelegt 3:

cat /sys/module/lpfc/parameters/lpfc enable fc4 type

4. Vergewissern Sie sich, dass Sie Ihre Initiator-Ports anzeigen kénnen:

cat /sys/class/fc host/host*/<port name>

Das folgende Beispiel zeigt Portidentitaten:

0x2100f4c7aa9d7chc
0x2100f4c7aa9d7chd

5. Uberpriifen Sie, ob lhre Initiator-Ports online sind:

cat /sys/class/fc host/host*/port state

Die folgende Ausgabe sollte angezeigt werden:

Online

Online

6. Vergewissern Sie sich, dass die NVMe/FC-Initiator-Ports aktiviert sind und die Ziel-Ports sichtbar sind:

cat /sys/class/scsi host/host*/nvme info


https://mysupport.netapp.com/matrix/

Beispiel anzeigen

NVME Initiator Enabled
XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250
NVME LPORT lpfcO0 WWPN x100000620b3c0869 WWNN

DID x080e00
NVME RPORT
DID x021401
NVME RPORT
DID x02141f
NVME RPORT
DID x021429
NVME RPORT
DID x021003
NVME RPORT
DID x02100f
NVME RPORT
DID x021015

ONLINE

WWPN x2001d039eabac36f
TARGET DISCSRVC ONLINE

WWPN x20e2d039%eabac36f
TARGET DISCSRVC ONLINE

WWPN x2011d03%eabac36f
TARGET DISCSRVC ONLINE

WWPN x2002d039eabac36f
TARGET DISCSRVC ONLINE

WWPN x20e4d039%eabac36f
TARGET DISCSRVC ONLINE

WWPN x2012d03%eabac36f
TARGET DISCSRVC ONLINE

NVME Statistics

LS:
LS XMIT:

Err 00000005

CMPL:

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

x200000620b3c0869

x2000d039%eabac36f

x20e1d03%eabac36f

x2010d039%eabac36f

x2000d039%eabac36f

x20e1d039%eabac36f

x2010d039%eabac36f

Xmt 0000027ccf Cmpl 0000027cca Abort 00000014
xb 00000014 Err 00000014

Total FCP Cmpl 00000000000613ff Issue 00000000000613fc OutIO
fffffffffffffffd

abort 00000007 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000

FCP CMPL:

xb 0000000a Err 00000004

NVME Initiator Enabled
XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250
NVME LPORT lpfcl WWPN x100000620b3c086a

DID x080000
NVME RPORT
DID x021501
NVME RPORT
DID x02150f
NVME RPORT
DID x021515
NVME RPORT
DID x02110b
NVME RPORT
DID x02111f
NVME RPORT
DID x021129

ONLINE

WWPN x2004d039%eabac36f
TARGET DISCSRVC ONLINE

WWPN x20e3d039%eabac36f
TARGET DISCSRVC ONLINE

WWPN x2014d03%eabac36f
TARGET DISCSRVC ONLINE

WWPN x2003d039%eabac36f
TARGET DISCSRVC ONLINE

WWPN x20e5d039%eabac36f
TARGET DISCSRVC ONLINE

WWPN x2013d03%eabac36f
TARGET DISCSRVC ONLINE

NVME Statistics

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

x200000620b3c086a

x2000d039%eabac36f

x20e1d039%eabac36f

x2010d039%eabac36f

x2000d039%eabac36f

x20e1d039%eabac36f

%x2010d039%eabac36f



LS: Xmt 0000027ca3 Cmpl 0000027ca2 Abort 00000017
LS XMIT: Err 00000001 CMPL: xb 00000017 Err 00000017
Total FCP Cmpl 000000000006369d Issue 000000000006369a OutIO
fEfffffffffffffd

abort 00000007 noxri 00000000 nondlp 00000011 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000008 Err 0000000c

NVMe/FC - Marvell/QLogic
Konfigurieren Sie NVMe/FC fir einen Marvell/QLogic-Adapter.

Schritte

1. Vergewissern Sie sich, dass der unterstitzte Adaptertreiber und die unterstitzten Firmware-
Versionen ausgefihrt werden:

cat /sys/class/fc _host/host*/symbolic_ name

Das folgende Beispiel zeigt Treiber- und Firmware-Versionen:

QLE2872 FW:v9.15.03 DVR:v10.02.09.300-k

2. Verifizieren Sie das gl2xnvmeenable Ist festgelegt. Dadurch kann der Marvell Adapter als
NVMe/FC-Initiator verwendet werden:

cat /sys/module/glaZ2xxx/parameters/gl2xnvmeenable

Die erwartete Ausgabe ist 1.

NVMe/TCP

Das NVMe/TCP-Protokoll unterstiitzt den automatischen Verbindungsvorgang nicht. Stattdessen kénnen
Sie die NVMe/TCP-Subsysteme und Namespaces ermitteln, indem Sie den NVMe/TCP connect oder
connect-all Vorgange manuell ausfihren.

Schritte

1. Vergewissern Sie sich, dass der Initiator-Port die Daten der Erkennungsprotokollseite iber die
unterstitzten NVMe/TCP-LIFs abrufen kann:

nvme discover -t tcp -w host-traddr -a traddr



Beispiel anzeigen

nvme discover -t tcp -w 192.168.30.10 -a 192.168.30.58

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 8

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.064a9%019b3eellf09dcad03%eabac370:discovery
traddr: 192.168.31.99

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 6

trsvecid: 8009

subngn: ngn.1992-
08.com.netapp:sn.064a9p19b3eellf09dcad039%eabac370:discovery
traddr: 192.168.30.99

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 7

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.064a9%019b3eellf09dcad03%eabac370:discovery
traddr: 192.168.31.98

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tecp
adrfam: ipv4
subtype: current discovery subsystem
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treq: not specified

portid: 5

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.064a9b19b3eell1f09dcad039%eabac370:discovery
traddr: 192.168.30.98

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 8

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.064a9%p19b3eellf09dcad039%eabac370:subsystem.subs

ys_kvm
traddr: 192.168.31.99
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 6

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.064a9b19b3eellf09dcad039%eabac370:subsystem.subs

ys_kvm
traddr: 192.168.30.99
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 7

trsveid: 4420

subngn: ngn.1992-
08.com.netapp:sn.064a9%p19b3eellf09dcad039%eabac370:subsystem.subs
ys_kvm

traddr: 192.168.31.98



eflags: none
sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.064a9%019b3eellf09dcad039%eabac370:subsystem. subs

ys_ kvm
traddr: 192.168.30.98
eflags: none

sectype: none

2. Vergewissern Sie sich, dass die anderen LIF-Kombinationen des NVMe/TCP-Initiators die Daten der
Erkennungsprotokollseite erfolgreich abrufen kénnen:

nvme discover -t tcp -w host-traddr -a traddr

Beispiel anzeigen

nvme discover -t tcp -w 192.168.30.10 -a 192.168.30.58
nvme discover -t tcp -w 192.168.30.10 -a 192.168.30.59
nvme discover -t tcp -w 192.168.31.10 -a 192.168.31.58
nvme discover -t tcp -w 192.168.31.10 -a 192.168.31.59

3. Flhren Sie die aus nvme connect-all Befehl tGber alle unterstiitzten NVMe/TCP Initiator-Ziel-LIFs
der Nodes hinweg:

nvme connect-all -t tcp -w host-traddr -a traddr

Beispiel anzeigen

nvme connect-all -t tcp -w 192.168.30.10 -a 192.168.30.58
nvme connect-all -t tcp -w 192.168.30.10 -a 192.168.30.59
nvme connect-all -t tcp -w 192.168.31.10 -a 192.168.31.58
nvme connect-all -t tcp -w 192.168.31.10 -a 192.168.31.59



Ab Oracle Linux 9.4 ist die Einstellung fur NVMe/TCP ctrl loss tmo timeout ist automatisch auf ,Aus®
gestellt. Das Ergebnis:

 Es gibt keine Begrenzung fiir die Anzahl der Wiederholungsversuche (unbegrenzte Wiederholung).

* Sie missen kein bestimmtes ctrl loss tmo timeout Dauer bei Verwendung des nvme connect
oder nvme connect-all Befehle (Option -I).

* Bei den NVMe/TCP-Controllern kommt es im Falle eines Pfadausfalls nicht zu Timeouts und die
Verbindung bleibt unbegrenzt bestehen.

Schritt 4: Optional konnen Sie die iopolicy in den udev-Regeln andern.

Oracle Linux 9.x legt die Standard-10-Richtlinie fir NVMe-oF auf dem Host fest. round-robin Die 2Ab
Oracle Linux 9.6 kdnnen Sie die iopolicy dndern zu  queue-depth durch Andern der udev-
Regeldatei.

Schritte
1. Offnen Sie die Udev-Regeldatei in einem Texteditor mit Root-Rechten:

/usr/lib/udev/rules.d/71-nvmf-netapp.rules

Die folgende Ausgabe sollte angezeigt werden:

vi /usr/lib/udev/rules.d/71-nvmf-netapp.rules

2. Suchen Sie die Zeile, die die iopolicy fir den NetApp ONTAP Controller festlegt.

Das folgende Beispiel zeigt eine Beispielregel:

ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="round-robin"

3. Andern Sie die Regel so, dass round-robin wird queue-depth :

ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="queue-depth"

4. Laden Sie die udev-Regeln neu und wenden Sie die Anderungen an:

udevadm control --reload
udevadm trigger --subsystem-match=nvme-subsystem

12



5. Uberprifen Sie die aktuelle E/A-Richtlinie fiir Ihr Subsystem. Ersetzen Sie beispielsweise <subsystem>,
nvme-subsys0 Die

cat /sys/class/nvme-subsystem/<subsystem>/iopolicy
Die folgende Ausgabe sollte angezeigt werden:

queue-depth.

(D Die neue iopolicy wird automatisch auf passende NetApp ONTAP Controller-Gerate
angewendet. Es ist keine Einrichtung erforderlich.

Schritt 5: Optional: Aktivieren Sie 1 MB 1/O fiir NVMe/FC.

ONTAP meldet in den Identify Controller-Daten eine maximale Datenibertragungsgrofe (MDTS) von 8. Dies
bedeutet, dass die maximale E/A-Anforderungsgréfie bis zu 1 MB betragen kann. Um E/A-Anfragen der GroRe
1 MB fur einen Broadcom NVMe/FC-Host auszugeben, sollten Sie die 1pfc Wert des 1pfc sg seg cnt
Parameter vom Standardwert 64 auf 256.

(D Diese Schritte gelten nicht fur Qlogic NVMe/FC-Hosts.

Schritte

1. Setzen Sie den 1pfc_sg seg cnt Parameter auf 256:
cat /etc/modprobe.d/lpfc.conf
Sie sollten eine Ausgabe ahnlich dem folgenden Beispiel sehen:
options lpfc lpfc sg seg cnt=256

2. Fihren Sie den Befehl aus dracut -f, und starten Sie den Host neu.

3. Stellen Sie sicher, dass der Wert fiir 1lpfc_sg_seg_cnt 256 lautet:

cat /sys/module/lpfc/parameters/lpfc sg seg cnt

Schritt 6: NVMe-Bootdienste uberpriifen

Ab Oracle Linux 9.5 nvmefc-boot-connections.service Und nvmf-autoconnect.service Dieim
NVMe/FC enthaltenen Boot-Dienste nvme-c1i Die Pakete werden beim Systemstart automatisch aktiviert.

Uberpriifen Sie nach dem Booten, ob die nvmefc-boot-connections.service Und nvmf-
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autoconnect.service Boot-Dienste sind aktiviert.

Schritte

1. Vergewissern Sie sich, dass nvmf-autoconnect.service aktiviert ist:

systemctl status nvmf-autoconnect.service

Beispielausgabe anzeigen

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-
autoconnect.service; enabled; preset: disabled)

Active: inactive (dead) since Tue 2025-10-07 09:48:11 EDT; 1
week 0 days ago

Main PID: 2620 (code=exited, status=0/SUCCESS)
CPU: 19ms

Oct 07 09:48:11 R650xs-13-211 systemd[1l]: Starting Connect NVMe-oF
subsystems automatically during boot...

Oct 07 09:48:11 R650xs5-13-211 systemd[1l]: nvmf-autoconnect.service:
Deactivated successfully.

Oct 07 09:48:11 R650xs-13-211 systemd[1]: Finished Connect NVMe-oF
subsystems automatically during boot.

2. Vergewissern Sie sich, dass nvmefc-boot-connections.service aktiviert ist:

systemctl status nvmefc-boot-connections.service

14



Beispielausgabe anzeigen

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset: enabled)

Active: inactive (dead) since Tue 2025-10-07 09:47:07 EDT,; 1
week 0 days ago

Main PID: 1651 (code=exited, status=0/SUCCESS)
CPU: 14ms

Oct 07 09:47:07 R650xs-13-211 systemd[1]: Starting Auto-connect to
subsystems on FC-NVME devices found during boot...

Oct 07 09:47:07 R650xs-13-211 systemd[1l]: nvmefc-boot-
connections.service: Deactivated successfully.

Oct 07 09:47:07 R650xs5-13-211 systemd[1l]: Finished Auto-connect to
subsystems on FC-NVME devices found during boot.

Schritt 7: Uberpriifen Sie die Multipathing-Konfiguration

Vergewissern Sie sich, dass der in-Kernel-Multipath-Status, der ANA-Status und die ONTAP-Namespaces fiir
die NVMe-of-Konfiguration richtig sind.

Schritte
1. Vergewissern Sie sich, dass das in-Kernel NVMe Multipath aktiviert ist:

cat /sys/module/nvme core/parameters/multipath

Die folgende Ausgabe sollte angezeigt werden:

2. Vergewissern Sie sich, dass die entsprechenden NVMe-of-Einstellungen (z. B. auf NetApp ONTAP-
Controller gesetzt auf Modell und Load-Balancing-IOpolicy auf Round-Robin eingestellt) fiir die jeweiligen
ONTAP-Namespaces den Host korrekt widerspiegeln:

a. Zeigen Sie die Subsysteme an:

cat /sys/class/nvme-subsystem/nvme-subsys*/model

Die folgende Ausgabe sollte angezeigt werden:
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NetApp ONTAP Controller
NetApp ONTAP Controller

b. Zeigen Sie die Richtlinie an:

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

Sie sollten beispielsweise den fir iopolicy festgelegten Wert sehen:

queue-depth
queue-depth

3. Uberpriifen Sie, ob die Namespaces auf dem Host erstellt und richtig erkannt wurden:

nvme list

Beispiel anzeigen

Node Generic SN Model
Namespace Usage Format FW Rev
/dev/nvmel02nl /dev/ngl02nl 81LLgNYTindCAARAAAAKk NetApp ONTAP
Controller 0x1 2.25 GB / 5.37 GB 4 KiB + 0 B
9.17.1

/dev/nvmel02n2 /dev/ngl02n2 81LLgNYTindCAARAAAAk NetApp ONTAP
Controller 0x2 2.25 GB / 5.37 GB 4 KiB + 0 B
9.17.1

/dev/nvmel06nl /dev/nglO6nl 81LLgNYTindCAARAAAAS NetApp ONTAP
Controller 0x1 2.25 GB / 5.37 GB 4 KiB + 0 B
9.17.1

/dev/nvmel06n2 /dev/ngl06n2 81LLgNYTindCAARAAAAS NetApp ONTAP
Controller 0x2 2.25 GB / 5.37 GB 4 KiB + 0 B
9.17.1

4. Uberprifen Sie, ob der Controller-Status jedes Pfads aktiv ist und den korrekten ANA-Status aufweist:
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NVMe/FC

nvme list-subsys /dev/nvmedn5

Beispiel anzeigen

nvme-subsys4 - NQN=ngn.1992-
08.com.netapp:sn.f9c6d0cb4fefl11£f08579d039%eaa8138c:discovery
hostngn=ngn.2014-08.org.nvmexpress:uuid:b1d9%5cd0-1f7c-1lec-b8dl-
3a68dd6lalcb \ +- nvme2 fc traddr=nn-0x201ad039%eabac36f:pn-
0x201bd03%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5c:pn-
0x2100f4c7aa9d7c5¢c live optimized

+- nvme8 fc traddr=nn-0x201ad039%eabac36f:pn-
0x201dd03%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5d:pn-
0x2100f4c7aa9d7c5d live non-optimized

+- nvme?2 fc traddr=nn-0x201ad039%eabac36f:pn-
0x201bd03%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5c:pn-
0x2100f4c7aa9d7c5c live non-optimized

+- nvme8 fc traddr=nn-0x201ad039%eabac36f:pn-
0x201dd039%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5d:pn-
0x2100f4c7aa9d7c5d live optimized

NVMe/TCP

nvme list-subsys /dev/nvmelnl
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Beispiel anzeigen

nvme-subsys98 - NQN=ngn.1992-
08.com.netapp:sn.f9c6d0cb4fefl1£f08579d039%eaa8138c:subsystem.Nvme
9
hostngn=ngn.2014-

08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8d1l-3a68dd6lalcb
\

+- nvmelO0 fc traddr=nn-0x201ad039%eabac36f:pn-
0x201dd03%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5d:pn-
0x2100f4c7aa9d7c5d live non-optimized

+- nvmelOl fc traddr=nn-0x201ad039%eabac36f:pn-
0x201cd039%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5c:pn-
0x2100f4c7aa9d7c5¢c live non-optimized

+- nvme98 fc traddr=nn-0x201ad039%eabac36f:pn-
0x201bd039%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5c:pn-
0x2100f4c7aa9d7c5¢c live optimized

+- nvme99 fc traddr=nn-0x201ad039%eabac36f:pn-
0x201led039%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5d:pn-
0x2100f4c7aa9d7c5d live optimized

[root@SR630-13-203 ~1#

5. Vergewissern Sie sich, dass das NetApp Plug-in fir jedes ONTAP Namespace-Gerat die richtigen Werte
anzeigt:

18



Spalte

nvme netapp ontapdevices -o column

Beispiel anzeigen

Device Vserver Namespace Path NSID UUID
Size

/dev/nvmel02nl  vs_ 203 /vol/Nvmevol35/ns35 1
00e760c9-ed4ca-4d9f-bl1d4-e9a930b£53c0 5.37GB

/dev/nvmel02n2 vs 203 /vol/Nvmevol83/ns83 2

1£fa97524-7dc2-4dbc-b4cf-5dda%9e7095c0 5.37GB

JSON

nvme netapp ontapdevices -0 json

Beispiel anzeigen

"ONTAPdevices": [
{

"Device":"/dev/nvmellnl",
"Vserver":"vs 203",
"Namespace Path":"/vol/Nvmevoll6/nslé",
"NSID":1,
"UUID":"18a88771-8b5b-4eb7-bff0-2ae261£488e4",
"LBA Size":409¢,
"Namespace Size":5368709120,
"UsedBytes":2262282240,
"Version":"9.17.1"

}

Schritt 8: Einrichten einer sicheren In-Band-Authentifizierung

Eine sichere In-Band-Authentifizierung wird Gber NVMe/TCP zwischen einem Oracle Linux 9.x-Host und einem
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ONTAP Controller unterstitzt.

Jedem Host oder Controller muss ein DH-HMAC-CHAP-Schliissel zugeordnet werden, um eine sichere
Authentifizierung einzurichten. Ein DH-HMAC-CHAP-Schlissel ist eine Kombination aus dem NQN des NVMe-
Hosts oder -Controllers und einem vom Administrator konfigurierten Authentifizierungsgeheimnis. Zur
Authentifizierung seines Gegenubers muss ein NVMe-Host oder -Controller den zum Gegenulber gehérenden
Schllssel erkennen.

Schritte

Richten Sie eine sichere In-Band-Authentifizierung Uber die CLI oder eine Konfigurations-JSON-Datei ein.
Verwenden Sie eine Konfigurations-JSON-Datei, wenn Sie fir verschiedene Subsysteme unterschiedliche
DHCP-Schliissel angeben missen.
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CLI

Richten Sie die sichere bandinterne Authentifizierung Gber die CLI ein.

1. Rufen Sie die Host-NQN ab:
cat /etc/nvme/hostngn

2. Generieren Sie den DHCP-Schlussel flr den Linux-Host.

In der folgenden Ausgabe werden die Befehlsparameter beschrieben gen-dhchap-key:

nvme gen-dhchap-key -s optional secret -1 key length {32]48|64} -m
HMAC function {0]1]2]3} -n host ngn

-s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation
0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NON to use for key transformation

Im folgenden Beispiel wird ein zufalliger Dhchap-Schlissel mit HMAC auf 3 (SHA-512) generiert.

# nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c4c04£f425633
DHHC-

1:03:xhAfbADSIVLZDx1VbmMFEOASJZ3F/ERGTXhHZzZQJKgkYkTbPI9dhRyVtr4dBD+SG
1iAJO3by4FbnVtovlLmk+86+nNc6ok=:

3. Fugen Sie auf dem ONTAP-Controller den Host hinzu und geben Sie beide dhchap-Schlissel an:

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-

256 |sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit|8192-bit}

4. Ein Host unterstitzt zwei Arten von Authentifizierungsmethoden, unidirektional und bidirektional.
Stellen Sie auf dem Host eine Verbindung zum ONTAP-Controller her, und geben Sie dhchap-
Schlissel basierend auf der gewahlten Authentifizierungsmethode an:

21



nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

5. Validieren Sie den nvme connect authentication Durch Uberprifen der dhchap-Schliissel fiir
Host und Controller:

a. Uberpriifen Sie die Host-dhchap-Schliissel:

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

Beispielausgabe fiir eine unidirektionale Konfiguration anzeigen

cat /sys/class/nvme-subsystem/nvme-subsysl/nvme*/dhchap secret
DHHC-

1:03:Y5VkKkESgmtTGNAX842gemNpFK6BXYVwwngErgt 3IQKP5Fbjje\/JSBOJG
5Ea3NBLRfuiAuUSDUto6eY\/GwKoORp6AWGkw=":

DHHC-

1:03:Y5VkKkESgmtTGNAX842gemNpFK6BXYVwwngErgt 3IQKP5Fbjje\/JSBOJG
5Ea3NBLRfuiAuUSDUto6eY\/GwKORp6AWGkw=":

DHHC-

1:03:Y5VKkkESgmt TGNdX842gemNpFK6BXYVwwngErgt 3IQKP5Fbjje\/JSBOJG
5Ea3NBLRfuiAuUSDUto6eY\/GwKORp6AWGkw=":

DHHC-

1:03:Y5VkkESgmt TGNdX842gemNpFK6BXYVwwngqErgt3TIQKP5Fbjje\/JSBO]G
5Ea3NBLRfuiAuUSDUto6eY\/GwKORp6AWGkw=":

b. Uberpriifen Sie die Dhchap-Tasten des Controllers:

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret



Beispielausgabe fiir eine bidirektionale Konfiguration anzeigen

cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC-
1:03:frpL1TrnOYtcWDxPzgd4ccxUlUrH2FjV7hYw5s2XEDB+10+TJMsOwHR\ /N
FtMOnBBidx+gdoyUcC5s6h0O0tTLDGcz0Kbs=:

DHHC-
1:03:frpL1TrnOYtcWDxPzgd4ccxUlUrH2FjV7hYw5s2XEDB+10+TjMsOwHR\ /N
FtMOnBBidx+gdoyUcC5s6h0O0tTLDGcz0Kbs=:

DHHC-
1:03:frpL1TrnOYtcWDxPzgd4ccxUlUrH2FjV7hYw5s2XEDB+10+TjMsOwHR\ /N
FtMOnBBidx+gdoyUcC5s6h0O0tTLDGcz0Kbs=:

DHHC-
1:03:frpL1TrnOYtcWDxPzgd4ccxUlUrH2FjV7hYw5s2XEDB+10+TjMsOwHR\ /N
FtMOnBBidx+gdoyUcC5s6h0O0tTLDGcz0Kbs=:

JSON

Wenn in der ONTAP-Controller-Konfiguration mehrere NVMe-Subsysteme verfligbar sind, kann die Datei
mit dem nvme connect-all Befehl verwendet /etc/nvme/config. json werden.

Verwenden Sie die -o Option zum Generieren der JSON-Datei. Weitere Syntaxoptionen finden Sie auf
den Handseiten fir NVMe Connect-all.

1. Konfigurieren Sie die JSON-Datei:
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Beispiel anzeigen

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0056-
5410-8048-c4c04£425633",
"hostid":"4c4c4544-0056-5410-8048-c4c04£425633",
"dhchap key":"DHHC-
1:01:nFg06gVOFNpXqoiLOF0L+swULQpZU/PjU9v/McDeJHJTZF1F: ",
"subsystems": [
{

"ngn":"ngqn.1992-
08.com.netapp:sn.09035a8d8c8011f0ac0fd039%eabac370:subsystem.subs
ys",

"ports": [

{

"transport":"tcp",

"traddr":"192.168.30.69",

"host traddr":"192.168.30.10",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:n3F8d+bvxKW/s+1EhgXaOohI2sxrQ9iLutzduuFg49JgdjjaFtTpDS09kQ1
/bvZij+Bo3rdHh3xPXeP6adxyhcRygdds=:"

@ Im vorhergehenden Beispiel dhchap key entspricht dhchap secret und
dhchap ctrl key entspricht dhchap ctrl secret.

2. Stellen Sie mithilfe der Konfigurations-JSON-Datei eine Verbindung zum ONTAP Controller her:
nvme connect-all -J /etc/nvme/config.json
3. Uberpriifen Sie, ob die dhchap-Geheimnisse fiir die jeweiligen Controller fiir jedes Subsystem
aktiviert wurden:

a. Uberpriifen Sie die Host-dhchap-Schlissel:

cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret
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Das folgende Beispiel zeigt einen dhchap-Schlissel:
DHHC-1:01:nFg06gVOFNpXqoiLOF0L+swULQpZU/PjU9v/McDeJHJTZF1F:
b. Uberpriifen Sie die Dhchap-Tasten des Controllers:

cat /sys/class/nvme-subsystem/nvme-
subsys0/nvme0/dhchap ctrl secret

Sie sollten eine Ausgabe ahnlich dem folgenden Beispiel sehen:

DHHC-
1:03:n3F8d+bvxKW/s+1EhgXaOohI2sxrQ9iLutzduuFg49JgdjjaFtTpDS09kQl /bvZz
J+Bo3rdHh3xPXePbadxyhcRygdds=:

Schritt 9: Uberpriifen Sie die bekannten Probleme

Es sind keine Probleme bekannt.

Konfigurieren Sie Oracle Linux 8.x mit NVMe-oF fur ONTAP
-Speicher

Oracle Linux-Hosts unterstitzen die NVMe over Fibre Channel (NVMe/FC)- und NVMe
over TCP (NVMe/TCP)-Protokolle mit Asymmetric Namespace Access (ANA). ANA bietet
Multipathing-Funktionalitat, die dem asymmetrischen logischen Einheitenzugriff (ALUA) in
iISCSI- und FCP-Umgebungen entspricht.

Erfahren Sie, wie Sie NVMe over Fabrics (NVMe-oF)-Hosts flir Oracle Linux 8.x konfigurieren. Weitere
Informationen zu Support und Funktionen finden Sie unter "Oracle Linux ONTAP Unterstltzung und
-Funktionen"Die

NVMe-oF unter Oracle Linux 8.x weist folgende bekannte Einschrankungen auf:

» Das Booten von SAN Uber das NVMe-oF-Protokoll wird nicht unterstitzt.

 Die Unterstltzung fiir das NetApp sanlun Host-Dienstprogramm ist fir NVMe-oF auf einem Oracle Linux
8.x-Host nicht verfiigbar. Stattdessen kénnen Sie sich auf das NetApp Plug-in verlassen, das im nativen
nvme-cli Paket fur alle NVMe-oF-Transporte.

* Fur Oracle Linux 8.2 und friher sind native NVMe/FC-Auto-Connect-Skripte im nvme-cli-Paket nicht
verfiigbar. Verwenden Sie die vom HBA-Hersteller bereitgestellten externen Auto-Connect-Skripte.

» Bei Oracle Linux 8.2 und friiheren Versionen ist Round-Robin-Load-Balancing flir NVMe-Multipathing nicht
standardmafRig aktiviert. Um diese Funktion zu aktivieren, gehen Sie zu Schritt fUrSchreiben einer udev-
Regel Die
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Schritt 1: Installieren Sie die Oracle Linux- und NVMe-Software und uberpriifen Sie
lhre Konfiguration.

Gehen Sie wie folgt vor, um die minimal unterstiitzten Oracle Linux 8.x Softwareversionen zu Uberprfen.

Schritte

1. Installieren Sie Oracle Linux 8.x auf dem Server. Nach Abschluss der Installation Uberpriifen Sie, ob Sie
den angegebenen Oracle Linux 8.x-Kernel verwenden.

uname -—-r

Beispiel einer Oracle Linux-Kernelversion:

5.15.0-206.153.7.1.el8uek.x86 64

2. Installieren Sie den nvme-cli Paket:

rpm -galgrep nvme-cli

Das folgende Beispiel zeigt eine nvme-c1i Paketversion:

nvme-cli-1.16-9.e18.x86 64

3. Fur Oracle Linux 8.2 und friher fligen Sie die folgende Zeichenkette als separate udev-Regel hinzu fiir
/lib/udev/rules.d/71-nvme-iopolicy-netapp-ONTAP.rules Die Dies ermdglicht Round-Robin-
Lastverteilung fur NVMe-Multipath.

cat /lib/udev/rules.d/71-nvme-iopolicy-netapp-ONTAP.rules

Enable round-robin for NetApp ONTAP

ACTION=="add", SUBSYSTEMS=="nvme-subsystem", ATTRS{model}=="NetApp ONTAP
Controller", ATTR{iopolicy}="round-robin"

4. Uberpriifen Sie auf dem Oracle Linux 8.x-Host die hostngn Zeichenkette bei /etc/nvme/hostnan :

cat /etc/nvme/hostngn

Das folgende Beispiel zeigt eine hostngn Version:

ngn.2014-08.o0rg.nvmexpress:uuid:edd38060-00f7-47aa-a9dc-4d8ael0cd969%a
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5. Uberpriifen Sie im ONTAP System, ob hostngn Die Zeichenkette stimmt mit der hostngn Zeichenkette
flr das entsprechende Subsystem im ONTAP -Speichersystem:

vserver nvme subsystem host show -vserver vs coexistence LPE36002

Beispiel anzeigen

Vserver Subsystem Priority Host NOQON

vs_coexistence LPE36002
nvme
regular ngn.2014-
08.org.nvmexpress:uuid:edd38060-00f7-47aa-a%dc-4d8ae0cd969%a
nvmel
regular ngn.2014-
08.org.nvmexpress:uuid:edd38060-00f7-47aa-a%dc-4d8ae0cd969%a
nvme?2
regular ngn.2014-
08.org.nvmexpress:uuid:edd38060-00f7-47aa-a%dc-4d8ae0cd969%a
nvme3
regular ngn.2014-
08.org.nvmexpress:uuid:edd38060-00f7-47aa-a%dc-4d8ae0cd969%a
4 entries were displayed.

Wenn die hostngn Zeichenfolgen nicht Ubereinstimmen, verwenden Sie den Befehl,

@ vserver modify um die Zeichenfolge auf dem entsprechenden ONTAP-Array-Subsystem
zu aktualisieren hostngn, damit sie mit der hostngn Zeichenfolge /etc/nvme/hostngn
auf dem Host Ubereinstimmt.

6. Optional empfiehlt NetApp fur den gleichzeitigen Betrieb von NVMe- und SCSI-Datenverkehr auf
demselben Host die Verwendung des im Kernel integrierten NVMe-Multipath fir ONTAP Namespaces. dm-
multipath fir ONTAP LUNs bzw. Dies sollte die ONTAP Namensraume ausschlielen. dm-multipath
und verhindern dm-multipath von der Inanspruchnahme der ONTAP Namespace-Gerate.

a. Fuge die enable foreign Einstellung auf die /etc/multipath.conf Datei.

cat /etc/multipath.conf
defaults {
enable foreign NONE

b. Starten Sie das Geréat neu. multipathd Daemon, der die neue Einstellung anwendet.

27



systemctl restart multipathd

Schritt 2: NVMe/FC und NVMe/TCP konfigurieren

Konfigurieren Sie NVMe/FC mit Broadcom/Emulex- oder Marvell/QLogic-Adaptern oder konfigurieren Sie
NVMe/TCP mithilfe manueller Erkennungs- und Verbindungsvorgange.
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FC — Broadcom/Emulex
Konfigurieren Sie NVMe/FC fur einen Broadcom/Emulex-Adapter.

Schritte
1. Stellen Sie sicher, dass Sie das unterstitzte Adaptermodell verwenden:

a. Zeigen Sie die Modellnamen an:

cat /sys/class/scsi host/host*/modelname

Die folgende Ausgabe sollte angezeigt werden:

LPe36002-M64
LPe36002-M64

b. Zeigen Sie die Modellbeschreibungen an:

cat /sys/class/scsi_host/host*/modeldesc

Sie sollten eine Ausgabe ahnlich dem folgenden Beispiel sehen:

EFEmulex LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
Emulex LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. Vergewissern Sie sich, dass Sie das empfohlene Broadcom verwenden 1pfc Firmware und Inbox-
Treiber:
a. Anzeige der Firmware-Version:
cat /sys/class/scsi_host/host*/fwrev

Das folgende Beispiel zeigt Firmware-Versionen:

14.4.317.10, sli-4:6:d
14.4.317.10, sli-4:6:d

b. Zeigen Sie die Posteingangstreiberversion an:

cat /sys/module/lpfc/version
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Das folgende Beispiel zeigt eine Treiberversion:

0:14.2.0.13

+

Die aktuelle Liste der unterstlitzten Adaptertreiber- und Firmware-Versionen finden Sie im
"Interoperabilitats-Matrix-Tool".

3. Stellen Sie sicher, dass die 1pfc_enable fc4 type Einstellung auf 3" eingestellt ist:

cat /sys/module/lpfc/parameters/lpfc enable fc4 type

4. Vergewissern Sie sich, dass Sie Ihre Initiator-Ports anzeigen kénnen:

cat /sys/class/fc host/host*/<port name>

Das folgende Beispiel zeigt Portidentitaten:

0x100000109b£0449c
0x100000109p£0449d

5. Uberpriifen Sie, ob lhre Initiator-Ports online sind:

cat /sys/class/fc host/host*/port state

Die folgende Ausgabe sollte angezeigt werden:

Online

Online

6. Vergewissern Sie sich, dass die NVMe/FC-Initiator-Ports aktiviert sind und die Ziel-Ports sichtbar sind:

cat /sys/class/scsi host/host*/nvme info


https://mysupport.netapp.com/matrix/

Beispiel anzeigen

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x100000109bf0449c WWNN x200000109bf0449c
DID x061500 ONLINE

NVME RPORT WWPN x200bd039%eab31e9c WWNN x2005d039%9eab31le9c
DID x020e06 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2006d039%eab31e9c WWNN x2005d039%9eab3lefdc

DID x020a0a TARGET DISCSRVC ONLINE
NVME Statistics
LS: Xmt 000000002c Cmpl 000000002c Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 000000000008ffe8 Issue 000000000008ffb9 OutIO
ffffffffffffffdl
abort 0000000c noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 0000000c Err 0000000c
NVME Initiator Enabled
XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250
NVME LPORT 1lpfcl WWPN x1000001090f0449d WWNN x200000109bf0449d
DID x062d00 ONLINE

NVME RPORT WWPN x201£fd039%ecab3le9c WWNN x2005d039eab3ledc
DID x02090a TARGET DISCSRVC ONLINE
NVME RPORT WWPN x200cd039%eab31e9c WWNN x2005d039%9eab31le9c

DID x020d06 TARGET DISCSRVC ONLINE
NVME Statistics
LS: Xmt 0000000041 Cmpl 0000000041 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 00000000000936bf Issue 000000000009369a OutIO
ffffffffffffffdo
abort 00000016 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000016 Err 00000016

FC — Marvell/QLogic
Konfigurieren Sie NVMe/FC fir einen Marvell/QLogic-Adapter.

Schritte

1. Vergewissern Sie sich, dass der unterstltzte Adaptertreiber und die unterstitzten Firmware-
Versionen ausgefuhrt werden:

cat /sys/class/fc host/host*/symbolic name
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Das folgende Beispiel zeigt Treiber- und Firmware-Versionen:

QLE2772 FW:v9.15.00 DVR:v10.02.09.100-k
QLE2772 FW:v9.15.00 DVR:v10.02.09.100-k

2. Verifizieren Sie das gl2xnvmeenable Ist festgelegt. Dadurch kann der Marvell Adapter als
NVMe/FC-Initiator verwendet werden:

cat /sys/module/glaZxxx/parameters/gl2xnvmeenable

Die erwartete Ausgabe ist 1.

TCP

Das NVMe/TCP-Protokoll unterstitzt den automatischen Verbindungsvorgang nicht. Stattdessen kénnen

Sie die NVMe/TCP-Subsysteme und Namespaces ermitteln, indem Sie den NVMe/TCP connect oder
connect-all Vorgange manuell ausfihren.

1. Vergewissern Sie sich, dass der Initiator-Port die Daten der Erkennungsprotokollseite iber die
unterstitzten NVMe/TCP-LIFs abrufen kann:

nvme discover -t tcp -w <host-traddr> -a <traddr>



Beispiel anzeigen

nvme discover -t tcp -w 192.168.6.1 -a 192.168.6.24 Discovery
Log Number of Records 20, Generation counter 45

trtype: tcp

adrfam: ipv4

subtype: unrecognized

treq: not specified

portid: 6

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.e6cd438e66ac2llef%ab8d03%eab3le9d:discovery
traddr: 192.168.6.25

sectype: none

trtype: tcp

adrfam: ipv4

subtype: unrecognized

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.e6cd438e66ac211ef9ab8d039%eab31e9d:discovery
traddr: 192.168.5.24

sectype: none

trtype: tcp

adrfam: ipv4

subtype: unrecognized

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.e6cd438e66ac2llef%9ab8d039%ab3le9d:discovery
traddr: 192.168.6.24

sectype: none

trtype: tecp

adrfam: ipv4

subtype: unrecognized

treq: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.e6cd438e66ac2llef9%ab8d039%ab3le9d:discovery
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traddr: 192.168.5.25
sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 6

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.e6cd438e6b6ac2llef%ab8d039%eab31e9d:subsystem.nvme
_tcp 4

traddr: 192.168.6.25
sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treqg: not specified

portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.e6cd438e66ac21llef%ab8d039%eab31e9d:subsystem.nvme
tcp 4

2. Vergewissern Sie sich, dass alle anderen LIF-Kombinationen aus NVMe/TCP-Initiator und Ziel
erfolgreich Daten der Erkennungsprotokollseite abrufen kénnen:

nvme discover -t tcp -w <host-traddr> -a <traddr>

Beispiel anzeigen

nvme discover -t tcp -w 192.168.6.1 -a 192.168.6.24
nvme discover -t tcp -w 192.168.6.1 -a 192.168.6.25
nvme discover -t tcp -w 192.168.5.1 -a 192.168.5.24
nvme discover -t tcp -w 192.168.5.1 -a 192.168.5.25

3. Fuhren Sie die aus nvme connect-all Befehl Uber alle unterstiitzten NVMe/TCP Initiator-Ziel-LIFs
der Nodes hinweg:
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nvme connect-all -t tcp -w host-traddr -a traddr -1
<ctrl loss timeout in seconds>

Beispiel anzeigen

nvme connect-all -t tcp -w 192.168.5.1 -a 192.168.5.24
=1 =i
nvme connect-all -t tcp -w 192.168.5.1 -a 192.168.5.25
=1 =i
nvme connect-all -t tcp -w 192.168.6.1 -a 192.168.6.24
=1 =i
nvme connect-all -t tcp -w 192.168.6.1 -a 192.168.6.25
=1 =i

NetApp empfiehlt die Einstellung der ctrl-loss-tmo option Zu -1 sodass der NVMe/TCP-Initiator im
Falle eines Pfadverlusts unbegrenzt versucht, die Verbindung wiederherzustellen.

Schritt 3: Optional: Aktivieren Sie 1 MB 1/O fur NVMe/FC.

ONTAP meldet in den Identify Controller-Daten eine maximale Dateniibertragungsgrée (MDTS) von 8. Dies
bedeutet, dass die maximale E/A-Anforderungsgréfe bis zu 1 MB betragen kann. Um E/A-Anfragen der GroRe
1 MB fur einen Broadcom NVMe/FC-Host auszugeben, sollten Sie die 1pfc Wert des 1pfc_sg seg cnt
Parameter vom Standardwert 64 auf 256.

@ Diese Schritte gelten nicht fir Qlogic NVMe/FC-Hosts.

Schritte

1. Setzen Sie den 1pfc_sg seg cnt Parameter auf 256:
cat /etc/modprobe.d/lpfc.conf
Sie sollten eine Ausgabe ahnlich dem folgenden Beispiel sehen:
options lpfc lpfc sg seg cnt=256

2. Fihren Sie den Befehl aus dracut -f, und starten Sie den Host neu.

3. Stellen Sie sicher, dass der Wert fir 1lpfc_sg_seg_cnt 256 lautet:
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cat /sys/module/lpfc/parameters/lpfc sg seg cnt

Schritt 4: Uberpriifen Sie die Multipathing-Konfiguration

Vergewissern Sie sich, dass der in-Kernel-Multipath-Status, der ANA-Status und die ONTAP-Namespaces fur
die NVMe-of-Konfiguration richtig sind.

Schritte
1. Vergewissern Sie sich, dass das in-Kernel NVMe Multipath aktiviert ist:

cat /sys/module/nvme core/parameters/multipath

Die folgende Ausgabe sollte angezeigt werden:

2. Vergewissern Sie sich, dass die entsprechenden NVMe-of-Einstellungen (z. B. auf NetApp ONTAP-
Controller gesetzt auf Modell und Load-Balancing-IOpolicy auf Round-Robin eingestellt) fir die jeweiligen
ONTAP-Namespaces den Host korrekt widerspiegeln:

a. Zeigen Sie die Subsysteme an:
cat /sys/class/nvme-subsystem/nvme-subsys*/model

Die folgende Ausgabe sollte angezeigt werden:

NetApp ONTAP Controller
NetApp ONTAP Controller

b. Zeigen Sie die Richtlinie an:
cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy
Die folgende Ausgabe sollte angezeigt werden:

round-robin

round-robin

3. Uberpriifen Sie, ob die Namespaces auf dem Host erstellt und richtig erkannt wurden:
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nvme list

Beispiel anzeigen

/dev/nvmeOnl 814vWBNRwfOHAAAAAAAB NetApp ONTAP Controller
/dev/nvmeOn2 814vWBNRwfI9HAAAAAAAB NetApp ONTAP Controller
/dev/nvmeOn3 814vWBNRwfOHAAAAAAAB NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 85.90 GB / 85.90 GB 4 KiB + 0 B FFFFFFFEF
85.90 GB / 85.90 GB 24 KiB + 0 B FFFFFFFF

3 85.90 GB / 85.90 GB 4 KiB + 0 B FFFFFFFF

4. Uberprifen Sie, ob der Controller-Status jedes Pfads aktiv ist und den korrekten ANA-Status aufweist:

nvme list-subsys /dev/nvmeOnl

NVMe/FC-Beispiel anzeigen

nvme-subsys0 - NQN=ngn.1992- 08.com.netapp:
4b4d82566aabllef9ab8d039%eabl3le9d: subsystem.nvme\

+- nvmel fc traddr=nn-0x2038d039%eab3le9c:pn-0x203ad039%eab3le9c
host traddr=nn-0x200034800d756a89:pn-0x210034800d756a89 live
optimized

+- nvme2 fc traddr=nn-0x2038d039%eab3le9c:pn-0x203cd039%eab31le9c
host traddr=nn-0x200034800d756a88:pn-0x210034800d756a88 live
optimized

+- nvme3 fc traddr=nn-0x2038d039%eab31e9c:pn-0x203ed039%eab31e9c
host traddr=nn-0x200034800d756a89:pn-0x210034800d756a89 live non-
optimized

+- nvme7 fc traddr=nn-0x2038d03%eab31e9c:pn-0x2039d039%eab31e9c
host traddr=nn-0x200034800d756a88:pn-0x210034800d756a88 live non-
optimized
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NVMe/TCP-Beispiel anzeigen

nvme-subsys0 - NQN=ngn.1992- 08.com.netapp:
sn.e6c438e66ac2llef9ab8d03%eab3le9d:subsystem.nvme tcp 4

\
+- nvmel tep traddr=192.
host traddr=192.168.5.1

168.5.25 trsvcid=4420
src_addr=192.168.5.1 live

+- nvmelO tecp traddr=192.168.6.24 trsvcid=4420

host traddr=192.168.6.1
+- nvme2 tecp traddr=192.
host traddr=192.168.5.1
+- nvme9 tep traddr=192.
host traddr=192.168.6.1

src _addr=192.168.6.1 live
168.5.24 trsvcid=4420
src _addr=192.168.5.1 live
168.6.25 trsvcid=4420
src_addr=192.168.6.1 live

optimized

optimized

non-optimized

non-optimized

5. Vergewissern Sie sich, dass das NetApp Plug-in fir jedes ONTAP Namespace-Gerat die richtigen Werte
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Spalte

nvme netapp ontapdevices -o column

Beispiel anzeigen

Device Vserver Namespace Path
NSID UUID Size
/dev/nvmelOnl vs_coexistence QLE2772

/vol/fcnvme 1 1 0/fcnvme ns 1 159f9f88-be00-4828-aef6-
197d289d4bd9 10.74GB

/dev/nvmelOn?2 vs_coexistence QLE2772

/vol/fcnvme 1 1 1/fcnvme ns 2 2clef769-10c0-497d-86d7-
e8481lled2dfe 10.74GB

/dev/nvmelOn3 vs coexistence QLE2772

/vol/fcnvme 1 1 2/fcnvme ns 3 9b49bfla-8al08-4fa8-bafl-

bec6332ad5a4 10.74GB

JSON

nvme netapp ontapdevices -0 json
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Beispiel anzeigen

"ONTAPdevices" : |

{
"Device" : "/dev/nvmeOnl",
"Vserver" : "vs coexistence QLE2772",
"Namespace Path" : "/vol/fcnvme 1 1 0/fcnvme ns",
"NSID" : 1,
"UUID" : "159f9f88-be00-4828-aef6-197d289d4bdo",
"Size" : "10.74GB",
"LBA Data Size" : 4009¢,
"Namespace Size" : 2621440

by

{
"Device" : "/dev/nvmeOn2",
"Vserver" : "vs coexistence QLE2772",
"Namespace Path" : "/vol/fcnvme 1 1 1/fcnvme ns",
"NSID" : 2,
"UUID" : "2clef769-10c0-497d-86d7-e84811led2df6",
"Size" : "10.74GBR",
"LBA Data Size" : 4009¢,
"Namespace Size" : 2621440

by

{
"Device" : "/dev/nvmeOn4",
"Vserver" : "vs coexistence QLE2772",
"Namespace Path" : "/vol/fcnvme 1 1 3/fcnvme ns",
"NSID" : 4,
"UUID" : "£3572189-2968-41bc-972a-9%eed442dfaed7",
"Size" : "10.74GB",
"LBA Data Size" : 4096,
"Namespace Size" : 2621440

by

Schritt 5: Optional: Aktivieren Sie die 1-MB-E/A-GroRe.

ONTAP meldet in den Identify Controller-Daten eine maximale Datenlbertragungsgréfie (MDTS) von 8. Dies
bedeutet, dass die maximale E/A-Anforderungsgréfie bis zu 1 MB betragen kann. Um E/A-Anfragen der Groe
1 MB fur einen Broadcom NVMe/FC-Host auszugeben, sollten Sie die 1pfc Wert des 1pfc_sg seg_cnt
Parameter vom Standardwert 64 auf 256.

@ Diese Schritte gelten nicht fir Qlogic NVMe/FC-Hosts.
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Schritte
1. Setzen Sie den 1pfc_sg seg cnt Parameter auf 256:

cat /etc/modprobe.d/lpfc.conf
Sie sollten eine Ausgabe ahnlich dem folgenden Beispiel sehen:
options lpfc lpfc sg seg cnt=256

2. Fihren Sie den Befehl aus dracut -f, und starten Sie den Host neu.

3. Stellen Sie sicher, dass der Wert fir 1lpfc_sg_seg_cnt 256 lautet:

cat /sys/module/lpfc/parameters/lpfc_sg seg cnt

Schritt 6: Uberpriifen Sie die bekannten Probleme

Dies sind die bekannten Probleme:

NetApp Bug ID Titel Beschreibung

"1479047" Oracle Linux 8.x NVMe-oF-Hosts erstellen Auf NVMe-oF-Hosts kénnen Sie
doppelte Persistent Discovery Controller Folgendes verwenden: nvme discover
(PDCs). -p Befehl zum Erstellen von PDCs. Bei

Verwendung dieses Befehls sollte pro
Initiator-Ziel-Kombination nur ein PDC
erstellt werden. Wenn Sie jedoch Oracle
Linux 8.x mit einem NVMe-oF-Host
ausflhren, wird bei jeder Ausflihrung von
‘nvme discover -p ein doppelter PDC
erstellt. Dies fuhrt zu einer unnétigen
Ressourcennutzung sowohl auf dem Host-
als auch auf dem Zielsystem.

Konfigurieren Sie Oracle Linux 7.x mit NVMe-oF fur ONTAP
-Speicher

Oracle Linux-Hosts unterstitzen die NVMe over Fibre Channel (NVMe/FC)- und NVMe
over TCP (NVMe/TCP)-Protokolle mit Asymmetric Namespace Access (ANA). ANA bietet
Multipathing-Funktionalitat, die dem asymmetrischen logischen Einheitenzugriff (ALUA) in
iISCSI- und FCP-Umgebungen entspricht.

Erfahren Sie, wie Sie NVMe over Fabrics (NVMe-oF)-Hosts flr Oracle Linux 7.x konfigurieren. Weitere
Informationen zu Support und Funktionen finden Sie unter "Oracle Linux ONTAP Unterstltzung und
-Funktionen"Die
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NVMe-oF unter Oracle Linux 7.x weist folgende bekannte Einschrankungen auf:

» Das Booten von SAN Uber das NVMe-oF-Protokoll wird nicht unterstitzt.

 Die Unterstltzung fur das NetApp sanlun Host-Dienstprogramm ist fir NVMe-oF auf einem Oracle Linux
7.x-Host nicht verfiigbar. Stattdessen kdnnen Sie sich auf das NetApp Plug-in verlassen, das im nativen
nvme-cli Paket fir alle NVMe-oF-Transporte.

» Native NVMe/FC-Skripte fir automatische Verbindungen sind im nvme-cli-Paket nicht verfligbar.
Verwenden Sie die vom HBA-Anbieter bereitgestellten externen Skripts zur automatischen Verbindung.

* Round-Robin-Lastverteilung ist fir NVMe-Multipathing nicht standardmaRig aktiviert. Um diese
Funktionalitdt zu aktivieren, schreiben Sie eine udev-Regel.

Schritt 1: Installieren Sie die Oracle Linux- und NVMe-Software und uberpriifen Sie
lhre Konfiguration.

Gehen Sie wie folgt vor, um die minimal unterstitzten Oracle Linux 7.x Softwareversionen zu Uberprifen.

Schritte

1. Installieren Sie Oracle Linux 7.x auf dem Server. Nach Abschluss der Installation Uberpriifen Sie, ob Sie
den angegebenen Oracle Linux 7.x-Kernel verwenden.

uname -—r

Beispiel einer Oracle Linux-Kernelversion:

5.4.17-2011.6.2.el7uek.x86 64

2. Installieren Sie den nvme-c1i Paket:

rom -ga | grep nvme-cli

Das folgende Beispiel zeigt eine nvme-c1i Paketversion:

nvme-cli-1.8.1-3.el7.x86 64

3. Fugen Sie die folgende Zeichenkette als separate udev-Regel hinzu fiir /1ib/udev/rules.d/71-nvme-
iopolicy-netapp-ONTAP.rules Die Dies ermdglicht Round-Robin-Lastverteilung fir NVMe-Multipath.

cat /lib/udev/rules.d/71-nvme-iopolicy-netapp-ONTAP.rules

Enable round-robin for NetApp ONTAP

ACTION=="add", SUBSYSTEMS=="nvme-subsystem", ATTRS{model}=="NetApp ONTAP
Controller", ATTR{iopolicy}="round-robin"

4. Uberprifen Sie auf dem Oracle Linux 7.x-Host die hostngn Zeichenkette bei /etc/nvme/hostngn :
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cat /etc/nvme/hostngn
Das folgende Beispiel zeigt eine hostngn Version:
ngn.2014-08.org.nvmexpress:uuid:497ad959-e6d0-4987-8dc2-a89267400874

5. Uberpriifen Sie im ONTAP System, ob hostngn Die Zeichenkette stimmt mit der hostngn Zeichenkette
fur das entsprechende Subsystem im ONTAP -Speichersystem:

*> vserver nvme subsystem host show -vserver vs nvme 10

Beispiel anzeigen

Vserver Subsystem Host NON

ol 157 nvme ss 10 0
ngn.2014-08.org.nvmexpress:uuid:497ad959-e6d0-4987-8dc2-a89267400874

Wenn die hostngn Zeichenfolgen nicht Uibereinstimmen, verwenden Sie den Befehl,

@ vserver modify um die Zeichenfolge auf dem entsprechenden ONTAP-Array-Subsystem
zu aktualisieren hostngn, damit sie mit der hostngn Zeichenfolge /etc/nvme/hostngn
auf dem Host Ubereinstimmt.

6. Starten Sie den Host neu.

Schritt 2: NVMe/FC konfigurieren

Konfigurieren Sie NVMe/FC fur einen Broadcom/Emulex-Adapter.
1. Stellen Sie sicher, dass Sie das unterstitzte Adaptermodell verwenden:

a. Zeigen Sie die Modellnamen an:
cat /sys/class/scsi_host/host*/modelname
Die folgende Ausgabe sollte angezeigt werden:

LPe32002-M2
LPe32002-M2

b. Zeigen Sie die Modellbeschreibungen an:
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cat /sys/class/scsi host/host*/modeldesc

Sie sollten eine Ausgabe ahnlich dem folgenden Beispiel sehen:

Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter

. Stellen Sie sicher, dass die 1pfc_enable fc4 type Einstellung auf ,3" eingestellt ist:

cat /sys/module/lpfc/parameters/lpfc enable fcd4 type

. Installieren Sie die empfohlenen LPFC-Auto-Connect-Skripte:

rpm -ivh nvmefc-connect-12.8.264.0-1.noarch.rpm

. Uberpriifen Sie, ob die Skripte fiir die automatische Verbindung installiert sind:

rpm —-ga | grep nvmefc

Die folgende Ausgabe sollte angezeigt werden:

nvmefc-connect-12.8.264.0-1.noarch

. Uberpriifen Sie, ob Ihre Initiator-Ports online sind:

a. Den Porthamen anzeigen:

cat /sys/class/fc_host/host*/port name

Die folgende Ausgabe sollte angezeigt werden:

0x10000090faelechl
0x10000090faelec62

b. Den Portnamen anzeigen:

cat /sys/class/fc host/host*/port state



Die folgende Ausgabe sollte angezeigt werden:

Online

Online

6. Vergewissern Sie sich, dass die NVMe/FC-Initiator-Ports aktiviert sind und die Ziel-Ports sichtbar sind:

cat /sys/class/scsi host/host*/nvme info

Beispiel anzeigen

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 NVME 2947 SCSI 2947 ELS 250

NVME LPORT 1lpfcO WWPN x10000090faelec6l WWNN x20000090faelec6l DID
x012000 ONLINE

NVME RPORT WWPN x202d00a098c80f09 WWNN x202c00a098c80£f09 DID x010201
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x203100a098c80f09 WWNN x202c00a098c80£f09 DID x010601
TARGET DISCSRVC ONLINE

Schritt 3: Optional: Aktivieren Sie 1 MB 1/O fir NVMe/FC.

ONTAP meldet in den Identify Controller-Daten eine maximale Datenibertragungsgrof3e (MDTS) von 8. Dies

bedeutet, dass die maximale E/A-Anforderungsgréfe bis zu 1 MB betragen kann. Um E/A-Anfragen der GroRke

1 MB fur einen Broadcom NVMe/FC-Host auszugeben, sollten Sie die 1pfc Wert des 1pfc sg seg cnt
Parameter vom Standardwert 64 auf 256.

(D Diese Schritte gelten nicht fir Qlogic NVMe/FC-Hosts.

Schritte

1. Setzen Sie den 1pfc_sg seg cnt Parameter auf 256:
cat /etc/modprobe.d/lpfc.conf
Sie sollten eine Ausgabe ahnlich dem folgenden Beispiel sehen:
options lpfc lpfc sg seg cnt=256

2. Fihren Sie den Befehl aus dracut -f, und starten Sie den Host neu.

3. Stellen Sie sicher, dass der Wert fir 1pfc_sg _seg_cnt 256 lautet:
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cat /sys/module/lpfc/parameters/lpfc sg seg cnt

Schritt 4: Uberpriifen Sie die Multipathing-Konfiguration

Vergewissern Sie sich, dass der in-Kernel-Multipath-Status, der ANA-Status und die ONTAP-Namespaces fur
die NVMe-of-Konfiguration richtig sind.

Schritte
1. Vergewissern Sie sich, dass das in-Kernel NVMe Multipath aktiviert ist:

cat /sys/module/nvme core/parameters/multipath

Die folgende Ausgabe sollte angezeigt werden:

2. Vergewissern Sie sich, dass die entsprechenden NVMe-of-Einstellungen (z. B. auf NetApp ONTAP-
Controller gesetzt auf Modell und Load-Balancing-IOpolicy auf Round-Robin eingestellt) fir die jeweiligen
ONTAP-Namespaces den Host korrekt widerspiegeln:

a. Zeigen Sie die Subsysteme an:
cat /sys/class/nvme-subsystem/nvme-subsys*/model

Die folgende Ausgabe sollte angezeigt werden:

NetApp ONTAP Controller
NetApp ONTAP Controller

b. Zeigen Sie die Richtlinie an:
cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy
Die folgende Ausgabe sollte angezeigt werden:

round-robin

round-robin

3. Uberpriifen Sie, ob die Namespaces auf dem Host erstellt und richtig erkannt wurden:
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nvme list

Beispiel anzeigen

Node SN Model Namespace Usage Format FW Rev
/dev/nvmeOnl 80BADBKnB/JvAAAAAAAC NetApp ONTAP Controller 1 53.69 GB
/ 53.69 GB 4 KiB + 0 B FFFFFEFF

4. Uberpriifen Sie, ob der Controller-Status jedes Pfads aktiv ist und den korrekten ANA-Status aufweist:

nvme list-subsys /dev/nvmeOnl

Beispiel anzeigen

Nvme-subsysf0 - NQN=ngn.1992-
08.com.netapp:sn.341541339b9511e8a9%0500a098c80£09:subsystem.ol 157 n
vme _ss 10 0

\

+- nvmeO fc traddr=nn-0x202c00a098c80£f09:pn-0x202d00a098c80£09

host traddr=nn-0x20000090faelec6l:pn-0x10000090faeleco6l live
optimized

+- nvmel fc traddr=nn-0x207300a098dfdd91:pn-0x207600a098dfdd91

host traddr=nn-0x200000109b1c1204:pn-0x100000109b1c1204 live
inaccessible

+- nvme2 fc traddr=nn-0x207300a098dfdd91:pn-0x207500a098dfdd91l

host traddr=nn-0x200000109b1c1205:pn-0x100000109b1c1205 live
optimized

+- nvme3 fc traddr=nn-0x207300a098dfdd91:pn-0x207700a098dfdd91 host
traddr=nn-0x200000109b1c1205:pn-0x100000109b1c1205 live inaccessible

5. Vergewissern Sie sich, dass das NetApp Plug-in fir jedes ONTAP Namespace-Gerat die richtigen Werte
anzeigt:
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Spalte

nvme netapp ontapdevices -o column

Beispiel anzeigen

Device Vserver Namespace Path

NSID UUID Size

/dev/nvmeOnl vs_nvme 10
/vol/rhel 141 vol 10 0/ol 157 ns 10 O 1 55baf453-f629-
4318-9364-bbaee3f50dad 53.69GB
JSON
nvme netapp ontapdevices -o json
Beispiel anzeigen
{
"ONTAPdevices" : [
{
Device" : "/dev/nvmeOnl",
"Vserver" : "vs nvme 10",
"Namespace Path"
"/vol/rhel 141 vol 10 0/ol 157 ns 10 0",
"NSID" : 1,
"UUID"™ : "55bafd453-f629-4a18-9364-boaee3f50dad",
"Size" : "53.69GB",
"LBA Data Size" : 4096,
"Namespace Size" : 13107200

Schritt 5: Uberpriifen der bekannten Probleme

Es sind keine Probleme bekannt.
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