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SUSE Linux Enterprise Server 15

NVMe-of-Hostkonfiguration fur SUSE Linux Enterprise
Server 15 SP7 mit ONTAP

SUSE Linux Enterprise Server-Hosts unterstttzen die Protokolle NVMe over Fibre
Channel (NVMe/FC) und NVMe over TCP (NVMe/TCP) mit Asymmetric Namespace
Access (ANA). ANA bietet Multipathing-Funktionalitat, die dem asymmetrischen
logischen Einheitenzugriff (ALUA) in iSCSI- und FCP-Umgebungen entspricht.

Uber diese Aufgabe

Sie kdnnen die folgende Unterstitzung und Funktionen mit der NVMe-oF-Hostkonfiguration fiur SUSE Linux
Enterprise Server 15 SP7 verwenden. Sie sollten sich auch die bekannten Einschrankungen ansehen, bevor
Sie mit dem Konfigurationsprozess beginnen.

» Support verflugbar:

o Unterstiitzung fir NVMe over TCP (NVMe/TCP) neben NVMe over Fibre Channel (NVMe/FC) Uber
das NetApp-Plug-in im nativen nvme-c1i Paket werden ONTAP-Details sowohl fir NVMe/FC- als
auch fir NVMe/TCP-Namespaces angezeigt.

o Ausfihren von NVMe- und SCSI-Datenverkehr auf demselben Host. Sie kdnnen beispielsweise dm-
Multipath fir SCSI-mpath-Gerate flir SCSI-LUNs konfigurieren und NVMe Multipath verwenden, um
NVMe-of-Namespace-Gerate auf dem Host zu konfigurieren.

o Unterstltzung fir SAN-Booting tber das NVMe/FC-Protokoll

o Ab ONTAP 9.12.1 wird die Unterstutzung fur sichere In-Band-Authentifizierung fir NVMe/TCP und
NVMe/FC eingeflihrt. Sie kdnnen mit SUSE Linux Enterprise Server 15 SP7 eine sichere In-Band-
Authentifizierung fir NVMe/TCP und NVMe/FC verwenden.

o Unterstltzung fiur persistente Discovery-Controller (PDCs) unter Verwendung eines eindeutigen
Discovery-NQN.

o TLS 1.3-Verschlisselungsunterstiitzung fir NVMe/TCP.

° NetApp sanlun Fir NVMe-oF ist auf einem SUSE Linux Enterprise Server15 SP7-Host keine Host-
Dienstprogrammunterstitzung verfigbar. Stattdessen kénnen Sie sich auf das NetApp Plug-in
verlassen, das im nativen nvme-c1i Paket fir alle NVMe-oF-Transporte.

Weitere Informationen zu unterstiitzten Konfigurationen finden Sie im "Interoperabilitats-Matrix-Tool".

* Verfiigbare Funktionen:
> Es sind keine neuen Funktionen verfiigbar.
* Bekannte Einschrankungen

° Vermeiden Sie die Ausgabe von nvme disconnect-all Befehl auf Systemen, die von SAN uber
NVMe-TCP- oder NVMe-FC-Namespaces booten, da er sowohl Root- als auch Datendateisysteme
trennt und zu Systeminstabilitat fihren kann.

Schritt 1: Aktivieren Sie optional den SAN-Bootvorgang

Sie kénnen Ihren Host so konfigurieren, dass er SAN-Booting verwendet, um die Bereitstellung zu
vereinfachen und die Skalierbarkeit zu verbessern.


https://mysupport.netapp.com/matrix/

Bevor Sie beginnen

Uberpriifen Sie mithilfe des"Interoperabilitats-Matrix-Tool", ob Ihr Linux-Betriebssystem, Inr Host Bus Adapter
(HBA), die HBA-Firmware, das HBA-Boot-BIOS und die ONTAP-Version das Booten liber das SAN
unterstltzen.

Schritte
1. Erstellen Sie einen SAN-Boot-Namespace und ordnen Sie ihn dem Host zu.

Siehe "NVMe-Storage wird bereitgestellt".

2. Aktivieren Sie das SAN-Booten im Server-BIOS fiir die Ports, denen der SAN-Boot-Namespace
zugeordnet ist.

Informationen zum Aktivieren des HBA-BIOS finden Sie in der anbieterspezifischen Dokumentation.

3. Uberpriifen Sie, ob die Konfiguration erfolgreich war, indem Sie den Host neu starten und tberprifen, ob
das Betriebssystem ausgefuhrt wird.

Schritt 2: Softwareversionen validieren

Verwenden Sie das folgende Verfahren, um die mindestens unterstiitzten Softwareversionen von SUSE Linux
Enterprise Server 15 SP7 zu validieren.

Schritte

1. Installieren Sie SUSE Linux Enterprise Server15 SP7 auf dem Server. Uberpriifen Sie nach Abschluss der
Installation, ob Sie den angegebenen SUSE Linux Enterprise Server 15 SP7-Kernel ausfihren:

uname -—-r

Das folgende Beispiel zeigt eine Kernelversion von SUSE Linux Enterprise Server:

6.4.0-150700.53.3-default

2. Installieren Sie den nvme-c1i Paket:

rpm -ga|grep nvme-cli

Das folgende Beispiel zeigt eine nvme-c1i Paketversion:

nvme-cli-2.11+422.g9d31b1a01-150700.3.3.2.x86 64

3. Installieren Sie den 1ibnvme Paket:

rpm -galgrep libnvme


https://mysupport.netapp.com/matrix/#welcome
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html

Das folgende Beispiel zeigt eine 1ibnvme Paketversion:

libnvmel-1.11+4.ge68a9%9lae-150700.4.3.2.x86 64

4. Uberpriifen Sie auf dem Host die Hostngn-Zeichenfolge unter /etc/nvme/hostngn :

cat /etc/nvme/hostngn

Das folgende Beispiel zeigt eine hostngn Version:

ngn.2014-08.org.nvmexpress:uuid: £6517cae-3133-11e8-bbff-7ed30aefl23f

5. Uberpriifen Sie das hostngn Die Zeichenfolge entspricht der hostngn String fiir das entsprechende
Subsystem auf dem ONTAP-Array:

::> vserver nvme subsystem host show -vserver vs coexistence LPE36002

Beispiel anzeigen

Vserver Subsystem Priority Host NQN

vs coexistence LPE36002
nvme
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 1
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 2
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-0b9c04f425633
nvme 3
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633

4 entries were displayed.



Wenn der hostngn Zeichenfolgen stimmen nicht Gberein. Verwenden Sie die vserver

@ modify Befehl zum Aktualisieren des hostngn Zeichenfolge auf dem entsprechenden
ONTAP-Array-Subsystem, die dem entspricht hostngn Zeichenfolge von
/etc/nvme/hostngn Auf dem Host.

Schritt 3: NVMe/FC konfigurieren

Sie kdnnen NVMe/FC mit Broadcom/Emulex FC- oder Marvell/Qlogic FC-Adaptern konfigurieren. Sie miissen
die NVMe/TCP-Subsysteme und Namespaces auch manuell ermitteln.



Broadcom/Emulex

Konfigurieren Sie NVMe/FC fur einen Broadcom/Emulex FC-Adapter.

Schritte
1. Stellen Sie sicher, dass Sie das unterstitzte Adaptermodell verwenden:

a. Zeigen Sie die Modellnamen an:

cat /sys/class/scsi host/host*/modelname

Die folgende Ausgabe sollte angezeigt werden:

LPe36002-M64
LPe36002-M64

b. Zeigen Sie die Modellbeschreibungen an:

cat /sys/class/scsi_host/host*/modeldesc

Sie sollten eine Ausgabe ahnlich dem folgenden Beispiel sehen:

Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. Vergewissern Sie sich, dass Sie das empfohlene Broadcom verwenden 1pfc Firmware und Inbox-
Treiber:
a. Anzeige der Firmware-Version:
cat /sys/class/scsi_host/host*/fwrev

Das folgende Beispiel zeigt Firmware-Versionen:

14.4.393.25, sli-4:2:c
14.4.393.25, sli-4:2:c

b. Zeigen Sie die Posteingangstreiberversion an:

cat /sys/module/lpfc/version



Das folgende Beispiel zeigt eine Treiberversion:

0:14.4.0.8

Die aktuelle Liste der unterstlitzten Adaptertreiber- und Firmware-Versionen finden Sie im
"Interoperabilitats-Matrix-Tool".

3. Stellen Sie sicher, dass die erwartete Ausgabe von 1pfc enable fc4 type auf eingestellt ist 3:

cat /sys/module/lpfc/parameters/lpfc_enable fcd4 type

4. Vergewissern Sie sich, dass Sie |hre Initiator-Ports anzeigen kénnen:

cat /sys/class/fc_host/host*/port name

Das folgende Beispiel zeigt Portidentitaten:

0x10000090faelec88
0x10000090fae0ec89

5. Uberpriifen Sie, ob lhre Initiator-Ports online sind:

cat /sys/class/fc host/host*/port state

Die folgende Ausgabe sollte angezeigt werden:

Online

Online

6. Vergewissern Sie sich, dass die NVMe/FC-Initiator-Ports aktiviert sind und die Ziel-Ports sichtbar sind:

cat /sys/class/scsi _host/host*/nvme info


https://mysupport.netapp.com/matrix/

Beispielausgabe anzeigen

NVME Initiator Enabled
XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250
NVME LPORT lpfcO WWPN x10000090faelec88 WWNN

DID x0al300
NVME RPORT
DID x0alcO1l
NVME RPORT
DID x0alcOb
NVME RPORT
DID x0alclO
NVME RPORT
DID x0ala02
NVME RPORT
DID x0alaOb
NVME RPORT
DID x0alall

ONLINE

WWPN x23b1d039ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x22bbd039%9ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x2362d039%ea359%e4a
TARGET DISCSRVC ONLINE

WWPN x23afd039ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x22b9d039ea359%e4a
TARGET DISCSRVC ONLINE

WWPN x2360d03%ea359%e4a
TARGET DISCSRVC ONLINE

NVME Statistics

LS:
LS XMIT:

Err 00000000

CMPL:

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

x20000090faelec88

x23aed039%ea359e4a

x22b8d039%ea359%9e4a

x234ed039%ea359%e4a

x23aed039%ea359e4a

x22b8d039%ea359%9e4a

x234ed03%ea359%e4a

Xmt 0000004eal0 Cmpl 0000004eal0 Abort 00000000
xb 00000000 Err 00000000

Total FCP Cmpl 0000000000102c35 Issue 0000000000102c2d OutIO
i i i i i s i s i i

abort 00000175 noxri 00000000 nondlp 0000021d gdepth
00000000 wgerr 00000007 err 00000000

FCP CMPL:

xb 00000175 Err 0000058b

NVME Initiator Enabled
XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250
NVME LPORT lpfcl WWPN x10000090faelec89

DID x0al1200
NVME RPORT
DID x0ald0l
NVME RPORT
DID x0aldOb
NVME RPORT
DID x0aldlo
NVME RPORT
DID x0alb02
NVME RPORT
DID x0albOb
NVME RPORT
DID x0albll

ONLINE

WWPN x23b2d039ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x22bcd039ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x2363d03%ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x23b0d039%ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x22bad039ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x2361d03%ea359%e4a
TARGET DISCSRVC ONLINE

NVME Statistics

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

x20000090faelec89

x23aed039%ea359e4a

x22b8d039%ea359%9e4a

x234ed039%ea359%e4a

x23aed039%ea359e4a

x22b8d039%ea359%9e4a

x234ed039%ea359%e4a



LS: Xmt 0000004e31 Cmpl 0000004e31 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 00000000001017f2 Issue 00000000001017ef OutIO
TEfffffffffffffd

abort 0000018a noxri 00000000 nondlp 0000012e gdepth
00000000 wgerr 00000004 err 00000000
FCP CMPL: xb 0000018a Err 000005ca

Marvell/QLogic
Konfigurieren Sie NVMe/FC fir einen Marvell/QLogic-Adapter.

Schritte

1. Vergewissern Sie sich, dass der unterstitzte Adaptertreiber und die unterstitzten Firmware-
Versionen ausgefihrt werden:

cat /sys/class/fc _host/host*/symbolic_ name
Das folgende Beispiel zeigt Treiber- und Firmware-Versionen:

QLE2742 FW:v9.14.00 DVR:v10.02.09.400-k-debug
QLE2742 FW:v9.14.00 DVR:v10.02.09.400-k-debug

2. Verifizieren Sie das gl2xnvmeenable Ist festgelegt. Dadurch kann der Marvell Adapter als
NVMe/FC-Initiator verwendet werden:

cat /sys/module/glaZ2xxx/parameters/gl2xnvmeenable

Die erwartete Ausgabe ist 1.

Schritt 4: Optional 1 MB 1/O aktivieren

ONTAP meldet in den Identify Controller-Daten eine maximale Datenibertragungsgrof3e (MDTS) von 8. Dies
bedeutet, dass die maximale E/A-Anforderungsgrofie bis zu 1 MB betragen kann. Um E/A-Anfragen der GroRRe
1 MB fur einen Broadcom NVMe/FC-Host auszugeben, sollten Sie die 1pfc Wert des 1pfc sg seg cnt
Parameter vom Standardwert 64 auf 256.

(D Diese Schritte gelten nicht fur Qlogic NVMe/FC-Hosts.

Schritte

1. Setzen Sie den 1pfc_sg seg cnt Parameter auf 256:



cat /etc/modprobe.d/lpfc.conf
Sie sollten eine Ausgabe ahnlich dem folgenden Beispiel sehen:
options lpfc lpfc sg seg cnt=256

2. Fihren Sie den Befehl aus dracut -f, und starten Sie den Host neu.

3. Stellen Sie sicher, dass der Wert fir 1lpfc_sg_seg_cnt 256 lautet:

cat /sys/module/lpfc/parameters/lpfc_sg seg cnt

Schritt 5: Uberpriifen der NVMe-Bootdienste

Mit SUSE Linux Enterprise Server 15 SP7 wird die nvmefc-boot-connections.service Und nvmf-
autoconnect.service In NVMe/FC enthaltene Boot-Dienste nvme-c1i Paket wird beim Systemstart

automatisch zum Starten aktiviert. Uberpriifen Sie nach Abschluss des Systemstarts, ob die Startdienste

aktiviert sind.

Schritte

1. Vergewissern Sie sich, dass nvmf-autoconnect .service aktiviert ist:
systemctl status nvmf-autoconnect.service

Beispielausgabe anzeigen

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-autoconnect.service;
enabled; preset: enabled)

Active: inactive (dead) since Fri 2025-07-04 23:56:38 IST; 4 days
ago

Main PID: 12208 (code=exited, status=0/SUCCESS)

CPU: 62ms

Jul 04 23:56:26 localhost systemd[1l]: Starting Connect NVMe-oF
subsystems automatically during boot...

Jul 04 23:56:38 localhost systemd[1l]: nvmf-autoconnect.service:
Deactivated successfully.

Jul 04 23:56:38 localhost systemd[l]: Finished Connect NVMe-oF
subsystems automatically during boot.



2. \ergewissern Sie sich, dass nvmefc-boot-connections.service aktiviert ist:
systemctl status nvmefc-boot-connections.service

Beispielausgabe anzeigen

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset: enabled)

Active: inactive (dead) since Mon 2025-07-07 19:52:30 IST; 1 day
4h ago

Main PID: 2945 (code=exited, status=0/SUCCESS)
CPU: 1l4ms

Jul 07 19:52:30 HP-DL360-14-168 systemd[l]: Starting Auto-connect to
subsystems on FC-NVME devices found during boot...

Jul 07 19:52:30 HP-DL360-14-168 systemd[1l]: nvmefc-boot-
connections.service: Deactivated successfully.

Jul 07 19:52:30 HP-DL360-14-168 systemd[1l]: Finished Auto-connect to
subsystems on FC-NVME devices found during boot.

Schritt 6: NVMe/TCP konfigurieren

Das NVMe/TCP-Protokoll unterstiitzt den Vorgang nicht auto-connect. Stattdessen kénnen Sie die
NVMe/TCP-Subsysteme und -Namespaces erkennen, indem Sie NVMe/TCP oder connect-all Vorgange
manuell ausfihren connect.

Schritte

1. Vergewissern Sie sich, dass der Initiator-Port die Daten der Erkennungsprotokollseite iber die
unterstitzten NVMe/TCP-LIFs abrufen kann:

nvme discover -t tcp -w <host-traddr> -a <traddr>

10



Beispielausgabe anzeigen

nvme discover -t tcp -w 192.168.111.80 -a 192.168.111.70
Discovery Log Number of Records 8, Generation counter 42

trtype: tep

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd03%ab67a95:discovery
traddr: 192.168.211.71

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd03%eab67a95:discovery
traddr: 192.168.111.71

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvecid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd03%ab67a95:discovery
traddr: 192.168.211.70

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp
adrfam: ipv4

11



12

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd03%ab67a95:discovery
traddr: 192.168.111.70

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd03%ab67a95:subsystem.sample t

cp_sub
traddr: 192.168.211.71
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 3

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:subsystem.sample t

cp_sub
traddr: 192.168.111.71
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:subsystem.sample t
cp sub



traddr: 192.168.211.70
eflags: none
sectype: none

trtype: tep

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211£f0ac2bd039%ab67a95:subsystem.sample t

cp_sub
traddr: 192.168.111.70
eflags: none

sectype: none
localhost:~ #

2. Vergewissern Sie sich, dass alle anderen LIF-Kombinationen aus NVMe/TCP-Initiator und Ziel erfolgreich
Daten der Erkennungsprotokollseite abrufen kénnen:

nvme discover -t tcp -w <host-traddr> -a <traddr>

Beispiel anzeigen

nvme discover -t tcp -w 192.168.111.80 -a 192.168.111.66
nvme discover -t tcp -w 192.168.111.80 -a 192.168.111.67
nvme discover -t tcp -w 192.168.211.80 -a 192.168.211.66
nvme discover -t tcp -w 192.168.211.80 -a 192.168.211.67

3. Fuhren Sie die aus nvme connect-all Befehl Uiber alle unterstiitzten NVMe/TCP Initiator-Ziel-LIFs der

Nodes hinweg:

nvme connect-all -t tcp -w <host-traddr> -a <traddr>

13



Beispiel anzeigen

nvme connect-all -t tcp -w 192.168.111.80 -a 192.168.111.66
nvme connect-all -t tcp -w 192.168.111.80 =-a 192.168.111.67
nvme connect-all -t tcp -w 192.168.211.80 -a 192.168.211.66
nvme connect-all -t tcp -w 192.168.211.80 =-a 192.168.211.67

Ab SUSE Linux Enterprise Server 15 SP6 ist die Standardeinstellung fur NVMe/TCP ctrl-
loss—-tmo Timeout ist deaktiviert. Dies bedeutet, dass es keine Begrenzung fiir die Anzahl der

@ Wiederholungsversuche gibt (unbegrenzte Wiederholung) und Sie missen keinen bestimmten
ctrl-loss-tmo Timeout-Dauer bei Verwendung des nvme connect oder nvme connect-
all Befehle (Option -1 ). Dartber hinaus kommt es bei den NVMe/TCP-Controllern im Falle
eines Pfadfehlers nicht zu Timeouts und die Verbindung bleibt unbegrenzt bestehen.

Schritt 7: NVMe-oF validieren

Vergewissern Sie sich, dass der in-Kernel-Multipath-Status, der ANA-Status und die ONTAP-Namespaces fur
die NVMe-of-Konfiguration richtig sind.

Schritte
1. Vergewissern Sie sich, dass das in-Kernel NVMe Multipath aktiviert ist:

cat /sys/module/nvme core/parameters/multipath

Die folgende Ausgabe sollte angezeigt werden:

2. Vergewissern Sie sich, dass die entsprechenden NVMe-of-Einstellungen (z. B. auf NetApp ONTAP-
Controller gesetzt auf Modell und Load-Balancing-IOpolicy auf Round-Robin eingestellt) fiir die jeweiligen
ONTAP-Namespaces den Host korrekt widerspiegeln:

a. Zeigen Sie die Subsysteme an:
cat /sys/class/nvme-subsystem/nvme-subsys*/model

Die folgende Ausgabe sollte angezeigt werden:

NetApp ONTAP Controller
NetApp ONTAP Controller

b. Zeigen Sie die Richtlinie an:
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cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

Die folgende Ausgabe sollte angezeigt werden:

round-robin

round-robin

3. Uberpriifen Sie, ob die Namespaces auf dem Host erstellt und richtig erkannt wurden:

nvme list

Beispiel anzeigen

/dev/nvmednl 81Ix2BVuekWcAAAAAAAB NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 21.47 GB / 21.47 GB 4 KiB + 0 B FFFEFFFEE

4. Uberprifen Sie, ob der Controller-Status jedes Pfads aktiv ist und den korrekten ANA-Status aufweist:
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NVMe/FC

nvme list-subsys /dev/nvmedn5

Beispielausgabe anzeigen

nvme-subsysll4 - NQN=ngn.1992-
08.com.netapp:sn.9%e30b9760a4911£f08c87d03%ab67a95:subsystem.sles
_lel 27

hostngn=ngn.2014-
08.org.nvmexpress:uuid:£6517cae-3133-11e8-bbff-7ed30aefl23f
iopolicy=round-robin\
+- nvmelld fc traddr=nn-0x234ed039ea359%e4da:pn-
0x2360d03%ea359%e4a, host traddr=nn-0x20000090faelec88:pn-
0x10000090faelec88 live optimized
+- nvmell5 fc traddr=nn-0x234ed039ea359%e4da:pn-
0x2362d03%ea359%e4a, host traddr=nn-0x20000090faelec88:pn-
0x10000090faelec88 live non-optimized
+- nvmell6 fc traddr=nn-0x234ed039ea359%e4da:pn-
0x2361d039ea359%9e4a,host traddr=nn-0x20000090faelec89:pn-
0x10000090faelec89 live optimized
+- nvmell7 fc traddr=nn-0x234ed039ea359%e4da:pn-
0x2363d039ea359%e4a,host traddr=nn-0x20000090faelec89:pn-
0x10000090faelec89 live non-optimized

NVMe/TCP

nvme list-subsys /dev/nvme9nl



Beispielausgabe anzeigen

nvme-subsys9 - NQN=ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%eab67a95:subsystem.with
_inband with json hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33
iopolicy=round-robin

\

+- nvmelO tcp
traddr=192.168.111.71,trsvcid=4420,src_addr=192.168.111.80 live
non-optimized

+- nvmell tecp

traddr=192.168.211.70, trsvcid=4420,src_addr=192.168.211.80 live
optimized

+- nvmel2 tcp
traddr=192.168.111.70,trsvcid=4420,src_addr=192.168.111.80 live
optimized

+- nvme9 tcp
traddr=192.168.211.71,trsvcid=4420,src_addr=192.168.211.80 live
non-optimized

5. Vergewissern Sie sich, dass das NetApp Plug-in fiir jedes ONTAP Namespace-Gerat die richtigen Werte
anzeigt:



Spalte

nvme netapp ontapdevices -o column

Beispiel anzeigen

Device Vserver Namespace Path

NSID UUID Size

/dev/nvmeOnl vs 161

/vol/fc nvme voll/fc nvme nsl 1 32£fd92c7-

0797-428e-a577-£db3£14d0dc3 5.37GB

JSON

nvme netapp ontapdevices -o json

Beispiel anzeigen

"Device":"/dev/nvme98n2",

"Vserver":"vs 1l6l",

"Namespace Path":"/vol/fc nvme vol71/fc_nvme ns71",
"NSID":2,

"UUID":"39d634c4-a75e-4fbd-ab00-3£9355a26e43",
"LBA Size":4096,

"Namespace Size":5368709120,
"UsedBytes":430649344,

Schritt 8: Erstellen eines persistenten Discovery-Controllers

Ab ONTAP 9.11.1 kdnnen Sie einen Persistent Discovery Controller (PDC) fir einen SUSE Linux Enterprise
Server 15 SP7-Host erstellen. Ein PDC ist erforderlich, um das Hinzufligen oder Entfernen eines NVMe-
Subsystems sowie Anderungen an den Daten der Erkennungsprotokollseite automatisch zu erkennen.

Schritte
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1. Uberprifen Sie, ob die Daten der Erkennungsprotokollseite verfligbar sind und (ber den Initiator-Port und
die Ziel-LIF-Kombination abgerufen werden kénnen:

nvme discover -t <trtype> -w <host-traddr> -a <traddr>
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Beispielausgabe anzeigen

Discovery Log Number of Records 8, Generation counter 18

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd03%eabl0dadd:discovery
traddr: 192.168.111.66

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvecid: 8009

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%abl0dadd:discovery
traddr: 192.168.211.66

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd03%eab0dadd:discovery
traddr: 192.168.111.67

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tep
adrfam: ipv4
subtype: current discovery subsystem



treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd03%abl0dadd:discovery
traddr: 192.168.211.67

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eabl0dadd: subsystem.pdc
traddr: 192.168.111.66
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039eabl0dadd: subsystem.pdc
traddr: 192.168.211.66
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039eab0dadd: subsystem.pdc
traddr: 192.168.111.67
eflags: none

sectype: none
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2.

3.

22

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eabl0dadd: subsystem.pdc
traddr: 192.168.211.67
eflags: none

sectype: none

Erstellen Sie ein PDC fur das Erkennungs-Subsystem:

nvme discover -t <trtype> -w <host-traddr> -a <traddr> -p

Die folgende Ausgabe sollte angezeigt werden:

nvme discover -t tcp -w 192.168.111.80 -a 192.168.111.66 -p

Uberpriifen Sie vom ONTAP-Controller aus, ob das PDC erstellt wurde:

vserver nvme show-discovery-controller -instance -vserver <vserver name>



Beispielausgabe anzeigen

vserver nvme show-discovery-controller -instance -vserver vs_pdc

Vserver Name: vs pdc
Controller ID: 0101h
Discovery Subsystem NQN: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%ab0dadd:discovery
Logical Interface: 1if2
Node: A400-12-181
Host NQN: ngn.2014-
08.org.nvmexpress:uuid: 9796clec-0d34-11eb-b6b2-3a68dd3bab57
Transport Protocol: nvme-tcp
Initiator Transport Address: 192.168.111.80
Transport Service Identifier: 8009
Host Identifier: 9796clec0d341lebb6b23a68dd3bab57
Admin Queue Depth: 32
Header Digest Enabled: false
Data Digest Enabled: false
Keep-Alive Timeout (msec): 30000

Schritt 9: Einrichten einer sicheren In-Band-Authentifizierung

Ab ONTAP 9.12.1 wird eine sichere In-Band-Authentifizierung tber NVMe/TCP und NVMe/FC zwischen dem
Host und dem ONTAP-Controller unterstitzt.

Um eine sichere Authentifizierung einzurichten, muss jeder Host oder Controller einem zugeordnet sein DH-
HMAC-CHAP Schlussel: Eine Kombination aus NQN des NVMe-Hosts oder -Controllers und einem vom
Administrator konfigurierten Authentifizierungsschlissel. Um seinen Peer zu authentifizieren, muss ein NVMe-
Host oder -Controller den dem Peer zugeordneten Schlissel erkennen.

Sie kdnnen die sichere in-Band-Authentifizierung tber die CLI oder eine JSON-Konfigurationsdatei einrichten.

Wenn Sie unterschiedliche dhchap-Schlissel flr verschiedene Subsysteme angeben missen, missen Sie
eine Konfigurations-JSON-Datei verwenden.
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CLI

Richten Sie die sichere bandinterne Authentifizierung Gber die CLI ein.

Schritte
1. Rufen Sie die Host-NQN ab:

cat /etc/nvme/hostngn

2. Generieren Sie den DHCP-SchluUssel fir den Host.

In der folgenden Ausgabe werden die Befehlsparameter beschrieben gen-dhchap-key:

nvme gen-dhchap-key -s optional secret -1 key length {32[48|64} -m
HMAC function {0]1]2]3} -n host ngn

. -s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation

0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NQN to use for key transformation

Im folgenden Beispiel wird ein zufalliger Dhchap-Schlissel mit HMAC auf 3 (SHA-512) generiert.

nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:ecdadecd-216d-1lec-b7bb-7ed30a5482c3

DHHC-
1:03:1CFivw9ccz58gAcOUIrM7Vs98hd2ZHSr+iw+Amg6xZP15D2Yk+HDTZ1iUAgliGgx
TYgnxukqgvYedA55Bw3wtz6sINpR4=:

3. Fugen Sie auf dem ONTAP-Controller den Host hinzu und geben Sie beide dhchap-Schlissel an:

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256|sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit|8192-bit}

4. Ein Host unterstltzt zwei Arten von Authentifizierungsmethoden, unidirektional und bidirektional.
Stellen Sie auf dem Host eine Verbindung zum ONTAP-Controller her, und geben Sie dhchap-
Schlussel basierend auf der gewahlten Authentifizierungsmethode an:



nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

5. Validieren Sie den nvme connect authentication Durch Uberprifen der dhchap-Schliissel fiir
Host und Controller:

a. Uberpriifen Sie die Host-dhchap-Schliissel:

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

Beispielausgabe fiir eine unidirektionale Konfiguration anzeigen

# cat /sys/class/nvme-subsystem/nvme-
subsysl/nvme*/dhchap secret
DHHC-1:01:1iM63E6cX7G5S0KKOju8gmzM53qywsy+C/YwtzxhIt9ZRz+ky:
DHHC-1:01:1M63E6CcX7G5SOKKOju8gmzM53gywsy+C/YwtzxhIt9ZRz+ky:
DHHC-1:01:1M63E6CcX7G5SOKKOju8gmzM53qywsy+C/YwtzxhIt9ZRz+ky:
DHHC-1:01:1iM63E6cX7G5S0KKOju8gmzM53qywsy+C/YwtzxhIt9ZRz+ky:

b. Uberpriifen Sie die Dhchap-Tasten des Controllers:

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret

Beispielausgabe fiir eine bidirektionale Konfiguration anzeigen

# cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC-
1:03:1CFivw9ccz58gAcOUIrM7Vs98hd2ZHSr+iw+Amg6xZP15D2Yk+HDTZ1iUA
gliGgxTYgnxukgvYedAS55Bw3wtz6sJINpR4=:

DHHC-
1:03:1CFivw9ccz58gAcOUIrM7Vs98hd2ZHSr+iw+Amg6xZP15D2Yk+HDTZ1iUA
gliGgxTYgnxukgvYedAS55Bw3wtz6sJINpR4=:

DHHC-
1:03:1CFivw9ccz58gAcOUIrM7Vs98hd2ZHSr+iw+Amg6xZP15D2Yk+HDTZ1iUA
gliGgxTYgnxukgvYedAS55Bw3wtz6sJINpR4=:

DHHC-
1:03:1CFivw9ccz58gAcOUIrM7Vs98hd2ZHSr+iw+Amg6xZP15D2Yk+HDTZ1iUA
gliGgxTYgnxukgvYedAS55Bw3wtz6sJINpR4=:
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JSON-Datei

Wenn in der ONTAP-Controller-Konfiguration mehrere NVMe-Subsysteme verfiigbar sind, kann die Datei
mit dem nvme connect-all Befehl verwendet /etc/nvme/config. json werden.

Um die JSON-Datei zu generieren, kdnnen Sie die Option verwenden -o. Weitere Syntaxoptionen finden
Sie auf den Handseiten fir NVMe Connect-all.

Schritte
1. Konfigurieren Sie die JSON-Datei:



Beispielausgabe anzeigen

# cat /etc/nvme/config.json
[
{
"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-
5910-804b-b2c04£4444d33",
"hostid":"4c4c4544-0035-5910-804b-b2c04£4444d33",
"dhchap key":"DHHC-
1:01:141789R11sMuHLCY27RVI8X10C\/GzjRwyhxip5hmIELsHrBg:",
"subsystems": [
{

"ngn":"ngn.1992-
08.com.netapp:sn.f8e2af201b7211£f0ac2bd039%eab67a95:subsystem. samp
le tcp sub",

"ports": [

{

"transport":"tcp",

"traddr":"192.168.111.70",

"host traddr":"192.168.111.80",

"trsvcid":"4420"

"dhchap ctrl key":"DHHC-
1:03:jJggY¥cISKp73+XgAf2X6twr9ngBpr2n0MGWbmZIZg4PieKZCoilKGef81Avh
YSOPNK7T+04YD5CRPjh+m3qjJU++yR8s=:"

by

"transport":"tcp",

"traddr":"192.168.111.71",

"host traddr":"192.168.111.80",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:jJggY¥cISKp73+XgAf2X6twr9ngBpr2n0MGWbmZIZg4PieKZCoilKGef81Avh
YSOPNK7T+04YD5CRPjh+m3qjJU++yR8s=:"

by
{

"transport":"tcp",

"traddr":"192.168.211.70",

"host traddr":"192.168.211.80",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twringBpr2n0MGWbmZIZg4PieKZCoi1KGef81Avh
YSOPNK7T+04YD5CRPjh+m3qjJU++yR8s=:"

}y
{

"transport":"tcp",
"traddr":"192.168.211.71",
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"host traddr":"192.168.211.80",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twrIngBpr2n0MGWbmZIZg4PieKZCoi1KGef81Avh
YSOPNK7T+04YD5CRPjh+m3qjJU++yR8s=:"

}

@ Im vorhergehenden Beispiel dhchap key entspricht dhchap secret und
dhchap ctrl key entspricht dhchap ctrl secret.

2. Stellen Sie mithilfe der Konfigurations-JSON-Datei eine Verbindung zum ONTAP Controller her:
nvme connect-all -J /etc/nvme/config.json

Beispielausgabe anzeigen

traddr=192.168.211.70 is already connected
traddr=192.168.111.71 is already connected
traddr=192.168.211.71 is already connected
traddr=192.168.111.70 is already connected
traddr=192.168.211.70 is already connected
traddr=192.168.111.70 is already connected
traddr=192.168.211.71 is already connected
traddr=192.168.111.71 is already connected
traddr=192.168.211.70 is already connected
traddr=192.168.111.71 is already connected
traddr=192.168.211.71 is already connected
traddr=192.168.111.70 is already connected

3. Uberpriifen Sie, ob die dhchap-Geheimnisse fiir die jeweiligen Controller fiir jedes Subsystem
aktiviert wurden:
a. Uberpriifen Sie die Host-dhchap-Schlissel:

cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret

Die folgende Ausgabe sollte angezeigt werden:



DHHC-1:01:141789R11sMuHLCY27RVI8X1oC/GzjRwyhxip5hmIELsHrBg:

b. Uberpriifen Sie die Dhchap-Tasten des Controllers:

cat /sys/class/nvme-subsystem/nvme-
subsys0/nvme0/dhchap ctrl secret

Die folgende Ausgabe sollte angezeigt werden:

DHHC-
1:03:jJ9g¥cISKp73+XgAf2X6twrIngBpr2n0MGWbmZIZg4PieKZCoi1lKGef81AvhYSOP
NK7T+04YD5CRPJh+m3qjJU++yR8s=:

Schritt 10: Transport Layer Security konfigurieren

Transport Layer Security (TLS) bietet eine sichere End-to-End-Verschlisselung fiir NVMe-Verbindungen
zwischen NVMe-of Hosts und einem ONTAP-Array. Ab ONTAP 9.16.1 kdnnen Sie TLS 1.3 Uber die CLI und
einen konfigurierten Pre-Shared Key (PSK) konfigurieren.

Uber diese Aufgabe

Sie flihren die Schritte in diesem Verfahren auf dem SUSE Linux Enterprise Server-Host aus, aufser wenn
angegeben ist, dass Sie einen Schritt auf dem ONTAP-Controller ausfiihren.

Schritte

1. Uberpriifen Sie, ob Sie iber Folgendes verfiigen kt1s-utils , openssl , Und libopenssl Auf dem
Host installierte Pakete:

a. Uberpriifen Sie die kt1s-utils :
rom -ga | grep ktls
Sie sollten die folgende Ausgabe sehen:
ktls-utils-0.10+33.9311d9%943-150700.1.5.x86_ 64

a. Uberpriifen Sie die SSL-Pakete:

repm -ga | grep ssl
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Beispielausgabe anzeigen

libopenss13-3.2.3-150700.3.20.x86_ 64
openssl-3-3.2.3-150700.3.20.x86_ 64
libopenssll 1-1.1.1w-150700.9.37.x86 64

2. Stellen Sie sicher, dass Sie die richtige Einstellung fir haben /etc/t1shd.conf:

cat /etc/tlshd.conf

Beispielausgabe anzeigen

[debug]

loglevel=0

tls=0

nl=0

[authenticate]

keyrings=.nvme
[authenticate.client]
#x509.truststore= <pathname>
#x509.certificate= <pathname>
#x509.private key= <pathname>
[authenticate.server]
#x509.truststore= <pathname>
#x509.certificate= <pathname>
#x509.private key= <pathname>

3. Start beim Systemstart aktivieren t1shd:

systemctl enable tlshd

4. Uberpriifen Sie, ob der t1shd Daemon ausgefihrt wird:

systemctl status tlshd
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Beispielausgabe anzeigen

tlshd.service - Handshake service for kernel TLS consumers
Loaded: loaded (/usr/lib/systemd/system/tlshd.service; enabled;
preset: disabled)

Active: active (running) since Wed 2024-08-21 15:46:53 IST; 4h
57min ago
Docs: man:tlshd(8)
Main PID: 961 (tlshd)
Tasks: 1
CPU: 46ms
CGroup: /system.slice/tlshd.service
L—961 /usr/sbin/tlshd
Aug 21 15:46:54 RX2530-M4-17-153 tlshd[961]: Built from ktls-utils
0.11-dev on Mar 21 2024 12:00:00

5. Generieren Sie das TLS PSK mithilfe derfolgenden Funktion nvme gen-tls-key:

a. Uberpriifen Sie den Host:
cat /etc/nvme/hostngn
Die folgende Ausgabe sollte angezeigt werden:
ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33
b. Uberpriifen Sie den Schliissel:

nvme gen-tls-key —--hmac=1 --identity=1 --subsysngn= ngn.1992-
08.com.netapp:sn.a2d41235b78211efb57dd03%ab67a95:subsystem.nvmel

Die folgende Ausgabe sollte angezeigt werden:
NVMeTLSkey-1:01:C50EsaGtuOp8n5fGEIEUWjbBCtshmfoHx4XTgTJUmydf0gIj:

6. Fugen Sie auf dem ONTAP-Controller das TLS PSK zum ONTAP-Subsystem hinzu:



Beispielausgabe anzeigen

nvme subsystem host add -vserver vs iscsi tcp -subsystem nvmel -host
-ngn ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b2c04£f444d33 -tls-configured-psk NVMeTLSkey-
1:01:C50EsaGtuOp8n5fGE9EUWjbBCtshmfoHx4XTgTJUmydf0gIj:

7. Legen Sie das TLS PSK in den Host-Kernel-Schliusselring ein:

nvme check-tls-key --identity=1 --subsysngn=nqn.1992
-08.com.netapp:sn.a2d41235b78211efb57dd039%ab67a95:subsystem.nvmel
-—keydata=NVMeTLSkey
-1:01:C50EsaGtuOp8nbfGEIEuWjbBCtshmfoHx4XTgTJUmydf0gIj: —--insert

Sie sollten den folgenden TLS-Schlissel sehen:

Inserted TLS key 22152a7e

@ Die PSK zeigt als NvMe1R01 weil es verwendet identity v1 vom TLS-Handshake-
Algorithmus. Identity v1 ist die einzige Version, die von ONTAP unterstitzt wird.

8. Uberpriifen Sie, ob TLS PSK korrekt eingesetzt ist:

cat /proc/keys | grep NVMe

Beispielausgabe anzeigen

069f56bb I--Q——- 5 perm 3010000 0 0 psk NVMelR0O1
ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04f444d33
ngn.1992-

08.com.netapp:sn.a2d41235b78211efb57dd03%ab67a95:subsystem.nvmel
0YVLelmiOwnvD]jXKBmrnIgGVpFIBDJtc4hmQXE/36Sw=: 32

9. Verbinden Sie sich mit dem ONTAP-Subsystem Uber das eingelegte TLS PSK:
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a. Uberpriifen Sie den TLS PSK:



nvme connect -t tcp -w 192.168.111.80 -a 192.168.111.66 -n ngn.1992-

08.com.netapp:sn.a2d41235b78211efb57dd03%ab67a95:subsystem.nvmel
--tls key=0x069f56bb -tls

Die folgende Ausgabe sollte angezeigt werden:
connecting to device: nvmel
a. Uberpriifen Sie die Liste der Subsysteme:
nvme list-subsys

Beispielausgabe anzeigen

nvme-subsys0 - NQN=nqgn.1992-
08.com.netapp:sn.a2d41235b78211efb57dd03%ab67a95:subsystem.nvmel

hostngn=nqn.2014-08.org.nvmexpress:uuid:4cd4cd544-
0035-5910-804b-b2c04£444d33

\

+- nvmeO tcp

traddr=192.168.111.66,trsvcid=4420,host traddr=192.168.111.80, src
~addr=192.168.111.80 1live

10. Figen Sie das Ziel hinzu, und Gberpriifen Sie die TLS-Verbindung zum angegebenen ONTAP-Subsystem:

nvime subsystem controller show -vserver slesl5 tls -subsystem slesl5
-instance
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Beispielausgabe anzeigen

(vserver nvme subsystem controller show)

Vserver Name: vs iscsi tcp

Subsystem:
Controller ID:
Logical Interface:
Node:

Host NON:

nvmel

0040h

tcpnvme 1ifl 1
A400-12-181
ngn.2014-

08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

Transport Protocol:
Initiator Transport Address:
Host Identifier:

4c4c454400355910804bb2c04£4444d33

Number of I/0 Queues:
I/0 Queue Depths:
Admin Queue Depth:

Max I/0 Size in Bytes:

Keep-Alive Timeout

Subsystem UUID:

d039%eab67a95

Header Digest Enabled:

Data Digest Enabled:

Authentication Hash Function:
Authentication Diffie-Hellman Group:
Authentication Mode:

Transport Service Identifier:

TLS Key Type:

TLS PSK Identity:

(msec) :

nvme-tcp
192.168.111.80

2
128,
32
1048576

5000
8bbfb403-1602-11£f0-ac2b-

128

false

false

sha-256

3072-bit
unidirectional
4420

configured
NVMelR01l ngn.2014-

08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

ngn.1992-

08.com.netapp:sn.a2d41235b78211efb57dd039%eab67a95:subsystem.nvmel
0YVLelmiOwnvDjXKBmrnIgGVpFIBDJItc4dhmQXE/36Sw=

TLS Cipher: TLS-AES-128-GCM-SHA256

Schritt 11: Uberpriifen Sie die bekannten Probleme

Es sind keine Probleme bekannt.

NVMe-of-Hostkonfiguration fur SUSE Linux Enterprise
Server 15 SP6 mit ONTAP

NVMe over Fabrics (NVMe-of), einschliellich NVMe over Fibre Channel (NVMe/FC) und
andere Ubertragungen werden fiir SUSE Linux Enterprise Server 15 SP6 mit Asymmetric
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Namespace Access (ANA) unterstutzt. In NVMe-of Umgebungen entspricht ANA ALUA
Multipathing in iISCSI- und FCP-Umgebungen und wird mit in-Kernel NVMe Multipath
implementiert.

Die folgende Unterstutzung ist fir die NVMe-of-Hostkonfiguration fir SUSE Linux Enterprise Server 15 SP6 mit
ONTAP verfiigbar:

 Ausfihren von NVMe- und SCSI-Datenverkehr auf demselben Host. Beispielsweise konnen Sie dm-
Multipath fir SCSI-Gerate fur SCSI- ‘'mpath’LUNs konfigurieren und NVMe Multipath verwenden, um
NVMe-of Namespace Devices auf dem Host zu konfigurieren.

 Unterstitzung fir NVMe over TCP (NVMe/TCP) und NVMe/FC So kann das NetApp-Plug-in im nativen
nvme-cli Paket die ONTAP-Details sowohl fiir NVMe/FC- als auch fiir NVMe/TCP-Namespaces
anzeigen.

Weitere Informationen zu unterstiitzten Konfigurationen finden Sie im "Interoperabilitats-Matrix-Tool".

Funktionen

 Unterstltzung fur sichere in-Band-NVMe-Authentifizierung

 Unterstutzung fur persistente Erkennungs-Controller (PDCs) unter Verwendung eines eindeutigen
Erkennungs-NQN

» TLS 1.3-Verschlisselung fur NVMe/TCP

Bekannte Einschrankungen

» Das Booten von SAN Uber das NVMe-of-Protokoll wird derzeit nicht unterstitzt.

* FUr NVMe-of auf einem SUSE Linux Enterprise Server 15 SP6-Host ist keine Unterstitzung fur NetApp
sanlun-Host-Utility verfligbar. Stattdessen konnen Sie auf das im nativen Paket enthaltene NetApp Plug-
in fur alle NVMe-of-Ubertragungen vertrauen nvme-c1i.

Konfiguration von NVMe/FC

Sie kénnen NVMe/FC mit Broadcom/Emulex FC- oder Marvell/Qlogic FC-Adaptern fir eine Konfiguration von
SUSE Linux Enterprise Server 15 SP6 mit ONTAP konfigurieren.
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Broadcom/Emulex
Konfigurieren Sie NVMe/FC fur einen Broadcom/Emulex FC-Adapter.

Schritte
1. Stellen Sie sicher, dass Sie das empfohlene Adaptermodell verwenden:

cat /sys/class/scsi host/host*/modelname

Beispielausgabe

LPe32002 M2
LPe32002-M2

2. Uberpriifen Sie die Beschreibung des Adaptermodells:

cat /sys/class/scsi _host/host*/modeldesc

Beispielausgabe

Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter

3. Stellen Sie sicher, dass Sie die empfohlenen Firmware-Versionen des Emulex Host Bus Adapters
(HBA) verwenden:

cat /sys/class/scsi _host/host*/fwrev

Beispielausgabe

14.2.673.40, sli-4:2:c
14.2.673.40, sli-4:2:c

4. Stellen Sie sicher, dass Sie die empfohlene LPFC-Treiberversion verwenden:

cat /sys/module/lpfc/version

Beispielausgabe

0:14.4.0.1

5. Vergewissern Sie sich, dass Sie |hre Initiator-Ports anzeigen kénnen:



cat /sys/class/fc host/host*/port name

Beispielausgabe

0x10000090faelec88
0x10000090faelec89

6. Uberpriifen Sie, ob Ihre Initiator-Ports online sind:

cat /sys/class/fc _host/host*/port state

Beispielausgabe

Online

Online

7. Vergewissern Sie sich, dass die NVMe/FC-Initiator-Ports aktiviert sind und die Ziel-Ports sichtbar sind:

cat /sys/class/scsi _host/host*/nvme info

Im folgenden Beispiel ist ein Initiator-Port aktiviert und mit zwei Ziel-LIFs verbunden.
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Beispielausgabe anzeigen

NVME Initiator Enabled
XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250
NVME LPORT lpfc0O WWPN x10000090faelec88 WWNN x20000090faelec88
DID x0al300 ONLINE
NVME RPORT WWPN x2070d039ea359%e4a WWNN x206bd039ea359%9e4a DID
x0a0a05 TARGET DISCSRVC
ONLINE
NVME Statistics
LS: Xmt 00000003ba Cmpl 00000003ba Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000014e3dfb8 Issue 0000000014e308db OutIO
fEEEfEfEFFE£2923
abort 00000845 noxri 00000000 nondlp 00000063 gdepth 00000000
wgerr 00000003 err 00000000
FCP CMPL: xb 00000847 Err 00027£33
NVME Initiator Enabled
XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250
NVME LPORT lpfcl WWPN x10000090faelec89 WWNN x20000090faelec89
DID x0al200 ONLINE
NVME RPORT WWPN x2071d039%ea359%e4a WWNN x206bd039%ea359%e4a DID
x0a0305 TARGET DISCSRVC
ONLINE
NVME Statistics
LS: Xmt 00000003ba Cmpl 00000003ba Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000014e39f78 Issue 0000000014e2b832 OutIO
ffffffffffff18ba
abort 0000082d noxri 00000000 nondlp 00000028 gdepth 00000000
wgerr 00000007 err 00000000
FCP CMPL: xb 0000082d Err 000283bb

Marvell/QLogic

Der native Inbox gla2xxx-Treiber, der im SUSE Linux Enterprise Server 15 SP6-Kernel enthalten ist,
verfiigt Uber die neuesten Fehlerbehebungen. Diese Fehlerbehebungen sind fir die Unterstitzung von
ONTAP unerlasslich.

Konfigurieren Sie NVMe/FC fir einen Marvell/QLogic-Adapter.

Schritte

1. Vergewissern Sie sich, dass der unterstltzte Adaptertreiber und die unterstitzten Firmware-
Versionen ausgefiihrt werden:



cat /sys/class/fc host/host*/symbolic name

Beispielausgabe

QLE2742 FW:v9.14.01 DVR: v10.02.09.200-k
QLE2742 FW:v9.14.01 DVR: v10.02.09.200-k

2. Uberpriifen Sie das ql2xnvmeenable Parameter ist auf 1 eingestellt:
cat /sys/module/glaZ2xxx/parameters/gl2xnvmeenable

Der erwartete Wert ist 1.

1 MB 1/0-GroBe aktivieren (optional)

ONTAP meldet in den Identify Controller-Daten eine maximale Datenibertragungsgréf3e (MDTS) von 8. Dies
bedeutet, dass die maximale E/A-Anforderungsgrofie bis zu 1 MB betragen kann. Um E/A-Anfragen der GroRRe
1 MB fur einen Broadcom NVMe/FC-Host auszugeben, sollten Sie die 1pfc Wert des 1pfc sg seg cnt
Parameter vom Standardwert 64 auf 256.

(D Diese Schritte gelten nicht fur Qlogic NVMe/FC-Hosts.

Schritte
1. Setzen Sie den 1pfc_sg seg cnt Parameter auf 256:

cat /etc/modprobe.d/lpfc.conf
Sie sollten eine Ausgabe ahnlich dem folgenden Beispiel sehen:
options lpfc lpfc sg seg cnt=256

2. Fihren Sie den Befehl aus dracut -f, und starten Sie den Host neu.

3. Stellen Sie sicher, dass der Wert fir 1pfc_sg seg_cnt 256 lautet:

cat /sys/module/lpfc/parameters/lpfc sg seg cnt

NVMe-Services liberpriifen

Ab SUSE Linux Enterprise Server 15 SP6 werden die nvmefc-boot-connections.service im NVMe/FC-
Paket enthaltenen und nvmf-autoconnect.service Boot-Services nvme-c1li automatisch aktiviert, um
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wahrend des Systemstarts zu starten. Nachdem der Systemstart abgeschlossen ist, sollten Sie Gberprifen, ob
die Startdienste aktiviert wurden.

Schritte

1. Vergewissern Sie sich, dass nvmf-autoconnect .service aktiviert ist:

systemctl status nvmf-autoconnect.service

Beispielausgabe anzeigen

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-autoconnect.service;
enabled; vendor preset: disabled)

Active: inactive (dead) since Thu 2024-05-25 14:55:00 IST; 1lmin
ago
Process: 2108 ExecStartPre=/sbin/modprobe nvme-fabrics (code=exited,
status=0/SUCCESS)
Process: 2114 ExecStart=/usr/sbin/nvme connect-all (code=exited,
status=0/SUCCESS)
Main PID: 2114 (code=exited, status=0/SUCCESS)

systemd[1l]: Starting Connect NVMe-oF subsystems automatically during
boot. ..

nvme[2114]: traddr=nn-0x201700a098fd4ca6:pn-0x201800a098fd4ca6 is
already connected

systemd[1l]: nvmf-autoconnect.service: Deactivated successfully.
systemd[1]: Finished Connect NVMe-oF subsystems automatically during
boot.

2. Vergewissern Sie sich, dass nvmefc-boot-connections.service aktiviert ist:

systemctl status nvmefc-boot-connections.service
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Beispielausgabe anzeigen

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; vendor preset: enabled)

Active: inactive (dead) since Thu 2024-05-25 14:55:00 IST; 1lmin
ago
Main PID: 1647 (code=exited, status=0/SUCCESS)

systemd[1l]: Starting Auto-connect to subsystems on FC-NVME devices
found during boot...

systemd[1l]: nvmefc-boot-connections.service: Succeeded.
systemd[1l]: Finished Auto-connect to subsystems on FC-NVME devices

found during boot.

Konfiguration von NVMe/TCP

NVMe/TCP besitzt keine automatische Verbindungsfunktion. Stattdessen kénnen Sie die NVMe/TCP-
Subsysteme und -Namespaces erkennen, indem Sie NVMe/TCP oder connect-all Vorgange manuell
ausflhren connect.

Schritte

1. Vergewissern Sie sich, dass der Initiator-Port die Daten der Erkennungsprotokollseite Uber die
unterstitzten NVMe/TCP-LIFs abrufen kann:

nvme discover -t tcp -w <host-traddr> -a <traddr>
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Beispielausgabe anzeigen

Discovery Log Number of Records 8, Generation counter 18

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treqg: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff411ecad68d03%a36all6:discovery
traddr: 192.168.211.67

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipvé

subtype: current discovery subsystem

treqg: not specified

portid: 2

trsvecid: 8009

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff411ecad68d03%a36all6:discovery
traddr: 192.168.111.67

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treqg: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff411ecad68d03%a36all6:discovery
traddr: 192.168.211.66

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp
adrfam: ipvé
subtype: current discovery subsystem



treqg: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff411eecad68d039%ea36all6:discovery
traddr: 192.168.111.66

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipvé

subtype: nvme subsystem
treqg: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff4lleecad68d039%a36allb:subsystem.nvme tcp
1

traddr: 192.168.211.67
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treg: not specified
portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff4lleecad68d039%a36all6:subsystem.nvme tcp
1

traddr: 192.168.111.67
eflags: none

sectype: none

trtype: tcp

adrfam: ipvé

subtype: nvme subsystem

treqg: not specified

portid: 3

trsveid: 4420

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff4lleecad68d039%a36allb:subsystem.nvme tcp
1

traddr: 192.168.211.66
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eflags: none
sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treqg: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff4lleecad68d039%a36all6:subsystem.nvme tcp
—1

traddr: 192.168.111.66
eflags: none

sectype: none

2. Vergewissern Sie sich, dass alle anderen LIF-Kombinationen aus NVMe/TCP-Initiator und Ziel erfolgreich
Daten der Erkennungsprotokollseite abrufen kénnen:

nvme discover -t tcp -w <host-traddr> -a <traddr>

Beispielausgabe

nvme discover -t tcp -w 192.168.111.79 -a 192.168.111.66
nvme discover -t tcp -w 192.168.111.79 -a 192.168.111.67
nvme discover -t tcp -w 192.168.211.79 -a 192.168.211.66
nvme discover -t tcp -w 192.168.211.79 -a 192.168.211.67

3. Flhren Sie die aus nvme connect-all Befehl Uber alle unterstiitzten NVMe/TCP Initiator-Ziel-LIFs der
Nodes hinweg:

nvme connect-all -t tcp -w <host-traddr> -a <traddr>

Beispielausgabe

nvme connect-all -t tcp -w 192.168.111.79 -a 192.168.111.66
nvme connect-all -t tcp -w 192.168.111.79 -a 192.168.111.67
nvme connect-all -t tcp -w 192.168.211.79 -a 192.168.211.66
nvme connect-all -t tcp -w 192.168.211.79 -a 192.168.211.67
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Ab SUSE Linux Enterprise Server 15 SP6 ist die Standardeinstellung fir das NVMe/TCP-
ctrl-loss—-tmo Timeout deaktiviert. Dies bedeutet, dass die Anzahl
der Wiederholungen nicht begrenzt ist (unbestimmter Versuch), und

(:) Sie missen keine bestimmte Zeitlimitdauer manuell konfigurieren,
wenn Sie “ctrl-loss-tmo die Befehle oder nvme connect-all verwenden nvme
connect (Option -1). AuBerdem treten bei einem Pfadausfall bei den NVMe/TCP-
Controllern keine Timeouts auf und bleiben unbegrenzt verbunden.

NVMe-of validieren

Gehen Sie wie folgt vor, um NVMe-of firr eine Konfiguration von SUSE Linux Enterprise Server 15 SP6 mit
ONTAP zu validieren.

Schritte
1. Vergewissern Sie sich, dass in-Kernel NVMe Multipath aktiviert ist:

cat /sys/module/nvme core/parameters/multipath
Der erwartete Wert ist ,Y*.
2. Vergewissern Sie sich, dass der Host das korrekte Controller-Modell fiir die ONTAP-NVMe-Namespaces
hat:

cat /sys/class/nvme-subsystem/nvme-subsys*/model

Beispielausgabe

NetApp ONTAP Controller
NetApp ONTAP Controller

3. Uberpriifen Sie die NVMe-I/O-Richtlinie fiir den jeweiligen ONTAP-NVMe-I/O-Controller:
cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

Beispielausgabe

round-robin
round-robin

4. Vergewissern Sie sich, dass die ONTAP-Namespaces fiir den Host sichtbar sind:

nvme list -v



Beispielausgabe anzeigen

Subsystem Subsystem-NQN
Controllers
nvme-subsys0 ngn.1992-

08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’7a232:subsystem.unidir d

hcha p nvme0O, nvmel, nvme2, nvme3

Device SN MN
FR TxPort Asdress Subsystem Namespaces
nvme0 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FRETETEET tCR

traddr=192.168.111.66,trsvcid=4420,host traddr=192.168.111.79 nvme-

subsys0 nvmeOnl

nvmel 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FRETETEET tCpe
traddr=192.168.111.67,trsvcid=4420,host traddr=192.168.111.79 nvme-

subsys0 nvmeOnl

nvme2 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FRTEETEET Ctee
traddr=192.168.211.66,trsvcid=4420,host traddr=192.168.211.79 nvme-

subsys0 nvmeOnl

nvme3 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller HIFTTTTET tee
traddr=192.168.211.67,trsvcid=4420,host traddr=192.168.211.79 nvme-

subsys0 nvmeOnl

Device Generic NSID Usage Format
Controllers

/dev/nvmelOnl /dev/ngOnl 0x1 1.07 GB / 1.07 GB 4 KiB +
0B nvme(O, nvmel, nvme2, nvme3

5. Uberpriifen Sie, ob der Controller-Status jedes Pfads aktiv ist und den korrekten ANA-Status aufweist:
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NVMe/FC

nvme list-subsys /dev/nvme2nl

Beispielausgabe anzeigen

nvme-subsys?2 - NQN=ngn.1992-
08.com.netapp:sn.06303c519d8411ecad468d039%a36al06:subs
ystem.nvme
hostngn=ngn.2014-08.org.nvmexpress:uuid:4cd4cd544-
0056-5410-8048-c6c04£425633

iopolicy=round-robin

\
+- nvmed fc traddr=nn-0x208fd039%ea359%e4a:pn-
0x210dd039ea359e4a,host traddr=nn-0x2000f4c7aalcd7ab:pn-
0x2100f4c7aalcd7ab live optimized
+- nvme6 fc traddr=nn-0x208fd039%ea359%e4a:pn-
0x210ad03%ea359%e4a, host traddr=nn-0x2000f4c7aalcd7aa:pn-
0x2100f4c7aalcd7aa live optimized

NVMe/TCP

nvme list-subsys



6. Vergewissern Sie sich, dass das NetApp Plug-in fur jedes ONTAP Namespace-Gerat die richtigen Werte
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Beispielausgabe anzeigen

nvme-subsysl - NQN=ngn.1992-
08.com.netapp:sn.8b5ee9199ff411eead468d03%a36al06:subsystem.nvme

_tep 1

hostngn=ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-
804b-b2c04£444d33

iopolicy=round-robin

\

+- nvmed tcp
traddr=192.168.
c addr=192.168.
+- nvme3 tcp
traddr=192.168.
c addr=192.168.
+- nvme2 tcp
traddr=192.168.
c addr=192.168.
+- nvmel tcp
traddr=192.168.
c addr=192.168.

anzeigt:

111.
111.

211.
111.

111.
111.

211

66, trsvcid=4420,host traddr=192.

79 live

66, trsvcid=4420,host traddr=192.

79 live

67,trsvcid=4420,host traddr=192.

79 live

.67,trsvcid=4420, host traddr=192.
111.

79 live

168.

168.

168.

168.

111

211.

111.

211

.79, sr

79, sr

79, sr

.79, sr



Spalte

nvme netapp ontapdevices -o column

Beispielausgabe

Device Vserver Namespace Path
NSID UUID Size
/dev/nvmeOnl vs 192 /vol/fcnvme vol 1 1 0/fcnvme ns 1

c6586535-daB8a-40fa-8c20-759ea0d69d33 20GB

JSON

nvme netapp ontapdevices -o json

Beispielausgabe anzeigen

{
"ONTAPdevices": [

{

"Device":"/dev/nvmeOnl",

"Vserver":"vs 192",

"Namespace Path":"/vol/fcnvme vol 1 1 0/fcnvme ns",
"NSID":1,
"UUID":"c6586535-da8a-40fa-8c20-759ea0d69d33",
"Size":"20GB",

"LBA Data Size":4096,

"Namespace Size":262144

}

]

}

Erstellen Sie einen persistenten Controller fur die Erkennung

Ab ONTAP 9.11.1 kdnnen Sie einen persistenten Erkennungscontroller (Persistent Discovery Controller, PDC)
fur einen SUSE Linux Enterprise Server 15 SP6-Host erstellen. Ein PDC ist erforderlich, um automatisch ein
NVMe-Subsystem zu erkennen, das Vorgénge zum Hinzufiigen oder Entfernen sowie Anderungen an den
Daten der Erkennungsprotokollseite hinzufugt.

Schritte
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1. Uberprifen Sie, ob die Daten der Erkennungsprotokollseite verfligbar sind und (ber den Initiator-Port und
die Ziel-LIF-Kombination abgerufen werden kénnen:

nvme discover -t <trtype> -w <host-traddr> -a <traddr>
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Beispielausgabe anzeigen

Discovery Log Number of Records 8, Generation counter 18

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treqg: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff411ecad68d03%a36all6:discovery
traddr: 192.168.211.67

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipvé

subtype: current discovery subsystem

treqg: not specified

portid: 2

trsvecid: 8009

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff411ecad68d03%a36all6:discovery
traddr: 192.168.111.67

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treqg: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff411ecad68d03%a36all6:discovery
traddr: 192.168.211.66

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipvé
subtype: current discovery subsystem
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treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff411eecad68d039%ea36all6:discovery
traddr: 192.168.111.66

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipvé

subtype: nvme subsystem
treqg: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff4lleecad68d039%a36allb:subsystem.nvme tcp
1

traddr: 192.168.211.67
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treg: not specified
portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff4lleecad68d039%a36all6:subsystem.nvme tcp
1

traddr: 192.168.111.67
eflags: none

sectype: none

trtype: tcp

adrfam: ipvé

subtype: nvme subsystem

treqg: not specified

portid: 3

trsveid: 4420

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff4lleecad68d039%a36allb:subsystem.nvme tcp
1

traddr: 192.168.211.66



eflags: none
sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treqg: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff4lleecad68d039%a36all6:subsystem.nvme tcp
—1

traddr: 192.168.111.66
eflags: none

sectype: none

2. Erstellen Sie ein PDC fir das Erkennungs-Subsystem:
nvme discover -t <trtype> -w <host-traddr> -a <traddr> -p

Beispielausgabe

nvme discover -t tcp -w 192.168.111.79 -a 192.168.111.666 -p
3. Uberpriifen Sie vom ONTAP-Controller aus, ob das PDC erstellt wurde:

vserver nvme show-discovery-controller -instance -vserver <vserver name>
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Beispielausgabe anzeigen

vserver nvme show-discovery-controller -instance -vserver vs nvme79
Vserver Name: vs CLIENT116 Controller ID: 00COh

Discovery Subsystem NQN: ngn.1992-
08.com.netapp:sn.48391d66cl0ab6llecaaa5d039%eal65514:discovery Logical
Interface UUID: d23cbbla-c0a6-11ec-9731-d039%eal6babc Logical
Interface:

CLIENT116 1if 4a 1

Node: A400-14-124

Host NQN: ngn.2014-08.org.nvmexpress:uuid:12372496-59c4-4d1lb-be09-
74362c0clafc

Transport Protocol: nvme-tcp

Initiator Transport Address: 192.168.1.16

Host Identifier: 59de25be738348f08a79df4bce9573f3 Admin Queue Depth:
32

Header Digest Enabled: false Data Digest Enabled: false

Vserver UUID: 48391d66-cOa6b-llec-aaa5-d039eal65514

Sichere in-Band-Authentifizierung einrichten

Ab ONTAP 9.12.1 wird die sichere in-Band-Authentifizierung tber NVMe/TCP und NVMe/FC zwischen einem
SUSE Linux Enterprise Server 15 SP6-Host und einem ONTAP-Controller unterstitzt.

Um eine sichere Authentifizierung einzurichten, muss jeder Host oder Controller einem zugeordnet sein DH-
HMAC-CHAP Schllissel: Eine Kombination aus NQN des NVMe-Hosts oder -Controllers und einem vom
Administrator konfigurierten Authentifizierungsschliissel. Um seinen Peer zu authentifizieren, muss ein NVMe-
Host oder -Controller den dem Peer zugeordneten Schllssel erkennen.

Sie kénnen die sichere in-Band-Authentifizierung Gber die CLI oder eine JSON-Konfigurationsdatei einrichten.

Wenn Sie unterschiedliche dhchap-Schlissel flr verschiedene Subsysteme angeben missen, missen Sie
eine Konfigurations-JSON-Datei verwenden.
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CLI

Richten Sie die sichere bandinterne Authentifizierung Gber die CLI ein.

Schritte
1. Rufen Sie die Host-NQN ab:

cat /etc/nvme/hostngn

2. Generieren Sie den Dhchap-Schlissel fur den SUSE Linux Enterprise Server 15 SP6-Host.

In der folgenden Ausgabe werden die Befehlsparameter beschrieben gen-dhchap-key:

nvme gen-dhchap-key -s optional secret -1 key length {32[48|64} -m
HMAC function {0]1]2]3} -n host ngn

. -s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation

0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NQN to use for key transformation

Im folgenden Beispiel wird ein zufalliger Dhchap-Schlissel mit HMAC auf 3 (SHA-512) generiert.

nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:d3ca725a- ac8d-4d88-bd46a-174ac235139%
DHHC-

1:03:J20JQ0fj9f0pLnpF/ASDIRTYyILKIRr5CougGpGdQSysPrLubRW1fG15VSjbeDF1n
1DEh3nVBel9nQ/LxreSBeH/bx/pU=:

3. Fugen Sie auf dem ONTAP-Controller den Host hinzu und geben Sie beide dhchap-Schlissel an:

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256|sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit|8192-bit}

4. Ein Host unterstltzt zwei Arten von Authentifizierungsmethoden, unidirektional und bidirektional.
Stellen Sie auf dem Host eine Verbindung zum ONTAP-Controller her, und geben Sie dhchap-
Schlussel basierend auf der gewahlten Authentifizierungsmethode an:



nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

5. Validieren Sie den nvme connect authentication Durch Uberprifen der dhchap-Schliissel fiir
Host und Controller:

a. Uberpriifen Sie die Host-dhchap-Schliissel:

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

Beispielausgabe fiir eine unidirektionale Konfiguration anzeigen

cat /sys/class/nvme-subsystem/nvme-subsysl/nvme*/dhchap secret
DHHC-
1:03:3elnQCmjJLUKD62mpYbzlpuwl0Iws86NB96uNO/t3jbvhp7£fjyR9bDIRIO
Hg8wQtyelJCFSMkBQH3pTKGAYR1IOVI9gx00=:

DHHC-
1:03:3elnQCmjJLUKD62mpYbzlpuw00Iws86NB96uNO/t3jbvhp7£fjyR9DIRIO
Hg8wQtyelJCFSMkBQH3pTKGAYR1IOVI9gx00=:

DHHC-
1:03:3elnQCmjJLUKD62mpYbzlpuw00Iws86NBI6uNO/t3jbvhp7fjyRIbBIRIO
Hg8wQtyelJCFSMkBQH3pTKGAYR1IOVI9gx00=:

DHHC-
1:03:3elnQCmjJLUKD62mpYbzlpuw00Iws86NBI6uNO/t3jbvhp7fjyRIbBIR]O
Hg8wQtyelJCFSMkBQH3pTKGAYR1IOVI9gx00=:

b. Uberpriifen Sie die Dhchap-Tasten des Controllers:

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret



Beispielausgabe fiir eine bidirektionale Konfiguration anzeigen

cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC-
1:03:WorVEV83eYO53kV4Iel50pphbX5LAphO3F8fgH3913t1rkSGDBITL3CcrX
eTUB8fCwGbPsEyz6CXxdQJibkbn4IzmkFU=:

DHHC-
1:03:WorVEV83eYO53kV4Iel50pphbX5LAphO3F8fgH3913t1rkSGDBITL3CcrX
eTUB8fCwGbPsEyz6CXxdQJibkbnd4IzmkFU=:

DHHC-
1:03:WorVEV83eYO53kV4Iel50pphbX5LAphO3F8fgH3913t1rkSGDBITL3crX
eTUB8fCwGbPsEyz6CXxdQJibkbn4IzmkFU=:

DHHC-
1:03:WorVEV83eYO53kV4Iel50pphbX5LAphO3F8fgH3913t1rkSGDBITL3crX
eTUB8fCwGbPsEyz6CXxdQJibkbn4IzmkFU=:

JSON-Datei

Wenn in der ONTAP-Controller-Konfiguration mehrere NVMe-Subsysteme verfligbar sind, kann die Datei
mit dem nvme connect-all Befehl verwendet /etc/nvme/config. json werden.

Um die JSON-Datei zu generieren, kénnen Sie die Option verwenden -o. Weitere Syntaxoptionen finden
Sie auf den Handseiten fur NVMe Connect-all.

Schritte
1. Konfigurieren Sie die JSON-Datei:
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Beispielausgabe anzeigen

cat /etc/nvme/config.json
[
{

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:12372496-59c4-
4d1b-be09-74362c0clafc",

"hostid":"3ael0b42-21af-48ce-a40b-cfb5bad81839",

"dhchap key":"DHHC-
1:03:Cu3ZZfIz1WM1gZFnCMgpAgn/T6EVOCIFHez215U+Pow8jTgBF2UbNk3DK4w
fk2EptWpnal rpwG5CndpOgxpRxh9m4 1w=:"

br
{

"hostngn":"ngn.2014-08.0org.nvmexpress:uuid:12372496-59c4-
4d1b-be09-74362c0clafc",

"subsystems": [

{
"ngn":"ngn.1992-
08.com.netapp:sn.48391d66clasbllecaaab5d039%eal6b5514:subsystem. subs
ys_CLIENT116",

"ports": [
{
"transport":"tcp",
"traddr":" 192.168.111.66 ",
"host traddr":" 192.168.111.79",

"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uulrCpGsDYU6ZHZVRUVgSYKUBRSONuOVPx5HEwWaZ : "
by
{

"transport":"tcp",
"traddr":" 192.168.111.66 ",
"host traddr":" 192.168.111.79",

"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uulrCpGsDYU6ZHZVRUVgSYKUBRSONuOVPx5HEwWaZ : "
y
{

"transport":"tcp",
"traddr":" 192.168.111.66 ",
"host traddr":" 192.168.111.79",

"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uul0rCpGsDYU6ZHZVRUVgsYKUBRSONuOVPx5HEwWaz : "
by
{



"transport":"tcp",
"traddr":" 192.168.111.66 ",
"host traddr":" 192.168.111.79",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uulrCpGsDYU6ZHZVRUVgSYKUBRSONuOVPx5HEwWaZ : "
}

@ Im vorhergehenden Beispiel dhchap key entspricht dhchap secret und
dhchap ctrl key entspricht dhchap ctrl secret.

2. Stellen Sie mithilfe der Konfigurations-JSON-Datei eine Verbindung zum ONTAP Controller her:
nvme connect-all -J /etc/nvme/config.json

Beispielausgabe anzeigen

traddr=192.168.111.66 is already connected
traddr=192.168.211.66 is already connected
traddr=192.168.111.66 is already connected
traddr=192.168.211.66 is already connected
traddr=192.168.111.66 is already connected
traddr=192.168.211.66 is already connected
traddr=192.168.111.67 is already connected
traddr=192.168.211.67 is already connected
traddr=192.168.111.67 is already connected
traddr=192.168.211.67 is already connected
traddr=192.168.111.67 is already connected
traddr=192.168.111.67 is already connected

3. Uberpriifen Sie, ob die dhchap-Geheimnisse fiir die jeweiligen Controller fiir jedes Subsystem
aktiviert wurden:

a. Uberpriifen Sie die Host-dhchap-Schlissel:



cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret

Beispielausgabe

DHHC-1:01:NunEWY7AZ1XgxITGheByarwzdQvU4ebZg9HOjIr6nOHEkxJg::
b. Uberpriifen Sie die Dhchap-Tasten des Controllers:

cat /sys/class/nvme-subsystem/nvme-
subsys0/nvme0/dhchap ctrl secret

Beispielausgabe

DHHC-
1:03:2YJinsxa2v3+m8gqCiTnmgBZoH6mIT6G/6£0aGO8viVZBAVLNLH4z8CvKTpV

YxN6S5f0AtaU3DNil2rieRMEdbg3704=:

Konfigurieren Sie Transport Layer Security

Transport Layer Security (TLS) bietet eine sichere End-to-End-Verschliisselung fiir NVMe-Verbindungen
zwischen NVMe-of Hosts und einem ONTAP-Array. Ab ONTAP 9.16.1 kdnnen Sie TLS 1.3 Uber die CLI und
einen konfigurierten Pre-Shared Key (PSK) konfigurieren.

Uber diese Aufgabe

Sie flihren die Schritte in diesem Verfahren auf dem SUSE Linux Enterprise Server-Host aus, auflser wenn
angegeben ist, dass Sie einen Schritt auf dem ONTAP-Controller ausfiihren.

Schritte
1. Uberprifen Sie, ob die folgenden Pakete von ktls-utils, openss| und libopensl auf dem Host installiert sind:

a. rpm -ga | grep ktls

Beispielausgabe

ktls-utils-0.10+12.9c3923£7-150600.1.2.x86 64

b. rpm -ga | grep ssl

Beispielausgabe

openssl-3-3.1.4-150600.5.7.1.x86 64
libopenssll 1-1.1.1w-150600.5.3.1.x86 64
libopenssl13-3.1.4-150600.5.7.1.x86 64
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2. Stellen Sie sicher, dass Sie die richtige Einstellung fiir haben /etc/t1shd.conf:

cat /etc/tlshd.conf

Beispielausgabe anzeigen

[debug]

loglevel=0

tls=0

nl=0

[authenticate]

keyrings=.nvme
[authenticate.client]
#x509.truststore= <pathname>
#x509.certificate= <pathname>
#x509.private key= <pathname>
[authenticate.server]
#x509.truststore= <pathname>
#x509.certificate= <pathname>
#x509.private key= <pathname>

3. Start beim Systemstart aktivieren t1shd:

systemctl enable tlshd

4. Uberprifen Sie, ob der t1shd Daemon ausgefiihrt wird:

systemctl status tlshd
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Beispielausgabe anzeigen

tlshd.service - Handshake service for kernel TLS consumers

Loaded: loaded (/usr/lib/systemd/system/tlshd.service; enabled;
preset: disabled)

Active: active (running) since Wed 2024-08-21 15:46:53 IST; 4h
57min ago
Docs: man:tlshd(8)
Main PID: 961 (tlshd)
Tasks: 1
CPU: 46ms
CGroup: /system.slice/tlshd.service
L—961 /usr/sbin/tlshd
Aug 21 15:46:54 RX2530-M4-17-153 tlshd[961]: Built from ktls-utils
0.11-dev on Mar 21 2024 12:00:00

5. Generieren Sie das TLS PSK mithilfe derfolgenden Funktion nvme gen-tls-key:

a. cat /etc/nvme/hostngn

Beispielausgabe

ngn.2014-08.org.nvmexpress:uuid:eb8ecaz24-faff-1lea-8fee-3a68dd3b5c5f

b. nvme gen-tls-key --hmac=1 --identity=1 --subsysngn=ngn.1992
-08.com.netapp:sn.1d59%9a6b2416bllef9%ed5d039%ea50acb3:subsystem.sleslb

Beispielausgabe

NVMeTLSkey-1:01:dNcby017axByCko8Givz009zGl1gHDXJCN6KLzvYoA+NpT1luD:
6. Fugen Sie auf dem ONTAP-Array den TLS PSK zum ONTAP-Subsystem hinzu:

vserver nvme subsystem host add -vserver slesl5 tls -subsystem slesl5
-host-ngn ngn.2014-08.org.nvmexpress:uuid:e58eca24-faff-1lea-8fee-
3a68dd3b5c5f -tls-configured-psk NVMeTLSkey-
1:01:dNcby017axByCko8Givz009zGlgHDXJCN6KLzvYoA+NpT1luD:

7. Fugen Sie auf dem SUSE Linux Enterprise Server-Host den TLS PSK in den Kernel-Schllsselbund des
Hosts ein:
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nvme check-tls-key --identity=1 --subsysngn =ngqn.1992-
08.com.netapp:sn.1ld59a6b2416bllef9%ed5d039%ab0acb3:subsystem.slesl5
-—keydata=NVMeTLSkey
-1:01:dNcby017axByCko8Givz009zG1lgHDXJCN6KLzvYoA+NpTluD: --insert

Beispielausgabe

Inserted TLS key 22152a’e

@ Das PSK wird als "NVMe1R01" angezeigt, da es "ldentity v1" vom TLS-Handshake-

Algorithmus verwendet. Identity v1 ist die einzige Version, die von ONTAP unterstitzt wird.

8. Uberpriifen Sie, ob TLS PSK korrekt eingesetzt ist:

cat /proc/keys | grep NVMe

Beispielausgabe

22152a7e I--Q--- 1 perm 3b010000 0 0 psk NVMelRO1
ngn.2014-08.org.nvmexpress:uuid: £fa0c815-e28b-4bbl1-8d4c-7c6d5e610bfc
ngn.1992-

08.com.netapp:sn.1ld59a6b2416bllef9%ed5d039%ab0acb3:subsystem.slesl5
UoP9dEfvuCUzzpS0DYxnshKDapZYmvAQO/RJJ8JAgmAo=: 32

9. Stellen Sie auf dem SUSE Linux Enterprise Server-Host mithilfe des eingefiigten TLS PSK eine
Verbindung zum ONTAP-Subsystem her:

d. nvme connect -t tcp -w 20.20.10.80 -a 20.20.10.14 -n ngn.1992-
08.com.netapp:sn.1d59%9a6b2416bllef%ed5d039%ea50acb3:subsystem.slesl5
--tls key=0x22152a7e --tls

Beispielausgabe

connecting to device: nvmeO

b. nvme list-subsys

63



Beispielausgabe

nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:sn.1ld59%9a6b2416bllef%ed5d03%eab0acb3:subsystem.sleslb
hostngn=ngn.2014-08.org.nvmexpress:uuid: £falc815-e28b-
4bb1-8d4c-7c6d5e61l0bfc
iopolicy=round-robin
\
+- nvmeO tcp
traddr=20.20.10.14,trsvcid=4420,host traddr=20.20.10.80,src addr=20.2
0.10.80 live

10. Figen Sie das Ziel hinzu, und Gberpriifen Sie die TLS-Verbindung zum angegebenen ONTAP-Subsystem:

nvime subsystem controller show -vserver slesl5 tls -subsystem slesl5 -instance
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Beispielausgabe anzeigen

(vserver nvme subsystem controller show)

Vserver Name:
Subsystem:
Controller ID:
Logical Interface:
Node:

Host NON:

slesl5 tls
sleslb

0040h
slesl5t ela 1
AS900-17-174
ngn.2014-

08.org.nvmexpress:uuid: ffalc815-e28b-4bbl-8d4c-7c6d5e610bfc

Transport Protocol:

Initiator Transport Address:

Host Identifier:
ffa0c815e28b4bbl8d4c7c6d5e610bfc

Number of I/0 Queues:

I/0 Queue Depths:

Admin Queue Depth:

Max I/0 Size in Bytes:

Keep-Alive Timeout (msec):

Vserver UUID:

d039%eab0acb3
Subsystem UUID:

d039%eab0ac83
Logical Interface UUID:

d039%eab0acb3

Header Digest Enabled:

Data Digest Enabled:

Authentication Hash Function:
Authentication Diffie-Hellman Group:
Authentication Mode:

Transport Service Identifier:

TLS Key Type:

TLS PSK Identity:

nvme-tcp
20.20.10.80

4
128,
32
1048576

5000
1d59a6b2-416b-11ef-9ed5-

128, 128, 128

9b81e3c5-5037-11ef-8a90-

8185dcac-5035-11ef-8abb-

false

false

none

4420

configured
NVMelRO1l ngn.2014-

08.org.nvmexpress:uuid: ffalc815-e28b-4bbl-8d4c-7c6d5e610bfc

ngn.1992-

08.com.netapp:sn.1ld59a6b2416bllef9%ed5d039%ab0acb3:subsystem.slesl5

UoP9dEfvuCUzzpS0DYxnshKDapZYmvAQO/RJIJ8JAgmMAO=

TLS Cipher:

TLS-AES-128-GCM-SHA256

Bekannte Probleme

Es sind keine Probleme bekannt.
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NVMe-of-Hostkonfiguration fur SUSE Linux Enterprise
Server 15 SP5 mit ONTAP

NVMe over Fabrics (NVMe-of), einschlielBlich NVMe over Fibre Channel (NVMe/FC) und
andere Ubertragungen werden fiir SUSE Linux Enterprise Server 15 SP5 mit Asymmetric
Namespace Access (ANA) unterstitzt. In NVMe-of Umgebungen entspricht ANA ALUA
Multipathing in iISCSI- und FCP-Umgebungen und wird mit in-Kernel NVMe Multipath
implementiert.

Die folgende Unterstlitzung ist fir die NVMe-of-Hostkonfiguration fir SUSE Linux Enterprise Server 15 SP5 mit
ONTAP verfugbar:

* NVMe- und SCSI-Datenverkehr kdnnen auf demselben Host ausgefiihrt werden. Daher konnen Sie bei
SCSI-LUNs dm-Multipath fiir SCSI-mpath-Gerate konfigurieren, wahrend Sie mdglicherweise NVMe
Multipath verwenden, um NVMe-of Namespace-Gerate auf dem Host zu konfigurieren.

* Unterstitzung fir NVMe over TCP (NVMe/TCP) neben NVMe/FC Das NetApp-Plug-in im nativen nvme-
cli Package zeigt ONTAP-Details sowohl fir NVMe/FC- als auch fir NVMe/TCP-Namespaces an.

Weitere Informationen zu unterstiitzten Konfigurationen finden Sie im "Interoperabilitats-Matrix-Tool".

Funktionen

» Unterstutzung fur sichere in-Band-NVMe-Authentifizierung

 Unterstltzung fir persistente Erkennungs-Controller (PDCs) unter Verwendung eines eindeutigen
Erkennungs-NQN

Bekannte Einschrankungen

* Das Booten von SAN Uber das NVMe-of-Protokoll wird derzeit nicht unterstitzt.

* NVMe-of wird nicht sanlun unterstlitzt. Daher ist die Unterstliitzung des Host-Dienstprogramms fiir NVMe-
of auf einem SUSE Linux Enterprise Server 15 SP5-Host nicht verfligbar. Sie kénnen das im nativen nvme-
cli-Paket enthaltene NetApp-Plug-in fiir alle NVMe-of-Ubertragungen verwenden.

Konfiguration von NVMe/FC

Sie kdnnen NVMe/FC fur Broadcom/Emulex FC- oder Marvell/Qlogic FC-Adapter konfigurieren.
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Broadcom/Emulex
Schritte
1. Stellen Sie sicher, dass Sie das empfohlene Adaptermodell verwenden:

cat /sys/class/scsi _host/host*/modelname

Beispielausgabe:

LPe32002 M2
LPe32002-M2

2. Uberprifen Sie die Beschreibung des Adaptermodells:

cat /sys/class/scsi _host/host*/modeldesc

Beispielausgabe:

Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter

3. Stellen Sie sicher, dass Sie die empfohlenen Firmware-Versionen des Emulex Host Bus Adapters
(HBA) verwenden:

cat /sys/class/scsi_host/host*/fwrev

Beispielausgabe:

14.0.639.20, sli-4:2:c
14.0.639.20, sli-4:2:c

4. Stellen Sie sicher, dass Sie die empfohlene LPFC-Treiberversion verwenden:

cat /sys/module/lpfc/version

Beispielausgabe:

0:14.2.0.13
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5. Vergewissern Sie sich, dass Sie lhre Initiator-Ports anzeigen kdnnen:

cat /sys/class/fc_host/host*/port name

Beispielausgabe:

0x100000109b579d5e
0x100000109b579d5f

6. Uberpriifen Sie, ob Ihre Initiator-Ports online sind:

cat /sys/class/fc_host/host*/port state

Beispielausgabe:

Online

Online

7. Vergewissern Sie sich, dass die NVMe/FC-Initiator-Ports aktiviert sind und die Ziel-Ports sichtbar sind:

cat /sys/class/scsi _host/host*/nvme info

Beispielausgabe:

Im folgenden Beispiel ist ein Initiator-Port aktiviert und mit zwei Ziel-LIFs verbunden.



NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x100000109b579d5e WWNN x200000109b579d5e DID
x011c00 ONLINE

NVME RPORT WWPN x208400a098dfdd91 WWNN x208100a098dfdd91 DID x011503
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x208500a098dfdd91 WWNN x208100a098dfdd91 DID x010003
TARGET DISCSRVC *ONLINE

NVME Statistics

LS: Xmt 0000000e49 Cmpl 0000000e49 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 000000003ceb594f Issue 000000003ce65dbe OutIO
fffffffffffb046f

abort 00000bd2 noxri 00000000 nondlp 00000000 gdepth 00000000 wgerr
00000000 err 00000000

FCP CMPL: xb 000014f4 Err 00012abd

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x100000109b579d5f WWNN x200000109b579d5f DID
x011b00 ONLINE

NVME RPORT WWPN x208300a098dfdd91 WWNN x208100a098dfdd91 DID x010c03
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x208200a098dfdd91 WWNN x208100a098dfdd91 DID x012a03
TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000000e50 Cmpl 0000000e50 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 000000003c9859ca Issue 000000003c93515e OutIO
fffffffffffaf794

abort 00000b73 noxri 00000000 nondlp 00000000 gdepth 00000000 wgerr
00000000 err 00000000

FCP CMPL: xb 0000159d Err 000135c3

8. Starten Sie den Host neu.

Marvell/QLogic

Der native Inbox gla2xxx-Treiber, der im SUSE Linux Enterprise Server 15 SP5-Kernel enthalten ist,
verflgt Uber die neuesten Fehlerbehebungen. Diese Fehlerbehebungen sind fiir die Unterstitzung von
ONTAP unerlasslich.

Schritte

1. Vergewissern Sie sich, dass der unterstltzte Adaptertreiber und die unterstitzten Firmware-
Versionen ausgeflihrt werden:
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cat /sys/class/fc host/host*/symbolic name
Beispielausgabe:

QLE2742 FW:v9.12.01 DVR: v10.02.08.300-k
QLE2742 FW:v9.12.01 DVR: v10.02.08.300-k

2. Uberpriifen Sie das ql2xnvmeenable Parameter ist auf 1 eingestellt:

cat /sys/module/gla2xxx/parameters/gl2xnvmeenable
1

1 MB 1/0-GroRe aktivieren (optional)

ONTAP meldet in den Identify Controller-Daten eine maximale Datenibertragungsgrof3e (MDTS) von 8. Dies
bedeutet, dass die maximale E/A-Anforderungsgréfie bis zu 1 MB betragen kann. Um E/A-Anfragen der GroRke
1 MB fur einen Broadcom NVMe/FC-Host auszugeben, sollten Sie die 1pfc Wert des 1pfc sg seg cnt
Parameter vom Standardwert 64 auf 256.

(D Diese Schritte gelten nicht fir Qlogic NVMe/FC-Hosts.

Schritte

1. Setzen Sie den 1pfc_sg seg cnt Parameter auf 256:
cat /etc/modprobe.d/lpfc.conf
Sie sollten eine Ausgabe ahnlich dem folgenden Beispiel sehen:
options lpfc lpfc sg seg cnt=256

2. Fihren Sie den Befehl aus dracut -f£, und starten Sie den Host neu.

3. Stellen Sie sicher, dass der Wert fir 1pfc_sg_seg cnt 256 lautet:

cat /sys/module/lpfc/parameters/lpfc sg seg cnt

Aktivierung von NVMe-Services

In sind zwei NVMe/FC-Boot-Services enthalten nvme-c11i Paket, jedoch nur nvmefc-boot-
connections.service Ist aktiviert, um wahrend des Systemstarts zu starten; nvmf -
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autoconnect.service Ist nicht aktiviert. Daher missen Sie manuell aktivieren nvmf-
autoconnect.service Zum Starten wahrend des Systemstarts.

Schritte

1. Aktivieren nvmf-autoconnect.service:

# systemctl enable nvmf-autoconnect.service
Created symlink /etc/systemd/system/default.target.wants/nvmf-
autoconnect.service — /usr/lib/systemd/system/nvmf-autoconnect.service.

2. Starten Sie den Host neu.

3. Uberpriifen Sie, ob nvmf-autoconnect.service und nvmefc-boot-connections.service nach
dem Systemstart ausgefihrt werden:

Beispielausgabe:
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# systemctl status nvmf-autoconnect.service
nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-autoconnect.service;
enabled; vendor preset: disabled)

Active: inactive (dead) since Thu 2023-05-25 14:55:00 IST; 1lmin
ago

Process: 2108 ExecStartPre=/sbin/modprobe nvme-fabrics (code=exited,
status=0/SUCCESS)

Process: 2114 ExecStart=/usr/sbin/nvme connect-all (code=exited,
status=0/SUCCESS)

Main PID: 2114 (code=exited, status=0/SUCCESS)

systemd[1l]: Starting Connect NVMe-oF subsystems automatically during
boot. ..

nvme [2114]: traddr=nn-0x201700a098fd4cab:pn-0x201800a098fd4cab is
already connected

systemd[1l]: nvmf-autoconnect.service: Deactivated successfully.
systemd[1l]: Finished Connect NVMe-oF subsystems automatically during
boot.

# systemctl status nvmefc-boot-connections.service
nvmefc-boot-connections.service - Auto-connect to subsystems on FC-NVME
devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; vendor preset: enabled)

Active: inactive (dead) since Thu 2023-05-25 14:55:00 IST; 1llmin ago
Main PID: 1647 (code=exited, status=0/SUCCESS)

systemd[1l]: Starting Auto-connect to subsystems on FC-NVME devices found
during boot...

systemd[1]: nvmefc-boot-connections.service: Succeeded.

systemd[1l]: Finished Auto-connect to subsystems on FC-NVME devices found

during boot.

Konfiguration von NVMe/TCP
Zum Konfigurieren von NVMe/TCP konnen Sie das folgende Verfahren verwenden.

Schritte

1. Vergewissern Sie sich, dass der Initiator-Port die Daten der Erkennungsprotokollseite Giber die
unterstitzten NVMe/TCP-LIFs abrufen kann:

nvme discover -t tcp -w <host-traddr> -a <traddr>
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Beispielausgabe:

# nvme discover -t tcp -w 192.168.1.4 -a 192.168.1.31

Discovery Log Number of Records 8, Generation counter 18

=====Discovery Log Entry 0O====== trtype: tcp

adrfam: ipvé

subtype: current discovery subsystem treqg: not specified

portid: O

trsvcid: 8009 subngn: ngn.1992-
08.com.netapp:sn.48391d66cl0abllecaaabd039eal65514:discovery traddr:
192.168.2.117

eflags: explicit discovery connections, duplicate discovery information
sectype: none

adrfam: ipvé

subtype: current discovery subsystem treqg: not specified

portid: 1

trsvcid: 8009 subngn: ngn.1992-
08.com.netapp:sn.48391d66c0abllecaaabd039eal65514:discovery traddr:
192.168.1.117

eflags: explicit discovery connections, duplicate discovery information
sectype: none

adrfam: ipvé

subtype: current discovery subsystem treqg: not specified

portid: 2

trsvcid: 8009 subngn: ngn.1992-
08.com.netapp:sn.48391d66cl0abllecaaabd039eal65514:discovery traddr:
192.168.2.116

eflags: explicit discovery connections, duplicate discovery information
sectype: none

adrfam: ipv4

subtype: current discovery subsystem treqg: not specified

portid: 3

trsvecid: 8009 subngn: ngn.1992-
08.com.netapp:sn.48391d66clabllecaaabd03%ealbb5514:discovery traddr:
192.168.1.116

eflags: explicit discovery connections, duplicate discovery information
sectype: none

adrfam: ipv4

subtype: nvme subsystem treq: not specified portid: O

trsvcid: 4420 subngn: ngn.1992-
08.com.netapp:sn.48391d66clabllecaaa5d039eal65514:subsystem.subsys CLIEN
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T116

traddr: 192.168.2.117 eflags: not specified sectype: none

=====Discovery Log Entry 5====== trtype: tcp

adrfam: ipv4

subtype: nvme subsystem treq: not specified portid: 1

trsvcid: 4420 subngn: ngn.1992-
08.com.netapp:sn.4839%91d66clabllecaaa5d039eal65514:subsystem.subsys CLIEN
T116

traddr: 192.168.1.117 eflags: not specified sectype: none

=====Discovery Log Entry 6====== trtype: tcp

adrfam: ipvé

subtype: nvme subsystem treqg: not specified portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.48391de66clabllecaaa5d039%eal65514:subsystem.subsys CLIEN
T116

traddr: 192.168.2.116 eflags: not specified sectype: none

=====Discovery Log Entry 7====== trtype: tcp

adrfam: ipv4

subtype: nvme subsystem treq: not specified portid: 3

trsvcid: 4420 subngn: ngn.1992-
08.com.netapp:sn.4839%91d66clabllecaaa5d039eal65514:subsystem.subsys CLIEN
T116

traddr: 192.168.1.116 eflags: not specified sectype: none

2. Vergewissern Sie sich, dass alle anderen LIF-Kombinationen aus NVMe/TCP-Initiator und Ziel erfolgreich
Daten der Erkennungsprotokollseite abrufen kénnen:

nvme discover -t tcp -w <host-traddr> -a <traddr>

Beispielausgabe:

# nvme discover -t tcp -w 192.168.1.4 -a 192.168.1.32
# nvme discover -t tcp -w 192.168.2.5 -a 192.168.2.36
# nvme discover -t tcp -w 192.168.2.5 -a 192.168.2.37

3. Flhren Sie die aus nvme connect-all Befehl Uiber alle unterstiitzten NVMe/TCP Initiator-Ziel-LIFs der
Nodes hinweg:

nvme connect-all -t tcp -w host-traddr -a traddr -1
<ctrl loss timeout in seconds>

Beispielausgabe:
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# nvme connect-all -t tcp -w 192.168.1.4 -a 192.168.1.31 -1 -1
# nvme connect-all -t tcp -w 192.168.1.4 -a 192.168.1.32 -1 -1
# nvme connect-all -t tcp -w 192.168.2.5 -a 192.168.1.36 -1 -1
# nvme connect-all -t tcp -w 192.168.2.5 -a 192.168.1.37 -1 -1

@ NetApp empfiehlt die Einstellung ctr1-loss-tmo Option auf -1 Damit der NVMe/TCP-
Initiator versucht, sich im Falle eines Pfadverlusts auf unbestimmte Zeit erneut zu verbinden.

NVMe-of validieren
Zur Validierung von NVMe-of gehen Sie wie folgt vor.

Schritte
1. Vergewissern Sie sich, dass in-Kernel NVMe Multipath aktiviert ist:

cat /sys/module/nvme core/parameters/multipath
Y

2. Vergewissern Sie sich, dass der Host das korrekte Controller-Modell fiir die ONTAP-NVMe-Namespaces
hat:

cat /sys/class/nvme-subsystem/nvme-subsys*/model
Beispielausgabe:

NetApp ONTAP Controller
NetApp ONTAP Controller

3. Uberpriifen Sie die NVMe-I/O-Richtlinie fir den jeweiligen ONTAP-NVMe-1/O-Controller:
cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy
Beispielausgabe:

round-robin

round-robin

4. Vergewissern Sie sich, dass die ONTAP-Namespaces fiir den Host sichtbar sind:



nvme list -v

Beispielausgabe:

Subsystem Subsystem-NQN

Controllers

nvme-subsys0 ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa77a232:subsystem.unidir dhcha
P nvme(O, nvmel, nvme2, nvme3

Device SN MN

FR TxPort Asdress Subsystem Namespaces

nvme0 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFFF tcp
traddr=192.168.2.214, trsvcid=4420,host traddr=192.168.2.14 nvme-subsys0
nvmeOnl

nvmel 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFFF tcp
traddr=192.168.2.215, trsvcid=4420,host traddr=192.168.2.14 nvme-subsys0
nvmeOnl

nvme?2 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFFF tcp
traddr=192.168.1.214, trsvcid=4420,host traddr=192.168.1.14 nvme-subsys0
nvmeOnl

nvme3 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFFF tcp
traddr=192.168.1.215, trsvcid=4420,host traddr=192.168.1.14 nvme-subsys0
nvmeOnl

Device Generic NSID Usage Format
Controllers

/dev/nvmelOnl /dev/ngOnl 0x1 1.07 GB / 1.07 GB 4 KiB + 0 B

nvme(O, nvmel, nvme2, nvme3

5. Uberpriifen Sie, ob der Controller-Status jedes Pfads aktiv ist und den korrekten ANA-Status aufweist:

nvme list-subsys /dev/<subsystem name>
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NVMe/FC
Beispielausgabe

# nvme list-subsys /dev/nvmelnl

nvme-subsysl - NQN=ngn.1992-

08.com.netapp:sn.04ba0732530911ca8e8300a098dfdd91:subsystem.nvme 145
1

\

+- nvme2 fc traddr=nn-0x208100a098dfdd9l:pn-
0x208200a098dfdd91,host traddr=nn-0x200000109b579d5f :pn-
0x100000109b579d5f live optimized

+- nvme3 fc traddr=nn-0x208100a098dfdd9l:pn-
0x208500a098dfdd91, host traddr=nn-0x200000109b579d5e:pn-
0x100000109b579d5e live optimized

+- nvmed fc traddr=nn-0x208100a098dfdd9l:pn-
0x208400a098dfdd91, host traddr=nn-0x200000109b579d5e:pn-
0x100000109b579d5e live non-optimized

+- nvme6 fc traddr=nn-0x208100a098dfdd9l:pn-
0x208300a098dfdd91, host traddr=nn-0x200000109b579d5f:pn-
0x100000109b579d5f live non-optimized

NVMe/TCP
Beispielausgabe

# nvme list-subsys

nvme-subsys0 - NQN=nqgn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%eaa’7a232:subsystem.unidir d
hchap
hostngn=ngn.2014-08.org.nvmexpress:uuid:eb58ecaz24-faff-1lea-8fee-
3a68dd3b5chHf

iopolicy=round-robin

+- nvmeO tcp
traddr=192.168.2.214,trsvcid=4420,host traddr=192.168.2.14 live
+- nvmel tcp
traddr=192.168.2.215, trsvcid=4420,host traddr=192.168.2.14 live
+- nvme2 tcp
traddr=192.168.1.214,trsvcid=4420,host traddr=192.168.1.14 liwve
+- nvme3 tcp
traddr=192.168.1.215, trsvcid=4420,host traddr=192.168.1.14 live

6. Vergewissern Sie sich, dass das NetApp Plug-in fir jedes ONTAP Namespace-Gerat die richtigen Werte
anzeigt:



Spalte

nvme netapp ontapdevices -o column

Beispielausgabe:

Device Vserver Namespace Path

NSID UUID Size

/dev/nvmeOnl vs CLIENT114

/vol/CLIENT114 vol 0 10/CLIENT114 nsl10 1 c6586535-da8a-

40£fa-8c20-759ea0d69d33 1.07GB

JSON

nvme netapp ontapdevices -o Jjson

Beispielausgabe:

{
"ONTAPdevices": [

{

"Device":"/dev/nvmeOnl",

"Vserver":"vs CLIENTI114",

"Namespace Path":"/vol/CLIENT114 vol 0 10/CLIENT114 nsl10",
"NSID":1,
"UUID":"c6586535-da8a-40fa-8c20-759ea0d69d33",
"Size":"1.07GB",

"LBA Data Size":4096,

"Namespace Size":262144

}

]

}

Erstellen Sie einen persistenten Controller fur die Erkennung

Ab ONTAP 9.11.1 kdnnen Sie einen persistenten Erkennungscontroller (Persistent Discovery Controller, PDC)
fur lhnren SUSE Linux Enterprise Server 15 SP5-Host erstellen. Ein PDC ist erforderlich, um automatisch ein
NVMe-Subsystem zu erkennen, das Szenario hinzufiigt oder entfernt sowie Anderungen an den Daten der
Erkennungsprotokollseite.

Schritte

1. Uberprifen Sie, ob die Daten der Erkennungsprotokollseite verfligbar sind und Gber den Initiator-Port und
die Ziel-LIF-Kombination abgerufen werden kdnnen:
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nvme discover -t <trtype> -w <host-traddr> -a <traddr>
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80

Beispielausgabe anzeigen:

Discovery Log Number of Records 16, Generation counter 14

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: O

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0501daflbddalleeab68d03%eaa7a232:discovery
traddr: 192.168.1.214

eflags: explicit discovery connections, duplicate discovery
information sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: O

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d03%eaa7a232:discovery
traddr: 192.168.1.215

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: O

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa7a232:discovery
traddr: 192.168.2.215

eflags: explicit discovery connections, duplicate discovery
information sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem
treq: not specified

portid: O



trsvecid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d03%eaa7a232:discovery
traddr: 192.168.2.214

eflags: explicit discovery connections, duplicate discovery
information sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%caa’7a232:subsystem.unidir n
one

traddr: 192.168.1.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501ldafl5ddalleeab68d039%aa’7a232:subsystem.unidir n
one

traddr: 192.168.1.215
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsveid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%caa’7a232:subsystem.unidir n
one

traddr: 192.168.2.215
eflags: none

sectype: none
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trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501ldafl5ddalleeab68d03%aa’a232:subsystem.unidir n
one

traddr: 192.168.2.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%eaa’7a232:subsystem.subsys C
LIENT114

traddr: 192.168.1.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501ldafl5ddalleeab68d039%aa’a232:subsystem.subsys C
LIENT114

traddr: 192.168.1.215
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-



08.com.netapp:sn.0501dafl5ddalleeab68d039%caa’7a232:subsystem.subsys C
LIENT114

traddr: 192.168.2.215

eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%eaa’a232:subsystem.subsys C
LIENT114

traddr: 192.168.2.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’a232:subsystem.unidir d

hchap
traddr: 192.168.1.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’7a232:subsystem.unidir d

hchap
traddr: 192.168.1.215
eflags: none

sectype: none

trtype: tcp
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adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’7a232:subsystem.unidir d

hchap
traddr: 192.168.2.215
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’7a232:subsystem.unidir d

hchap
traddr: 192.168.2.214
eflags: none

sectype: none

2. Erstellen Sie ein PDC flr das Erkennungs-Subsystem:

nvme discover -t <trtype> -w <host-traddr> -a <traddr> -p

Beispielausgabe:

nvme discover -t tcp -w 192.168.1.16 -a 192.168.1.116 -p

3. Uberpriifen Sie vom ONTAP-Controller aus, ob das PDC erstellt wurde:

vserver nvme show-discovery-controller -instance -vserver vserver name

Beispielausgabe:
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vserver nvme show-discovery-controller -instance -vserver vs nvmel75
Vserver Name: vs CLIENT116 Controller ID: 00COh

Discovery Subsystem NQN: ngn.1992-
08.com.netapp:sn.48391d66cl0a6llecaaa5d039%9eal65514:discovery Logical
Interface UUID: d23cbbla-cl0a6-11ec-9731-d03%eal65abc Logical Interface:
CLIENT116 1if 4a 1

Node: A400-14-124

Host NQN: ngn.2014-08.org.nvmexpress:uuid:12372496-59c4-4d1lb-be09-
74362c0clafc

Transport Protocol: nvme-tcp

Initiator Transport Address: 192.168.1.16

Host Identifier: 59de25be738348f08a79df4bce9573f3 Admin Queue Depth: 32
Header Digest Enabled: false Data Digest Enabled: false

Vserver UUID: 48391d66-cOa6-llec-aaab-d039%eal6b514

Sichere in-Band-Authentifizierung einrichten

Ab ONTAP 9.12.1 wird die sichere in-Band-Authentifizierung zwischen lhrem SUSE Linux Enterprise Server 15
SP5-Host und lhrem ONTAP-Controller tiber NVMe/TCP und NVMe/FC unterstutzt.

Um eine sichere Authentifizierung einzurichten, muss jeder Host oder Controller einem zugeordnet sein DH-
HMAC-CHAP Schlissel: Eine Kombination aus NQN des NVMe-Hosts oder -Controllers und einem vom
Administrator konfigurierten Authentifizierungsschlissel. Um seinen Peer zu authentifizieren, muss ein NVMe-
Host oder -Controller den dem Peer zugeordneten Schllssel erkennen.

Sie kdnnen die sichere in-Band-Authentifizierung tber die CLI oder eine JSON-Konfigurationsdatei einrichten.

Wenn Sie unterschiedliche dhchap-Schlissel fir verschiedene Subsysteme angeben missen, missen Sie
eine Konfigurations-JSON-Datei verwenden.
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CLI
Schritte
1. Rufen Sie die Host-NQN ab:

cat /etc/nvme/hostngn

2. Generieren Sie den dhchap-Schlissel fir den SUSE Linux Enterprise Server 15 SP5-Host:

nvime gen-dhchap-key -s optional secret -1 key length {32]48|64} -m
HMAC function {0]1]2]3} -n host ngn

. -s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation

0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

o -n host NQON to use for key transformation

Im folgenden Beispiel wird ein zufalliger Dhchap-Schlissel mit HMAC auf 3 (SHA-512) generiert.

# nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:d3ca725a- ac8d-4d88-b46a-174ac235139%b

DHHC-
1:03:J2UJQfj9f0pLnpF/ASDIRTYILKJIRr5CougGpGdQSysPrLubRW1£G15VSibeDF1n
1DEh3nVBel9nQ/LxreSBeH/bx/pU=:

3. Fugen Sie auf dem ONTAP-Controller den Host hinzu und geben Sie beide dhchap-Schlissel an:

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256 |sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit|8192-bit}

4. Ein Host unterstitzt zwei Arten von Authentifizierungsmethoden, unidirektional und bidirektional.
Stellen Sie auf dem Host eine Verbindung zum ONTAP-Controller her, und geben Sie dhchap-
Schlissel basierend auf der gewahlten Authentifizierungsmethode an:

nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>
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5. Validieren Sie den nvme connect authentication Durch Uberpriifen der dhchap-Schlissel fir
Host und Controller:

a. Uberpriifen Sie die Host-dhchap-Schlissel:

$cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

Beispielausgabe fiir unidirektionale Konfiguration:

# cat /sys/class/nvme-subsystem/nvme-subsysl/nvme*/dhchap secret
DHHC-
1:03:3elnQCmjJLUKD62mpYbzlpuw00Iws86NB96uNO/t3jbvhp7fjyRI9bIRJOHGS
wQtyelJCFSMkBQH3pTKGAYR1OVI9gx00=:

DHHC-
1:03:3elnQCmjJLUKD62mpYbzlpuw00Iws86NB96uNO/t3jbvhp7fjyRI9bIRJOHGS
wQtyelJCFSMkBQOH3pTKGAYR1IOVOgx00=:

DHHC-
1:03:3elnQCmjJLUKD62mpYbzlpuw00Iws86NB96uNO/t3jbvhp7fjyRI9bIRJOHGS
wQtyelJCFSMkBQH3pTKGAYR1IOVSgx00=:

DHHC-
1:03:3elnQCmjJLUKD62mpYbzlpuw00Iws86NB96uNO/t3jbvhp7fjyRI9bIRJOHGS
wQtyelJCFSMkBQH3pTKGAYR1IOVOgx00=:

b. Uberpriifen Sie die Dhchap-Tasten des Controllers:

Scat /sys/class/nvme-subsystem/<nvme-

subsysX>/nvme*/dhchap ctrl secret

Beispielausgabe fiir bidirektionale Konfiguration:
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# cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC-
1:03:WorVEV83eYO053kV4Iel50pphbX5LAphO3F8fgH3913t1rkSGDBITt3crXeTUBSE
CwGbPsEyz6CXxdQJibkbn4IzmkFU=:

DHHC-
1:03:WorVEV83eYO053kV4Iel50pphbX5LAphO3F8fgH3913t1rkSGDBITt3crXeTUBSE
CwGbPsEyz6CXxdQJibkbn4IzmkFU=:

DHHC-
1:03:WorVEV83eYO053kV4Iel50pphbX5LAphO3F8fgH3913t1rkSGDBITt3crXeTUBSE
CwGbPsEyz6CXxdQJibkbn4IzmkFU=:

DHHC-
1:03:WorVEV83eYO053kV4Iel50pphbX5LAphO3F8fgH3913t1rkSGDBITt3crXeTUBSE
CwGbPsEyz6CXxdQJibkbn4IzmkFU=:

JSON-Datei

Sie kdnnen das verwenden /etc/nvme/config.json Datei mit nvme connect-all Befehl, wennin
der ONTAP Controller-Konfiguration mehrere NVMe-Subsysteme verfiigbar sind.

Sie kdnnen die JSON-Datei mit erstellen —o Option. Weitere Syntaxoptionen finden Sie auf den man-
Pages fiir NVMe Connect-all.

Schritte
1. Konfigurieren Sie die JSON-Datei:

# cat /etc/nvme/config.json
[
{

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:12372496-59c4-4d1b-
be09-74362c0clafc",

"hostid":"3ael0b42-21af-48ce-a40b-cfb5bad81839",

"dhchap key":"DHHC-
1:03:Cu3zzfIz1WM1gZFnCMgpAgn/T6EVOcIFHez215U+Pow8) TgBF2UbNk3DK4wfk2E
ptWpnalrpwG5CndpOgxpRxhOm4lw=:"

by

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:12372496-59c4-4d1b-
be09-74362c0clafc",
"subsystems": [
{
"ngn":"ngn.1992-
08.com.netapp:sn.48391d66clabllecaaa5d039%eal65514:subsystem.subsys C
LIENT116",

"ports": [



"transport":"tcp",
"traddr":"192.168.1.117",
"host traddr":"192.168.1.16",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uulrCpGsDYU6ZHZVRUVgSYKUBRSONuOVPx5HEwWaZ : "
by
{
"transport":"tcp",
"traddr":"192.168.1.116",
"host traddr":"192.168.1.16",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uulrCpGsDYU6ZHZVRUVgsYKUBRSONuOVPx5HEwWaZ : "
by
{
"transport":"tcp",
"traddr":"192.168.2.117",
"host traddr":"192.168.2.16",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uulrCpGsDYU6ZHZVRUVgSYKUBRSONuOVPx5HEwWaZ : "
by
{
"transport":"tcp",
"traddr":"192.168.2.116",
"host traddr":"192.168.2.16",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uul0rCpGsDYU6ZHZVRUVgsYKUBRSONuOVPx5HEwWaZz : "
}

[NOTE]

In the preceding example, “dhchap key  corresponds to
‘dhchap secret’™ and “dhchap ctrl key  corresponds to
"dhchap ctrl secret'.

2. Stellen Sie mithilfe der Konfigurations-JSON-Datei eine Verbindung zum ONTAP Controller her:
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nvme connect-all -J /etc/nvme/config.json

Beispielausgabe:

traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.

.116 is already connected
.116 is already connected
.117 is already connected
.117 is already connected
.117 is already connected
.117 is already connected
.116 is already connected
.116 is already connected
.116 is already connected
.116 is already connected
.117 is already connected

P N RPN ERENNEDNND RN RN

.117 is already connected
3. Uberpriifen Sie, ob die dhchap-Geheimnisse fiir die jeweiligen Controller fiir jedes Subsystem
aktiviert wurden:
a. Uberpriifen Sie die Host-dhchap-Schliissel:
# cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret
Beispielausgabe:
DHHC-1:01:NunEWY7AZ1XgxITGheByarwZdQvU4ebZg9HO]jIr6onOHEkxJg:

b. Uberpriifen Sie die Dhchap-Tasten des Controllers:

# cat /sys/class/nvme-subsystem/nvme-
subsys0/nvme0/dhchap ctrl secret

Beispielausgabe:

DHHC-
1:03:2YJinsxa2v3+m8gqCiTnmgBZoH6mIT6G/6£f0aG08viVZBAVLNLH4 z8CvKTpV
YxN6S5fOAtaU3DNil2rieRMfdbg3704=:



Bekannte Probleme

Es gibt keine bekannten Probleme fiir SUSE Linux Enterprise Server 15 SP5 mit ONTAP-Version.

NVMe-of-Hostkonfiguration fur SUSE Linux Enterprise
Server 15 SP4 mit ONTAP

NVMe over Fabrics (NVMe-of), einschlie3lich NVMe over Fibre Channel (NVMe/FC) und
andere Ubertragungen werden mit SUSE Linux Enterprise Server (SLES) 15 SP4 mit
Asymmetric Namespace Access (ANA) unterstutzt. In NVMe-of Umgebungen entspricht
ANA ALUA Multipathing in iSCSI- und FCP-Umgebungen und wird mit in-Kernel NVMe
Multipath implementiert.

Die folgende Unterstutzung ist fur die NVMe-of-Hostkonfiguration fir SUSE Linux Enterprise Server 15 SP4 mit
ONTAP verfugbar:

* NVMe- und SCSI-Datenverkehr kénnen auf demselben Host ausgefiihrt werden. Daher kdnnen Sie bei
SCSI-LUNs dm-Multipath flr SCSI-mpath-Gerate konfigurieren, wahrend Sie moglicherweise NVMe
Multipath verwenden, um NVMe-of Namespace-Gerate auf dem Host zu konfigurieren.

+ Unterstiitzung fir NVMe over TCP (NVMe/TCP) neben NVMe/FC Uber das NetApp-Plug-in im nativen
nvme-cli-Paket werden ONTAP-Details fliir NVMe/FC- und NVMe/TCP-Namespaces angezeigt.

Weitere Informationen zu unterstiitzten Konfigurationen finden Sie im "Interoperabilitats-Matrix-Tool".

Funktionen

 Unterstltzung fur sichere in-Band-NVMe-Authentifizierung

* Unterstltzung fur persistente Erkennungs-Controller (PDCs) unter Verwendung eines eindeutigen
Erkennungs-NQN

Bekannte Einschrankungen

» Das Booten von SAN Uber das NVMe-of-Protokoll wird derzeit nicht unterstitzt.

* FUr NVMe-of gibt es keine sanlun-Unterstiitzung. Daher ist die Unterstlitzung des Host-Dienstprogramms
fur NVMe-of auf einem SUSE Linux Enterprise Server 15 SP5-Host nicht verfugbar. Sie kénnen sich auf
das NetApp Plug-in im nativen nvme-cli-Paket fir alle NVMe-of-Ubertragungen verlassen.

Konfiguration von NVMe/FC

Sie kénnen NVMe/FC fur Broadcom/Emulex FC-Adapter oder Marvell/Qlogic FC-Adapter konfigurieren.
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Broadcom/Emulex
Schritte
1. Stellen Sie sicher, dass Sie das empfohlene Adaptermodell verwenden:

cat /sys/class/scsi _host/host*/modelname

Beispielausgabe:

LPe32002 M2
LPe32002-M2

2. Uberprifen Sie die Beschreibung des Adaptermodells:

cat /sys/class/scsi _host/host*/modeldesc

Beispielausgabe:

Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter

3. Stellen Sie sicher, dass Sie die empfohlenen Firmware-Versionen des Emulex Host Bus Adapters
(HBA) verwenden:

cat /sys/class/scsi_host/host*/fwrev

Beispielausgabe:

12.8.351.47, sli-4:2:c
12.8.351.47, sli-4:2:c

4. Stellen Sie sicher, dass Sie die empfohlene LPFC-Treiberversion verwenden:

cat /sys/module/lpfc/version

Beispielausgabe:

0:14.2.0.6



5. Vergewissern Sie sich, dass Sie lhre Initiator-Ports anzeigen kdnnen:

cat /sys/class/fc_host/host*/port name

Beispielausgabe:

0x100000109b579d5e
0x100000109b579d5f

6. Uberpriifen Sie, ob Ihre Initiator-Ports online sind:

cat /sys/class/fc_host/host*/port state

Beispielausgabe:

Online

Online

7. Vergewissern Sie sich, dass die NVMe/FC-Initiator-Ports aktiviert sind und die Ziel-Ports sichtbar sind:

cat /sys/class/scsi _host/host*/nvme info

Beispielausgabe:

Im folgenden Beispiel ist ein Initiator-Port aktiviert und mit zwei Ziel-LIFs verbunden.
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NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x100000109b579d5e WWNN x200000109b579d5e DID
x011c00 ONLINE

NVME RPORT WWPN x208400a098dfdd91 WWNN x208100a098dfdd91 DID x011503
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x208500a098dfdd91 WWNN x208100a098dfdd91 DID x010003
TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000000e49 Cmpl 0000000e49 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 000000003ceb594f Issue 000000003ce65dbe OutIO
fffffffffffb046f

abort 00000bd2 noxri 00000000 nondlp 00000000 gdepth 00000000 wgerr
00000000 err 00000000

FCP CMPL: xb 000014f4 Err 00012abd

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x100000109b579d5f WWNN x200000109b579d5f DID
x011b00 ONLINE

NVME RPORT WWPN x208300a098dfdd91 WWNN x208100a098dfdd91 DID x010c03
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x208200a098dfdd91 WWNN x208100a098dfdd91 DID x012a03
TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000000e50 Cmpl 0000000e50 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 000000003c9859ca Issue 000000003c93515e OutIO
fffffffffffaf794

abort 00000b73 noxri 00000000 nondlp 00000000 gdepth 00000000 wgerr
00000000 err 00000000

FCP CMPL: xb 0000159d Err 000135c3

8. Starten Sie den Host neu.

Marvell/QLogic

Der native Inbox gla2xxx-Treiber, der im SUSE Linux Enterprise Server 15 SP4-Kernel enthalten ist,
verflgt Uber die neuesten Fehlerbehebungen. Diese Fehlerbehebungen sind fiir die Unterstitzung von
ONTAP unerlasslich.

Schritte

1. Vergewissern Sie sich, dass der unterstltzte Adaptertreiber und die unterstitzten Firmware-
Versionen ausgeflihrt werden:



cat /sys/class/fc host/host*/symbolic name
Beispielausgabe:

QLE2742 FW:v9.08.02 DVR:v10.02.07.800-k QLE2742 FW:v9.08.02
DVR:v10.02.07.800-k

2. Uberpriifen Sie das ql2xnvmeenable Parameter ist auf 1 eingestellt:

cat /sys/module/glaZ2xxx/parameters/gl2xnvmeenable
1

1 MB 1/0-GroBe aktivieren (optional)

ONTAP meldet in den Identify Controller-Daten eine maximale Dateniibertragungsgrée (MDTS) von 8. Dies
bedeutet, dass die maximale E/A-Anforderungsgrof3e bis zu 1 MB betragen kann. Um E/A-Anfragen der Grol3e
1 MB fur einen Broadcom NVMe/FC-Host auszugeben, sollten Sie die 1pfc Wert des 1pfc _sg seg cnt
Parameter vom Standardwert 64 auf 256.

@ Diese Schritte gelten nicht fir Qlogic NVMe/FC-Hosts.

Schritte
1. Setzen Sie den 1pfc_sg seg_cnt Parameter auf 256:

cat /etc/modprobe.d/lpfc.conf
Sie sollten eine Ausgabe ahnlich dem folgenden Beispiel sehen:
options lpfc lpfc sg seg cnt=256

2. Fihren Sie den Befehl aus dracut -f, und starten Sie den Host neu.

3. Stellen Sie sicher, dass der Wert fir 1pfc_sg seg cnt 256 lautet:

cat /sys/module/lpfc/parameters/lpfc_sg seg cnt

Aktivierung von NVMe-Services

In sind zwei NVMe/FC-Boot-Services enthalten nvme-c1i Paket, jedoch nur nvmefc-boot-
connections.service Ist aktiviert, um wahrend des Systemstarts zu starten; nvmf-
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autoconnect.service Ist nicht aktiviert. Daher missen Sie manuell aktivieren nvmf-
autoconnect.service Zum Starten wahrend des Systemstarts.

Schritte

1. Aktivieren nvmf-autoconnect.service:

# systemctl enable nvmf-autoconnect.service
Created symlink /etc/systemd/system/default.target.wants/nvmf-
autoconnect.service — /usr/lib/systemd/system/nvmf-autoconnect.service.

2. Starten Sie den Host neu.

3. Uberpriifen Sie, ob nvmf-autoconnect.service und nvmefc-boot-connections.service nach
dem Systemstart ausgefihrt werden:

Beispielausgabe:
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# systemctl status nvmf-autoconnect.service
nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot
Loaded: loaded (/usr/lib/systemd/system/nvmf-autoconnect.service;
enabled; vendor preset: disabled)
Active: i1nactive (dead) since Thu 2023-05-25 14:55:00 IST; 1llmin
ago
Process: 2108 ExecStartPre=/sbin/modprobe nvme-fabrics (code=exited,
status=0/SUCCESS)
Process: 2114 ExecStart=/usr/sbin/nvme connect-all (code=exited,
status=0/SUCCESS)
Main PID: 2114 (code=exited, status=0/SUCCESS)

systemd[1l]: Starting Connect NVMe-oF subsystems automatically during

boot...
nvme [2114]: traddr=nn-0x201700a098fd4cab6:pn-0x201800a098fd4ca6 is

already connected

systemd[1l]: nvmf-autoconnect.service: Deactivated successfully.
systemd[1l]: Finished Connect NVMe-oF subsystems automatically during
boot.

# systemctl status nvmefc-boot-connections.service
nvmefc-boot-connections.service - Auto-connect to subsystems on FC-NVME
devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; vendor preset: enabled)

Active: inactive (dead) since Thu 2023-05-25 14:55:00 IST; 1llmin ago
Main PID: 1647 (code=exited, status=0/SUCCESS)

systemd[1l]: Starting Auto-connect to subsystems on FC-NVME devices found
during boot...

systemd[1]: nvmefc-boot-connections.service: Succeeded.

systemd[1l]: Finished Auto-connect to subsystems on FC-NVME devices found

during boot.

Konfiguration von NVMe/TCP

Zum Konfigurieren von NVMe/TCP konnen Sie das folgende Verfahren verwenden.

Schritte

1. Vergewissern Sie sich, dass der Initiator-Port die Daten der Erkennungsprotokollseite Giber die
unterstitzten NVMe/TCP-LIFs abrufen kann:

nvme discover -t tcp -w <host-traddr> -a <traddr>
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Beispielausgabe:

# nvme discover -t tcp -w 192.168.1.4 -a 192.168.1.31

Discovery Log Number of Records 8, Generation counter 18

=====Discovery Log Entry 0O====== trtype: tcp

adrfam: ipvé

subtype: current discovery subsystem treqg: not specified

portid: O

trsvcid: 8009 subngn: ngn.1992-
08.com.netapp:sn.48391d66cl0abllecaaabd039eal65514:discovery traddr:
192.168.2.117

eflags: explicit discovery connections, duplicate discovery information
sectype: none

adrfam: ipvé

subtype: current discovery subsystem treqg: not specified

portid: 1

trsvcid: 8009 subngn: ngn.1992-
08.com.netapp:sn.48391d66c0abllecaaabd039eal65514:discovery traddr:
192.168.1.117

eflags: explicit discovery connections, duplicate discovery information
sectype: none

adrfam: ipvé

subtype: current discovery subsystem treqg: not specified

portid: 2

trsvcid: 8009 subngn: ngn.1992-
08.com.netapp:sn.48391d66cl0abllecaaabd039eal65514:discovery traddr:
192.168.2.116

eflags: explicit discovery connections, duplicate discovery information
sectype: none

adrfam: ipv4

subtype: current discovery subsystem treqg: not specified

portid: 3

trsvecid: 8009 subngn: ngn.1992-
08.com.netapp:sn.48391d66clabllecaaabd03%ealbb5514:discovery traddr:
192.168.1.116

eflags: explicit discovery connections, duplicate discovery information
sectype: none

adrfam: ipv4

subtype: nvme subsystem treq: not specified portid: O

trsvcid: 4420 subngn: ngn.1992-
08.com.netapp:sn.48391d66clabllecaaa5d039eal65514:subsystem.subsys CLIEN



T116

traddr: 192.168.2.117 eflags: not specified sectype: none

=====Discovery Log Entry 5====== trtype: tcp

adrfam: ipv4

subtype: nvme subsystem treq: not specified portid: 1

trsvcid: 4420 subngn: ngn.1992-
08.com.netapp:sn.4839%91d66clabllecaaa5d039eal65514:subsystem.subsys CLIEN
T116

traddr: 192.168.1.117 eflags: not specified sectype: none

=====Discovery Log Entry 6====== trtype: tcp

adrfam: ipvé

subtype: nvme subsystem treqg: not specified portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.48391de66clabllecaaa5d039%eal65514:subsystem.subsys CLIEN
T116

traddr: 192.168.2.116 eflags: not specified sectype: none

=====Discovery Log Entry 7====== trtype: tcp

adrfam: ipv4

subtype: nvme subsystem treq: not specified portid: 3

trsvcid: 4420 subngn: ngn.1992-
08.com.netapp:sn.4839%91d66clabllecaaa5d039eal65514:subsystem.subsys CLIEN
T116

traddr: 192.168.1.116 eflags: not specified sectype: none

2. Vergewissern Sie sich, dass alle anderen LIF-Kombinationen aus NVMe/TCP-Initiator und Ziel erfolgreich
Daten der Erkennungsprotokollseite abrufen kénnen:

nvme discover -t tcp -w <host-traddr> -a <traddr>

Beispielausgabe:

# nvme discover -t tcp -w 192.168.1.4 -a 192.168.1.32
# nvme discover -t tcp -w 192.168.2.5 -a 192.168.2.36
# nvme discover -t tcp -w 192.168.2.5 -a 192.168.2.37

3. Flhren Sie die aus nvme connect-all Befehl Uiber alle unterstiitzten NVMe/TCP Initiator-Ziel-LIFs der
Nodes hinweg:

nvme connect-all -t tcp -w host-traddr -a traddr -1
<ctrl loss timeout in seconds>

Beispielausgabe:
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# nvme connect-all -t tcp -w 192.168.1.4 -a 192.168.1.31 -1 -1
# nvme connect-all -t tcp -w 192.168.1.4 -a 192.168.1.32 -1 -1
# nvme connect-all -t tcp -w 192.168.2.5 -a 192.168.1.36 -1 -1
# nvme connect-all -t tcp -w 192.168.2.5 -a 192.168.1.37 -1 -1

@ NetApp empfiehlt die Einstellung ctr1-loss-tmo Option auf -1 Damit der NVMe/TCP-
Initiator versucht, sich im Falle eines Pfadverlusts auf unbestimmte Zeit erneut zu verbinden.

NVMe-of validieren
Zur Validierung von NVMe-of gehen Sie wie folgt vor.

Schritte
1. Vergewissern Sie sich, dass in-Kernel NVMe Multipath aktiviert ist:

cat /sys/module/nvme core/parameters/multipath
Y

2. Vergewissern Sie sich, dass der Host das korrekte Controller-Modell fiir die ONTAP-NVMe-Namespaces
hat:

cat /sys/class/nvme-subsystem/nvme-subsys*/model
Beispielausgabe:

NetApp ONTAP Controller
NetApp ONTAP Controller

3. Uberpriifen Sie die NVMe-I/O-Richtlinie fir den jeweiligen ONTAP-NVMe-1/O-Controller:
cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy
Beispielausgabe:

round-robin

round-robin

4. Vergewissern Sie sich, dass die ONTAP-Namespaces fiir den Host sichtbar sind:
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nvme list -v

Beispielausgabe:

Subsystem Subsystem-NQN

Controllers

nvme-subsys0 ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa77a232:subsystem.unidir dhcha
P nvmeO, nvmel, nvme2, nvme3

Device SN MN

FR TxPort Asdress Subsystem Namespaces

nvme0 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFFF tcp
traddr=192.168.2.214, trsvcid=4420,host traddr=192.168.2.14 nvme-subsys0
nvmeOnl

nvmel 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFFF tcp
traddr=192.168.2.215, trsvcid=4420,host traddr=192.168.2.14 nvme-subsys0
nvmeOnl

nvme?2 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFFF tcp
traddr=192.168.1.214, trsvcid=4420,host traddr=192.168.1.14 nvme-subsys0
nvmeOnl

nvme3 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFFF tcp
traddr=192.168.1.215, trsvcid=4420,host traddr=192.168.1.14 nvme-subsys0
nvmeOnl

Device Generic NSID Usage Format
Controllers

/dev/nvmelOnl /dev/ngOnl 0x1 1.07 GB / 1.07 GB 4 KiB + 0 B

nvme(O, nvmel, nvme2, nvme3

5. Uberpriifen Sie, ob der Controller-Status jedes Pfads aktiv ist und den korrekten ANA-Status aufweist:

nvme list-subsys /dev/<subsystem name>
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NVMe/FC

# nvme list-subsys /dev/nvmelnl

nvme-subsysl - NQN=ngn.1992-
08.com.netapp:sn.04ba0732530911ea8e8300a098dfdd91:subsystem.nvme 145
1

\

+- nvme2 fc traddr=nn-0x208100a098dfdd9l:pn-
0x208200a098dfdd91, host traddr=nn-0x200000109b579d5f:pn-
0x100000109b579d5f live optimized

+- nvme3 fc traddr=nn-0x208100a098dfdd9l:pn-
0x208500a098dfdd91, host traddr=nn-0x200000109b579d5e:pn-
0x100000109b579d5e live optimized

+- nvmed fc traddr=nn-0x208100a098dfdd9l:pn-
0x208400a098dfdd91, host traddr=nn-0x200000109b579d5e:pn-
0x1000001090b579d5e live non-optimized

+- nvme6 fc traddr=nn-0x208100a098dfdd9l:pn-
0x208300a098dfdd91, host traddr=nn-0x200000109b579d5f :pn-
0x1000001090579d5f live non-optimized

NVMe/TCP

# nvme list-subsys

nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’a232:subsystem.unidir d
hchap
hostngn=ngn.2014-08.org.nvmexpress:uuid:eb8ecal24-faff-11lea-8fee-
3a68dd3b5chHf

iopolicy=round-robin

+- nvmeO tcp
traddr=192.168.2.214, trsvcid=4420,host traddr=192.168.2.14 live
+- nvmel tcp
traddr=192.168.2.215, trsvcid=4420,host traddr=192.168.2.14 live
+- nvme2 tcp
traddr=192.168.1.214,trsvcid=4420,host traddr=192.168.1.14 live
+- nvme3 tcp
traddr=192.168.1.215, trsvcid=4420,host traddr=192.168.1.14 live

6. Vergewissern Sie sich, dass das NetApp Plug-in fir jedes ONTAP Namespace-Gerat die richtigen Werte
anzeigt:
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Spalte

nvme netapp ontapdevices -o column

Beispielausgabe:

Device Vserver Namespace Path

NSID UUID Size

/dev/nvmeOnl vs CLIENT114

/vol/CLIENT114 vol 0 10/CLIENT114 nsl10 1 c6586535-da8a-

40£fa-8c20-759ea0d69d33 1.07GB

JSON

nvme netapp ontapdevices -o Jjson

Beispielausgabe:

"ONTAPdevices": [
{
"Device":"/dev/nvmeOnl",
"Vserver":"vs CLIENTI114",
"Namespace Path":"/vol/CLIENT114 vol 0 10/CLIENT114 nsl0",
"NSID":1,
"UUID":"c6586535-da8a-40fa-8c20-759ea0d69d33",
"Size":"1.07GB",
"LBA Data Size":4096,
"Namespace Size":262144

Erstellen Sie einen persistenten Controller fur die Erkennung

Ab ONTAP 9.11.1 kdnnen Sie einen persistenten Erkennungscontroller (Persistent Discovery Controller, PDC)
fur lhnren SUSE Linux Enterprise Server 15 SP4-Host erstellen. Ein PDC ist erforderlich, um automatisch ein
NVMe-Subsystem zu erkennen, das Szenario hinzufiigt oder entfernt sowie Anderungen an den Daten der
Erkennungsprotokollseite.

Schritte

1. Uberprifen Sie, ob die Daten der Erkennungsprotokollseite verfligbar sind und Gber den Initiator-Port und
die Ziel-LIF-Kombination abgerufen werden kdnnen:
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nvme discover -t <trtype> -w <host-traddr> -a <traddr>
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Beispielausgabe anzeigen:

Discovery Log Number of Records 16, Generation counter 14

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: O

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0501daflbddalleeab68d03%eaa7a232:discovery
traddr: 192.168.1.214

eflags: explicit discovery connections, duplicate discovery
information sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: O

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d03%eaa7a232:discovery
traddr: 192.168.1.215

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: O

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa7a232:discovery
traddr: 192.168.2.215

eflags: explicit discovery connections, duplicate discovery
information sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem
treq: not specified

portid: O
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trsvecid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d03%eaa7a232:discovery
traddr: 192.168.2.214

eflags: explicit discovery connections, duplicate discovery
information sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%caa’7a232:subsystem.unidir n

one
traddr: 192.168.1.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501ldafl5ddalleeab68d039%aa’7a232:subsystem.unidir n

one
traddr: 192.168.1.215
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsveid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%caa’7a232:subsystem.unidir n

one
traddr: 192.168.2.215
eflags: none

sectype: none
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trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501ldafl5ddalleeab68d03%aa’a232:subsystem.unidir n
one

traddr: 192.168.2.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%eaa’7a232:subsystem.subsys C
LIENT114

traddr: 192.168.1.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501ldafl5ddalleeab68d039%aa’a232:subsystem.subsys C
LIENT114

traddr: 192.168.1.215
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-
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08.com.netapp:sn.0501dafl5ddalleeab68d039%caa’7a232:subsystem.subsys C

LIENT114
traddr: 192.168.2.215
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%eaa’a232:subsystem.subsys C

LIENT114
traddr: 192.168.2.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’a232:subsystem.unidir d

hchap
traddr: 192.168.1.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’7a232:subsystem.unidir d

hchap
traddr: 192.168.1.215
eflags: none

sectype: none

trtype: tcp
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adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’7a232:subsystem.unidir d

hchap
traddr: 192.168.2.215
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’7a232:subsystem.unidir d

hchap
traddr: 192.168.2.214
eflags: none

sectype: none

2. Erstellen Sie ein PDC flr das Erkennungs-Subsystem:

nvme discover -t <trtype> -w <host-traddr> -a <traddr> -p

Beispielausgabe:

nvme discover -t tcp -w 192.168.1.16 -a 192.168.1.116 -p

3. Uberpriifen Sie vom ONTAP-Controller aus, ob das PDC erstellt wurde:

vserver nvme show-discovery-controller -instance -vserver vserver name

Beispielausgabe:

109



vserver nvme show-discovery-controller -instance -vserver vs nvmel75
Vserver Name: vs CLIENT116 Controller ID: 00COh

Discovery Subsystem NQN: ngn.1992-
08.com.netapp:sn.48391d66cl0a6llecaaa5d039%9eal65514:discovery Logical
Interface UUID: d23cbbla-cl0a6-11ec-9731-d03%eal65abc Logical Interface:
CLIENT116 1if 4a 1

Node: A400-14-124

Host NQN: ngn.2014-08.org.nvmexpress:uuid:12372496-59c4-4d1lb-be09-
74362c0clafc

Transport Protocol: nvme-tcp

Initiator Transport Address: 192.168.1.16

Host Identifier: 59de25be738348f08a79df4bce9573f3 Admin Queue Depth: 32
Header Digest Enabled: false Data Digest Enabled: false

Vserver UUID: 48391d66-cOa6-llec-aaab-d039%eal6b514

Sichere in-Band-Authentifizierung einrichten

Ab ONTAP 9.12.1 wird die sichere in-Band-Authentifizierung zwischen lhrem SUSE Linux Enterprise Server 15
SP4-Host und lhrem ONTAP-Controller iber NVMe/TCP und NVMe/FC unterstutzt.

Um eine sichere Authentifizierung einzurichten, muss jeder Host oder Controller einem zugeordnet sein DH-
HMAC-CHAP Schlissel: Eine Kombination aus NQN des NVMe-Hosts oder -Controllers und einem vom
Administrator konfigurierten Authentifizierungsschlissel. Um seinen Peer zu authentifizieren, muss ein NVMe-
Host oder -Controller den dem Peer zugeordneten Schllssel erkennen.

Sie kdnnen die sichere in-Band-Authentifizierung tber die CLI oder eine JSON-Konfigurationsdatei einrichten.
Wenn Sie unterschiedliche dhchap-Schlissel fir verschiedene Subsysteme angeben missen, missen Sie
eine Konfigurations-JSON-Datei verwenden.
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CLI
Schritte

1. Rufen Sie die Host-NQN ab:

cat

/etc/nvme/hostngn

2. Generieren Sie den dhchap-Schlissel fir den SUSE Linux Enterprise Server 15 SP4-Host:

nvime gen-dhchap-key -s optional secret -1 key length {32]48|64} -m
HMAC function {0]1]2]3} -n host ngn

-s secret key in hexadecimal characters to be used to initialize
host key

-1 length of the resulting key in bytes

-m HMAC function to use for key transformation

none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

-n host NQON to use for key transformation

Im folgenden Beispiel wird ein zufalliger Dhchap-Schlissel mit HMAC auf 3 (SHA-512) generiert.

# nvme gen-dhchap-key -m 3 -n ngn.2014-08.org.nvmexpress:uuid:d3ca725a-
ac8d-4d88-b46a-174ac235139%

DHHC-

1:03:J20JQf)9f0pLnpF/ASDIJRTYyILKJIRr5CougGpGdQSysPrLu6RW1fG15VSjbeDF1nlDE
h3nVBel9nQ/LxreSBeH/bx/pU=:

1. Flgen Sie auf dem ONTAP-Controller den Host hinzu und geben Sie beide dhchap-Schlissel an:

vserver nvme subsystem host add -vserver <svm name> -subsystem

<subsystem> -host-ngn <host ngn> -dhchap-host-secret

<authentication host secret> -dhchap-controller-secret

<authentication controller secret> -dhchap-hash-function {sha-
256|sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit]8192-bit}

2. Ein Host unterstiitzt zwei Arten von Authentifizierungsmethoden, unidirektional und bidirektional.
Stellen Sie auf dem Host eine Verbindung zum ONTAP-Controller her, und geben Sie dhchap-
Schlussel basierend auf der gewahlten Authentifizierungsmethode an:

1M



112

nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

3. Validieren Sie den nvme connect authentication Durch Uberprifen der dhchap-Schliissel fir
Host und Controller:

a. Uberpriifen Sie die Host-dhchap-Schliissel:

$cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

Beispielausgabe fiir unidirektionale Konfiguration:

SR650-14-114:~ # cat /sys/class/nvme-subsystem/nvme-
subsysl/nvme*/dhchap secret

DHHC-
1:03:JelnQCmjJLUKD62mpYbzlpuw00Iws86NBI6UNO/t3jbvhp7£]jyRIDIRJOHgS
wQtyelJCFSMkBQH3pTKGAYR10OVI9gx00=:

DHHC-
1:03:JelnQCmjJLUKD62mpYbzlpuw00Iws86NBI6UNO/t3jbvhp7£]jyRIDIRJOHgS
wQtyelJCFSMkBQH3pTKGAYR10OVI9gx00=:

DHHC-
1:03:JelnQCmjJLUKD62mpYbzlpuw00Iws86NBI6UNO/t3jbvhp7£]jyRIDIRJOHGS
wQtyelJCFSMkBQH3pTKGAYR10OVI9gx00=:

DHHC-
1:03:JelnQCmjJLUKD62mpYbzlpuw00Iws86NBI6UNO/t3jbvhp7£]jyRIDIRJOHgS
wQtyelJCFSMkBQH3pTKGAYR10VI9gx00=:

b. Uberpriifen Sie die Dhchap-Tasten des Controllers:

Scat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret

Beispielausgabe fiir bidirektionale Konfiguration:



SR650-14-114:~ # cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC-
1:03:WorVEV83eYO053kV4Iel50pphbX5LAphO3F8fgH3913t1rkSGDBITt3crXeTUBSE
CwGbPsEyz6CXxdQJibkbn4IzmkFU=:

DHHC-
1:03:WorVEV83eYO053kV4Iel50pphbX5LAphO3F8fgH3913t1rkSGDBITt3crXeTUBSE
CwGbPsEyz6CXxdQJibkbn4IzmkFU=:

DHHC-
1:03:WorVEV83eYO053kV4Iel50pphbX5LAphO3F8fgH3913t1rkSGDBITt3crXeTUBSE
CwGbPsEyz6CXxdQJibkbn4IzmkFU=:

DHHC-
1:03:WorVEV83eYO053kV4Iel50pphbX5LAphO3F8fgH3913t1rkSGDBITt3crXeTUBSE
CwGbPsEyz6CXxdQJibkbn4IzmkFU=:

JSON-Datei

Sie kdnnen das verwenden /etc/nvme/config.json Datei mit nvme connect-all Befehl, wennin
der ONTAP Controller-Konfiguration mehrere NVMe-Subsysteme verfiigbar sind.

Sie kdnnen die JSON-Datei mit erstellen —o Option. Weitere Syntaxoptionen finden Sie auf den man-
Pages fiir NVMe Connect-all.

Schritte
1. Konfigurieren Sie die JSON-Datei:

# cat /etc/nvme/config.json
[
{

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:12372496-59c4-4d1b-
be09-74362c0clafc",

"hostid":"3ael0b42-21af-48ce-a40b-cfb5bad81839",

"dhchap key":"DHHC-
1:03:Cu3zzfIz1WM1gZFnCMgpAgn/T6EVOcIFHez215U+Pow8) TgBF2UbNk3DK4wfk2E
ptWpnalrpwG5CndpOgxpRxhOm4lw=:"

by

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:12372496-59c4-4d1b-
be09-74362c0clafc",
"subsystems": [
{
"ngn":"ngn.1992-
08.com.netapp:sn.48391d66clabllecaaa5d039%eal65514:subsystem.subsys C
LIENT116",

"ports": [
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"transport":"tcp",
"traddr":"192.168.1.117",
"host traddr":"192.168.1.16",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uulrCpGsDYU6ZHZVRUVgSYKUBRSONuOVPx5HEwWaZ : "
by
{
"transport":"tcp",
"traddr":"192.168.1.116",
"host traddr":"192.168.1.16",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uulrCpGsDYU6ZHZVRUVgsYKUBRSONuOVPx5HEwWaZ : "
by
{
"transport":"tcp",
"traddr":"192.168.2.117",
"host traddr":"192.168.2.16",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uulrCpGsDYU6ZHZVRUVgSYKUBRSONuOVPx5HEwWaZ : "
by
{
"transport":"tcp",
"traddr":"192.168.2.116",
"host traddr":"192.168.2.16",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uul0rCpGsDYU6ZHZVRUVgsYKUBRSONuOVPx5HEwWaZz : "
}

[NOTE]

In the preceding example, “dhchap key  corresponds to
‘dhchap secret’™ and “dhchap ctrl key  corresponds to
"dhchap ctrl secret'.

. Stellen Sie mithilfe der Konfigurations-JSON-Datei eine Verbindung zum ONTAP Controller her:



nvme connect-all -J /etc/nvme/config.json

Beispielausgabe:

traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.

.116 is already connected
.116 is already connected
.117 is already connected
.117 is already connected
.117 is already connected
.117 is already connected
.116 is already connected
.116 is already connected
.116 is already connected
.116 is already connected
.117 is already connected

P N RPN ERENNEDNND RN RN

.117 is already connected
3. Uberpriifen Sie, ob die dhchap-Geheimnisse fiir die jeweiligen Controller fiir jedes Subsystem
aktiviert wurden:
a. Uberpriifen Sie die Host-dhchap-Schliissel:
# cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret
Beispielausgabe:
DHHC-1:01:NunEWY7AZ1XgxITGheByarwZdQvU4ebZg9HO]jIr6onOHEkxJg:

b. Uberpriifen Sie die Dhchap-Tasten des Controllers:

# cat /sys/class/nvme-subsystem/nvme-
subsys0/nvme0/dhchap ctrl secret

Beispielausgabe:

DHHC-
1:03:2YJinsxa2v3+m8gqCiTnmgBZoH6mIT6G/6£0aG08viVZBA4VLNLH4z8CvK7pVYxN
6S5fOAtaU3DNil2rieRMfdbg3704=:
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Bekannte Probleme

Es gibt keine bekannten Probleme fiir SUSE Linux Enterprise Server 15 SP4 mit ONTAP-Version.

NVMe-of-Host-Konfiguration fur SUSE Linux Enterprise
Server 15 SP3 mit ONTAP

NVMe over Fabrics oder NVMe-of (einschlieRlich NVMe/FC und andere Ubertragungen)
wird fur SUSE Linux Enterprise Server 15 SP3 mit ANA (Asymmetric Namespace
Access) unterstitzt. ANA ist das ALUA-Aquivalent fiir NVMe-of Umgebungen und wird
derzeit mit in-Kernel NVMe Multipath implementiert. Mit diesem Verfahren kénnen Sie
NVMe-of mit in-Kernel NVMe Multipath unter Verwendung von ANA unter SUSE Linux
Enterprise Server 15 SP3 und ONTAP als Ziel aktivieren.

Genaue Details zu unterstitzten Konfigurationen finden Sie in der"Interoperabilitats-Matrix-Tool".

Funktionen

+ SUSE Linux Enterprise Server 15 SP3 unterstiitzt NVMe/FC und andere Ubertragungen.

* Es gibt keine Unterstitzung fur NVMe-of flr Sanlun. Daher gibt es keine Unterstutzung fur Linux Host
Utilities fir NVMe-of unter SUSE Linux Enterprise Server 15 SP3. Sie konnen sich auf das NetApp Plug-in
im nativen nvme-cli-Paket fir NVMe-of verlassen. Dies sollte alle NVMe-of-Ubertragungen unterstiitzen.

* NVMe- und SCSI-Datenverkehr kdnnen auf demselben Host ausgeflihrt werden. Es wird also von einer
haufig implementierten Host-Konfiguration fir Kunden ausgegangen. Daher kdnnen Sie bei SCSI wie
gewohnt fur SCSI-LUNs konfigurieren dm-multipath, die zu mpath-Geraten fihren, wahrend NVMe
Multipath mdglicherweise verwendet wird, um NVMe-of Multipath-Gerate auf dem Host zu konfigurieren.

Bekannte Einschrankungen

Das Booten von SAN Uber das NVMe-of-Protokoll wird derzeit nicht unterstttzt.

Aktivieren Sie NVMe Multipath im Kernel

NVMe Multipath im Kernel ist bereits standardmafig auf SUSE Linux Enterprise Server-Hosts wie SUSE Linux
Enterprise Server 15 SP3 aktiviert. Daher ist hier keine weitere Einstellung erforderlich. Genaue Details zu
unterstltzten Konfigurationen finden Sie in der"Interoperabilitats-Matrix-Tool".

NVMe-of-Initiator-Pakete
Genaue Details zu unterstitzten Konfigurationen finden Sie in der"Interoperabilitats-Matrix-Tool".

1. Vergewissern Sie sich, dass die erforderlichen Kernel- und nvme-cli-MU-Pakete auf dem MU-Host SUSE
Linux Enterprise Server 15 SP3 installiert sind.

Beispiel:
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# uname -r
5.3.18-59.5-default

# rpm -galgrep nvme-cli
nvme-cli-1.13-3.3.1.x86 64

Das oben genannte nvme-cli MU-Paket umfasst jetzt Folgendes:

o NVMe/FC Skripts zur automatischen Verbindung - erforderlich fur NVMe/FC Auto-(re)Verbindung,
wenn zugrunde liegende Pfade zu den Namespaces wiederhergestellt werden sowie wahrend des
Host-Neustarts:

# rpm -gl nvme-cli-1.13-3.3.1.x86 64

/etc/nvme

/etc/nvme/hostid

/etc/nvme/hostngn
/usr/lib/systemd/system/nvmefc-boot-connections.service
/usr/lib/systemd/system/nvmefc-connect. target
/usr/lib/systemd/system/nvmefc-connect(@.service

o ONTAP udev Rule - Neue udev-Regel zur Gewahrleistung der standardmafiigen NVMe-Multipath-
Round-Robin-Load-Balancer fiir alle ONTAP-Namespaces:

# rom -gl nvme-cli-1.13-3.3.1.x86 64

/etc/nvme

/etc/nvme/hostid

/etc/nvme/hostngn
/usr/lib/systemd/system/nvmefc-boot-connections.service
/usr/lib/systemd/system/nvmf-autoconnect.service
/usr/lib/systemd/system/nvmf-connect.target
/usr/lib/systemd/system/nvmf-connect@.service
/usr/lib/udev/rules.d/70-nvmf-autoconnect.rules
/usr/lib/udev/rules.d/71-nvmf-iopolicy-netapp.rules

# cat /usr/lib/udev/rules.d/71-nvmf-iopolicy-netapp.rules

# Enable round-robin for NetApp ONTAP and NetApp E-Series
ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{model}=="NetApp
ONTAP Controller", ATTR{iopolicy}="round-robin"

ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{model}=="NetApp E-

Series", ATTR{iopolicy}="round-robin"

> NetApp Plug-in fir ONTAP Gerite - das bestehende NetApp Plug-in wurde jetzt gedndert, um auch
ONTAP Namespaces zu verarbeiten.
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2. Prifen Sie die hostngn-Zeichenfolge bei /etc/nvme/hostngn Auf dem Host und stellen Sie sicher, dass
es ordnungsgemal’ mit der hostngn-Zeichenfolge flir das entsprechende Subsystem auf dem ONTAP-
Array Ubereinstimmt. Beispiel:

# cat /etc/nvme/hostngn
ngn.2014-08.org.nvmexpress:uuid:3ca559e1-5588-4£fc4-b7d6-5ccfb0b9f054
::> vserver nvme subsystem host show -vserver vs fcnvme 145
Vserver Subsystem Host NON
vs nvme 145 nvme 145 1 ngn.2014-08.org.nvmexpress:uuid:c7/b07bl6-a22e-
4la6-alfd-cf8262c8713f

nvme 145 2 ngn.2014-08.org.nvmexpress:uuid:c/b07blé6-a22e-
4la6-alfd-cf8262c8713f

nvme 145 3 ngn.2014-08.org.nvmexpress:uuid:c/b07bleo-a22e-
4la6-alfd-cf8262c8713f

nvme 145 4 ngn.2014-08.org.nvmexpress:uuid:c7b07bl6-a22e-
4la6-alfd-cf8262c8713f

nvme 145 5 ngn.2014-08.org.nvmexpress:uuid:c7/b07blé6-a22e-
4la6-alfd-c£f8262c8713f
5 entries were displayed.

Je nach dem FC-Adapter, der auf dem Host verwendet wird, fahren Sie mit den folgenden Schritten fort.

Konfiguration von NVMe/FC

Broadcom/Emulex

1. Vergewissern Sie sich, dass die empfohlenen Adapter- und Firmware-Versionen vorliegen. Beispiel:

# cat /sys/class/scsi host/host*/modelname

LPe32002-M2

LPe32002-M2

# cat /sys/class/scsi host/host*/modeldesc

Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter
# cat /sys/class/scsi_host/host*/fwrev

12.8.340.8, sli-4:2:c

12.8.840.8, sli-4:2:c

> Die neueren Ipfc-Treiber (sowohl inbox als auch outbox) haben bereits den Standardwert
Ipfc_enable_fc4_type auf 3 gesetzt, daher missen Sie diesen nicht mehr explizit in der setzen
/etc/modprobe.d/lpfc.conf, Und erstellen Sie die initrd. Der 1pfc nvme Die Unterstitzung
ist bereits standardmaRig aktiviert:

118



# cat /sys/module/lpfc/parameters/lpfc _enable fc4 type
3

o Der bestehende native Inbox Ipfc Treiber ist bereits der neueste und kompatibel mit NVMe/FC. Daher
mussen Sie den Ipfc ooob-Treiber nicht installieren.

# cat /sys/module/lpfc/version
0:12.8.0.10

2. Vergewissern Sie sich, dass die Initiator-Ports ausgefiihrt werden:

# cat /sys/class/fc host/host*/port name
0x1000001090579d5e

0x1000001090579d5f

# cat /sys/class/fc_host/host*/port state
Online

Online

3. Vergewissern Sie sich, dass die NVMe/FC-Initiator-Ports aktiviert sind, dass die Ziel-Ports angezeigt
werden und alle Ports ausgeflhrt werden. + im folgenden Beispiel ist nur ein Initiator-Port aktiviert und mit
zwei Ziel-LIFs verbunden:
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# cat /sys/class/scsi_host/host*/nvme info

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x100000109b579d5e WWNN x200000109b579d5e DID
x011c00 ONLINE

NVME RPORT WWPN x208400a098dfdd91 WWNN x208100a098dfdd91 DID x011503
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x208500a098d£fdd91 WWNN x208100a098dfdd91 DID x010003
TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000000e49 Cmpl 0000000e49 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 000000003ceb594f Issue 000000003ce65dbe OutIO
fffffffffffb04e6f

abort 00000bd2 noxri 00000000 nondlp 00000000 gdepth 00000000 wgerr
00000000 err 00000000

FCP CMPL: xb 000014f4 Err 00012abd

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x100000109b579d5f WWNN x200000109b579d5f DID
x011b00 ONLINE

NVME RPORT WWPN x208300a098dfdd91 WWNN x208100a098d£fdd91 DID x010c03
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x208200a098dfdd91 WWNN x208100a098dfdd91 DID x012a03
TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000000e50 Cmpl 0000000e50 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 000000003c9859ca Issue 000000003c93515e OutIO
fffffffffffaf794

abort 00000b73 noxri 00000000 nondlp 00000000 gdepth 00000000 wgerr
00000000 err 00000000

FCP CMPL: xb 0000159d Err 000135c3

4. Starten Sie den Host neu.

1 MB 1/0-GroRe aktivieren (optional)

ONTAP meldet in den Identify Controller-Daten ein MDTS (MAX Data Transfer Size) von 8, was bedeutet, dass
die maximale E/A-Anforderungsgrofe bis zu 1 MB betragen sollte. Um jedoch I/O-Anforderungen der GroRRe 1

MB fur den Broadcom NVMe/FC-Host auszustellen, sollte der Ipfc-Parameter 1pfc _sg seg cnt auch bis zu

256 vom Standardwert 64 entfernt werden. Befolgen Sie dazu die folgenden Anweisungen:

1. Flgen Sie den Wert 256 in der jeweiligen hinzu modprobe lpfc.conf Datei:
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# cat /etc/modprobe.d/lpfc.conf
options lpfc lpfc sg seg cnt=256

2. Fuhren Sie den Befehl aus dracut -f£, und starten Sie den Host neu.

3. Uberpriifen Sie nach dem Neustart, ob die oben genannte Einstellung angewendet wurde, indem Sie den
entsprechenden sysfs-Wert Uberprifen:

# cat /sys/module/lpfc/parameters/lpfc sg seg cnt
256

Jetzt sollte der Broadcom NVMe/FC-Host in der Lage sein, 1-MB-1/0-Anfragen an den ONTAP Namespace-
Geréten zu senden.

Marvell/QLogic

Der native Inbox gla2xxx-Treiber, der im neueren SUSE Linux Enterprise Server 15 SP3 MU-Kernel enthalten
ist, verfugt Uber die neuesten Upstream-Fehlerbehebungen. Diese Fehlerbehebungen sind fiir die
Unterstltzung von ONTAP unerlasslich.

1. Vergewissern Sie sich, dass Sie den unterstuitzten Adaptertreiber und die unterstiitzten Firmware-
Versionen ausflhren, z. B.:

# cat /sys/class/fc_host/host*/symbolic name
QLE2742 FW:v9.06.02 DVR:v10.02.00.106-k
QLE2742 FW:v9.06.02 DVR:v10.02.00.106-k

2. Verifizieren gl2xnvmeenable Ist gesetzt, sodass der Marvell-Adapter als NVMe/FC-Initiator fungieren
kann:

# cat /sys/module/gla2xxx/parameters/gl2xnvmeenable
1

Konfiguration von NVMe/TCP

Im Gegensatz zu NVMe/FC verfligt NVMe/TCP Uber keine automatische Verbindungsfunktion. Es gibt zwei
wesentliche Einschrankungen fir den Linux NVMe/TCP-Host:

+ Kein automatischer erneuten Verbindungsaufbau nach der Wiederherstellung von Pfaden
NVMe/TCP kann nicht automatisch eine Verbindung zu einem Pfad herstellen, der Gber den Standard
hinaus wiederhergestellt ist ctr1-1oss-tmo Timer von 10 Minuten nach einem Pfad nach unten.

* Beim Host-Bootup kann keine automatische Verbindung hergestellt werden NVMe/TCP kann auch
beim Host-Bootup nicht automatisch eine Verbindung herstellen.

Sie sollten den Wiederholungszeitraum fiir Failover-Ereignisse auf mindestens 30 Minuten einstellen, um
Zeitiberschreitungen zu vermeiden. Sie kdbnnen den Wiederholungszeitraum erhéhen, indem Sie den Wert des
Ctrl_Loss_tmo-Timers erhéhen. Im Folgenden sind die Details aufgefiihrt:
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Schritte

1. Uberpriifen Sie, ob der Initiator-Port die Daten der Erkennungsprotokollseiten in den unterstitzten
NVMe/TCP LIFs abrufen kann:

# nvme discover -t tcp -w 192.168.1.8 -a 192.168.1.51
Discovery Log Number of Records 10, Generation counter 119

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treg: not specified
portid: 0

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.56e362e%bb4dfllebbaded039%albSabec:subsystem.nvme 118 tcp
1

traddr: 192.168.2.56
sectype: none

trtype: tcp

adrfam: ipvé

subtype: nvme subsystem
treqg: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.56e362e9bpb4fllebbaded039%al6babc:subsystem.nvme 118 tcp
1

traddr: 192.168.1.51
sectype: none

trtype: tcp

adrfam: ipvé

subtype: nvme subsystem
treqg: not specified
portid: O

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.56e362e9bb4fllebbaded039%al6babc:subsystem.nvme 118 tcp
2

traddr: 192.168.2.56
sectype: none

2. Uberprifen Sie, ob andere LIF-Kombos des NVMe/TCP-Initiators-Initiators erfolgreich die Daten der
Erkennungsprotokoll-Seite abrufen konnen. Beispiel:
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# nvme discover -t tcp -w 192.168.1.8 -a 192.168.1.52
# nvme discover -t tcp -w 192.168.2.9 -a 192.168.2.56
# nvme discover -t tcp -w 192.168.2.9 -a 192.168.2.57

3. Laufen nvme connect-all Befehl (iber alle unterstiitzten NVMe/TCP-Initiator-Ziel-LIFs tber die Nodes
hinweg Stellen Sie einen langeren Zeitraum ein ctrl loss_tmo Zeitschaltuhr-Wiederholungszeitraum (z.
B. 30 Minuten, die Uber eingestellt werden kann -1 1800) Wahrend des connect-all, so dass es flir einen
langeren Zeitraum im Falle eines Pfadverlusts erneut versuchen wirde. Beispiel:

nvme

nvme

nvme

HH H= FH H

nvme

connect-all
connect-all
connect-all

connect-all

NVMe-of validieren

tcp —-w
tcp —-w
tcp -w
tcp -w

192.
192.
192.
.168.

192

168.
168.
168.

1.8 -a
1.8 -a
2.9 -a
2.9 -a

1. Uberpriifung des NVMe Multipath im Kernel durch Priifung:

# cat /sys/module/nvme core/parameters/multipath

Y

2. \ergewissern Sie sich, dass die entsprechenden NVMe-of Einstellungen (z. B. model Auf einstellen

192.
192.
192.

192

168.
168.
168.
.168.

N N -

.51
- D2
.56
.57

-1
=]
=l
=l

1800
1800
1800
1800

NetApp ONTAP Controller Und load balancing iopolicy Aufeinstellen round-robin) Fir die
jeweiligen ONTAP-Namespaces richtig reflektieren auf dem Host:

# cat /sys/class/nvme-subsystem/nvme-subsys*/model
NetApp ONTAP Controller
NetApp ONTAP Controller

# cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

round-robin

round-robin

3. Vergewissern Sie sich, dass die ONTAP-Namespaces auf dem Host ordnungsgemal reflektieren. Beispiel:
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# nvme list
Node SN Model Namespace

85.90 GB / 85.90 GB 4 KiB + 0 B I T I IS 1o e

Ein weiteres Beispiel:

# nvme list
Node SN Model Namespace

85.90 GB / 85.90 GB 4 KiB + 0 B FFFFFFFF

4. Uberpriifen Sie, ob der Controller-Status jedes Pfads aktiv ist und den korrekten ANA-Status aufweist.
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Beispiel:

# nvme list-subsys /dev/nvmelnl

nvme-subsysl - NQN=ngn.1992-
08.com.netapp:sn.04ba0732530911ea8e8300a098dfdd91:subsystem.nvme 145 1
\

+- nvme2 fc traddr=nn-0x208100a098dfdd91:pn-0x208200a098dfdd9l

host traddr=nn-0x200000109b579d5f:pn-0x100000109b579d5f live non-
optimized

+- nvme3 fc traddr=nn-0x208100a098dfdd91:pn-0x208500a098dfddol

host traddr=nn-0x200000109b579d5e:pn-0x100000109b579d5e live non-
optimized

+- nvmed4 fc traddr=nn-0x208100a098dfdd91:pn-0x208400a098dfddol

host traddr=nn-0x200000109b579d5e:pn-0x100000109b579d5e live optimized
+- nvme6 fc traddr=nn-0x208100a098dfdd91:pn-0x208300a098dfdd9l

host traddr=nn-0x200000109b579d5f:pn-0x100000109b579d5f live optimized

Ein weiteres Beispiel:



#nvme list-subsys /dev/nvmeOnl

nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:sn.37ba7d9%cbfballeba35dd039%eal65514:subsystem.nvme 114 tcp

1

\

+- nvmeO tcp traddr=192.168.2.36 trsvcid=4420 host traddr=192.168.1.4

live optimized

+- nvmel tcp traddr=192.168.1.31 trsvcid=4420 host traddr=192.168.1.4

live optimized

+- nvmelO tcp traddr=192.168.2.37 trsvcid=4420 host traddr=192.168.1.4

live non-optimized

+- nvmell tcp traddr=192.

live non-optimized

+- nvme20 tcp traddr=192.

live optimized

+- nvme2l tcp traddr=192.

live optimized

+- nvme30 tcp traddr=192.

live non-optimized

+- nvme3l tcp traddr=192.

live non-optimized

5. Uberpriifen Sie, ob das NetApp Plug-in die richtigen Werte fiir jedes ONTAP Namespace-Geréat anzeigt.

Beispiel:

168.

168.

168.

168.

168.

.32

.36

.31

.37

.32

trsvcid=4420

trsvcid=4420

trsvcid=4420

trsvcid=4420

trsvecid=4420

host traddr=192.

host traddr=192.

host traddr=192.

host traddr=192.

host traddr=192.

168.

168.

168.

168.

168.
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# nvme netapp ontapdevices -o column
Device Vserver Namespace Path

NSID UUID Size

1 23766b68-e261-444e-b378-2e84dbeleb5el 85.90GB

# nvme netapp ontapdevices -o json

{

"ONTAPdevices" : [
{
"Device" : "/dev/nvmelnl",
"Vserver" : "vserver fcnvme 145",
"Namespace Path" : "/vol/fcnvme 145 vol 1 0 O/fcnvme 145 ns",
"NSID" : 1,
"UUID" : "23766b68-e261-444e-b378-2e84dbelebel",
"Size" : "85.90GB",
"LBA Data Size" : 40096,
"Namespace Size" : 20971520

Ein weiteres Beispiel:



# nvme netapp ontapdevices -o column

Device Vserver Namespace Path

/dev/nvmeOnl vs tcp 114 /vol/tcpnvme 114 1 0 1/tcpnvme 114 ns
NSID UUID Size

1 abaee036-el12f-4b07-8e79-4d38a9165686 85.90GB

# nvme netapp ontapdevices -o json

{

"ONTAPdevices" : [
{
"Device" : "/dev/nvmeOnl",
"Vserver" : "vs tcp 114",
"Namespace Path" : "/vol/tcpnvme 114 1 0 1/tcpnvme 114 ns",
"NSID" : 1,
"UUID" : "a6aee036-el2f-4b07-8e79-4d38a9165686",
"Size" : "85.90GB",
"LBA Data Size" : 409¢,
"Namespace Size" : 20971520

Bekannte Probleme

Es sind keine Probleme bekannt.

NVMe/FC-Hostkonfiguration fur SUSE Linux Enterprise

Server 15 SP2 mit ONTAP

NVMe/FC wird auf ONTAP 9 6 und héher mit SUSE Linux Enterprise Server 15 SP2

unterstutzt. Auf dem SUSE Linux Enterprise Server 15 SP2-Host kann sowohl NVMe/FC-

als auch FCP-Datenverkehr tber dieselben Fibre-Channel-Initiator-Adapter-Ports

ausgefuhrt werden. Eine Liste der unterstutzten FC-Adapter und Controller finden Sie im

"Hardware Universe" .

Die aktuelle Liste der unterstlitzten Konfigurationen und Versionen finden Sie im "Interoperabilitats-Matrix-

Tool".
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®

ONTAP"sind.

Bekannte Einschrankungen

Mit den in diesem Verfahren angegebenen Konfigurationseinstellungen kénnen Sie Cloud-
Clients konfigurieren, die mit und verbunden "Cloud Volumes ONTAP"" Amazon FSX flr

Das Booten von SAN Uber das NVMe-of-Protokoll wird derzeit nicht unterstttzt.

Aktivieren Sie NVMe/FC unter SUSE Linux Enterprise Server 15 SP2

1. Flhren Sie ein Upgrade auf die empfohlene SUSE Linux Enterprise Server 15 SP2 MU-Kernel-Version
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durch.

. Upgrade des nativen nvme-cli-Pakets

Dieses native nvme-cli-Paket enthalt die automatischen NVMe/FC-connect-Skripte, die ONTAP udev-
Regel fir den Round-Robin-Lastausgleich fir NVMe Multipath und das NetApp Plug-in fir ONTAP

Namespaces.

# rpm -galgrep nvme-cli
nvme-cli-1.10-2.38.x86 64

Uberpriifen Sie auf dem SUSE Linux Enterprise Server 15 SP2-Host die NQN-Hostzeichenfolge unter
/etc/nvme/hostngn, und vergewissern Sie sich, dass sie mit der NQN-Hostzeichenfolge flir das
entsprechende Subsystem im ONTAP-Array Ubereinstimmt. Beispiel:

# cat /etc/nvme/hostngn
ngn.2014-08.o0rg.nvmexpress

::> vserver nvme subsystem

Vserver Subsystem Host NON

ruuid:

host

3cab59el1-5588-4fc4-b7d6-5cctb0b9£054

show -vserver vs fcnvme 145

vs_ fcnvme 145

nvme 145 1
ngn.2014-08.o0rg.nvmexpress
nvme 145 2
ngn.2014-08.o0rg.nvmexpress
nvme 145 3
ngn.2014-08.0rg.nvmexpress
nvme 145 4
ngn.2014-08.o0rg.nvmexpress
nvme 145 5

ngn.2014-08.o0rg.nvmexpress:

5 entries were displayed.

ruuid:

ruuid:

ruuid:

ruuid:

uuid:

c7b07bl6-az22e-41lab-alfd-c£8262c8713f

c7b07bl6-a22e-41lab-alfd-c£8262c8713f

c7b07bl6-az22e-41la6-alfd-c£8262c8713fF

c7b07bl6-az22e-41lab-alfd-c£8262c8713f

c7b07bl6-a22e-41lab-alfd-c£8262c8713f
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4. Starten Sie den Host neu.

Konfigurieren Sie den Broadcom FC-Adapter fir NVMe/FC

1. Vergewissern Sie sich, dass Sie den unterstiitzten Adapter verwenden. Die aktuelle Liste der unterstitzten
Adapter finden Sie im "Interoperabilitats-Matrix-Tool".

# cat /sys/class/scsi host/host*/modelname
LPe32002-M2
LPe32002-M2

# cat /sys/class/scsi host/host*/modeldesc
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter

2. Stellen Sie sicher, dass Sie die empfohlene Broadcom Ipfc-Firmware und native Inbox-Treiber-Versionen
verwenden.

# cat /sys/class/scsi host/host*/fwrev
12.6.240.40, sli-4:2:c
12.6.240.40, sli-4:2:c

# cat /sys/module/lpfc/version
0:12.8.0.2

3. Stellen Sie sicher, dass Ipfc_enable_fc4_type auf 3 gesetzt ist.

# cat /sys/module/lpfc/parameters/lpfc enable fc4 type
3

4. Vergewissern Sie sich, dass die Initiator-Ports ausgefuhrt werden.

# cat /sys/class/fc_host/host*/port name
0x100000109b579d5e
0x100000109b579d5f%

# cat /sys/class/fc_host/host*/port state
Online

Online
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5. Vergewissern Sie sich, dass die NVMe/FC-Initiator-Ports aktiviert sind und die Ziel-LIFs ausgeflhrt werden
kdnnen.

# cat /sys/class/scsi host/host*/nvme info

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT 1lpfcO WWPN x100000109b579d5e WWNN x200000109b579d5e DID
x011c00 ONLINE

NVME RPORT WWPN x208400a098dfdd91 WWNN x208100a098dfdd91 DID x011503
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x208500a098dfdd91 WWNN x208100a098dfdd91 DID x010003
TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000000e49 Cmpl 0000000e49 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 000000003ceb594f Issue 000000003ce6b5dbe OutIO
fffffffffffb04e6f

abort 00000bd2 noxri 00000000 nondlp 00000000 gdepth 00000000 wgerr
00000000 err 00000000

FCP CMPL: xb 000014f4 Err 00012abd

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x1000001090b579d5f WWNN x200000109b579d5f DID
x011b00 ONLINE

NVME RPORT WWPN x208300a098dfdd91 WWNN x208100a098dfdd91 DID x010c03
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x208200a098dfdd91 WWNN x208100a098dfdd91 DID x012a03
TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000000e50 Cmpl 0000000e50 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 000000003c9859ca Issue 000000003c93515e OutIO
fffffffffffaf794

abort 00000b73 noxri 00000000 nondlp 00000000 gdepth 00000000 wgerr
00000000 err 00000000

FCP CMPL: xb 0000159d Err 000135c3

NVMe/FC validieren

1. Uberprifen Sie die folgenden NVMe/FC-Einstellungen.

# cat /sys/module/nvme core/parameters/multipath
Y
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# cat /sys/class/nvme-subsystem/nvme-subsys*/model
NetApp ONTAP Controller

# cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

round-robin

2. Vergewissern Sie sich, dass die Namespaces erstellt wurden.

# nvme list
Node SN Model Namespace Usage Format FW Rev

/dev/nvmelnl 814vWBNRwfBGAAAAAAAB NetApp ONTAP Controller 1 85.90 GB /
85.90 GB 4 KiB + 0 B FFFFFFFF

3. Uberpriifen Sie den Status der ANA-Pfade.

# nvme list-subsys /dev/nvmelnl

nvme-subsysl - NQN=ngn.1992-
08.com.netapp:sn.04ba0732530911ea8e8300a098dfdd91:subsystem.nvme 145 1
\

+- nvme2 fc traddr=nn-0x208100a098dfdd91:pn-0x208200a098dfddol

host traddr=nn-0x200000109b579d5f:pn-0x100000109b579d5f live
inaccessible

+- nvme3 fc traddr=nn-0x208100a098dfdd91:pn-0x208500a098dfddol

host traddr=nn-0x200000109b579d5e:pn-0x100000109b579d5e live
inaccessible

+- nvmed fc traddr=nn-0x208100a098dfdd91:pn-0x208400a098dfddo1l

host traddr=nn-0x200000109b579d5e:pn-0x100000109b579d5e live optimized
+- nvmeb6 fc traddr=nn-0x208100a098dfdd9l:pn-0x208300a098dfdd9ol

host traddr=nn-0x200000109b579d5f:pn-0x100000109b579d5f live optimized

4. Uberpriifen Sie das NetApp Plug-in fiir ONTAP Geréte.
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# nvme netapp ontapdevices -o column
Device Vserver Namespace Path NSID UUID Size

/dev/nvmelnl vserver fcnvme 145 /vol/fcnvme 145 vol 1 0 0/fcnvme 145 ns

1 23766b68-e261-444e-b378-2e84dbelebel 85.90GB

# nvme netapp ontapdevices -o json

{

"ONTAPdevices" : |
{
"Device" : "/dev/nvmelnl",
"Vserver" : "vserver fcnvme 145",
"Namespace Path" : "/vol/fcnvme 145 vol 1 0 0/fcnvme 145 ns",
"NSID" : 1,
"UUID" : "23766b68-e261-444e-b378-2e84dbelebel",
"Size" : "85.90GB",
"LBA Data Size" : 409¢,
"Namespace Size" : 20971520

by

Bekannte Probleme

Es sind keine Probleme bekannt.

Aktivieren Sie 1 MB 1/0-GroRe fiur Broadcom NVMe/FC

ONTAP meldet in den Identify Controller-Daten eine maximale Dateniibertragungsgroe (MDTS) von 8. Dies
bedeutet, dass die maximale E/A-Anforderungsgréfie bis zu 1 MB betragen kann. Um E/A-Anfragen der Grée
1 MB fur einen Broadcom NVMe/FC-Host auszugeben, sollten Sie die 1pfc Wert des 1pfc_sg seg cnt
Parameter vom Standardwert 64 auf 256.

®

Schritte

Diese Schritte gelten nicht fir Qlogic NVMe/FC-Hosts.

1. Setzen Sie den 1pfc_sg seg cnt Parameter auf 256:
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cat /etc/modprobe.d/lpfc.conf

Sie sollten eine Ausgabe ahnlich dem folgenden Beispiel sehen:



options lpfc lpfc sg seg cnt=256

2. Fihren Sie den Befehl aus dracut -f, und starten Sie den Host neu.

3. Stellen Sie sicher, dass der Wert fir 1pfc_sg seg_cnt 256 lautet:

cat /sys/module/lpfc/parameters/lpfc sg seg cnt

LPFC Verbose Logging

Legen Sie den Ipfc-Treiber fliir NVMe/FC fest.

Schritte

1. Stellen Sie die ein 1pfc_log verbose Treibereinstellung auf einen der folgenden Werte, um NVMe/FC-
Ereignisse zu protokollieren.

#define LOG NVME 0x00100000 /* NVME general events. */

#define LOG NVME DISC 0x00200000 /* NVME Discovery/Connect events. */
#define LOG NVME ABTS 0x00400000 /* NVME ABTS events. */

#define LOG NVME IOERR 0x00800000 /* NVME IO Error events. */

2. Fiuhren Sie nach dem Festlegen der Werte den aus dracut-f Fiihren Sie einen Befehl aus und starten
Sie den Host neu.

3. Uberprifen Sie die Einstellungen.

# cat /etc/modprobe.d/lpfc.conf options lpfc lpfc log verbose=0xf00083

# cat /sys/module/lpfc/parameters/lpfc log verbose 15728771

NVMe/FC-Hostkonfiguration fur SUSE Linux Enterprise
Server 15 SP1 mit ONTAP

Sie kdnnen NVMe over Fibre Channel (NVMe/FC) auf Hosts konfigurieren, auf denen
SUSE Linux Enterprise Server 15 SP1 und ONTAP als Ziel ausgefuhrt werden.

Ab ONTAP 9.6 wird NVMe/FC fur die folgenden Versionen von SUSE Linux Enterprise Server unterstutzt:

* SUSE Linux Enterprise Server 15 SP1

Auf dem SUSE Linux Enterprise Server 15 SP1-Host kann sowohl NVMe/FC- als auch FCP-Datenverkehr
Uber dieselben Fibre-Channel-Initiator-Adapter-Ports ausgeflhrt werden. Eine Liste der unterstitzten FC-
Adapter und Controller finden Sie im "Hardware Universe" .
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Die aktuelle Liste der unterstlitzten Konfigurationen und Versionen finden Sie im "Interoperabilitats-Matrix-
Tool".

* Das nvme-cli-Paket enthalt native NVMe/FC-Skripts flr die automatische Verbindung. Sie kénnen den
nativen Inbox-Ipfc-Treiber unter SUSE Linux Enterprise Server 15 SP1 verwenden.

Bekannte Einschrankungen

Das Booten von SAN Uber das NVMe-of-Protokoll wird derzeit nicht unterstitzt.

Aktivieren Sie NVMe/FC unter SUSE Linux Enterprise Server 15 SP1

1. FUhren Sie ein Upgrade auf den empfohlenen SUSE Linux Enterprise Server 15 SP2 MU-Kernel durch

2. FUhren Sie ein Upgrade auf die empfohlene nvme-cli MU-Version durch.

Dieses nvme-cli-Paket enthalt die nativen automatischen NVMe/FC-Verbindungsskripts, sodass Sie die
von Broadcom bereitgestellten externen NVMe/FC-Skripts fir die automatische Verbindung nicht auf dem
SUSE Linux Enterprise Server 15 SP1-Host installieren missen. Dieses Paket enthalt auRerdem die
ONTAP udev-Regel fiir den Round Robin-Lastausgleich fir NVMe Multipath und das NetApp Plug-in fur
ONTAP Geréte.

# rom -ga | grep nvme-cli
nvme-cli-1.8.1-6.9.1.x86 64

3. Uberpriifen Sie auf dem SUSE Linux Enterprise Server 15 SP1-Host die NQN-Hostzeichenfolge unter
/etc/nvme/hostngn, und vergewissern Sie sich, dass sie mit der NQN-Hostzeichenfolge fiir das
entsprechende Subsystem im ONTAP-Array Ubereinstimmt. Beispiel:

# cat /etc/nvme/hostngn
ngn.2014-08.org.nvmexpress:uuid: 75953f3b-77fe-4e03-bf3c-09d5al56fbcd

*> vserver nvme subsystem host show -vserver vs nvme 10
Vserver Subsystem Host NQN

sles 117 nvme ss 10 O
ngn.2014-08.org.nvmexpress:uuid: 75953£f3b-77fe-4e03-bf3c-09d5al56fbcd

4. Starten Sie den Host neu.

Konfigurieren Sie den Broadcom FC-Adapter fir NVMe/FC

1. Vergewissern Sie sich, dass Sie den unterstitzten Adapter verwenden. Die aktuelle Liste der unterstutzten
Adapter finden Sie im "Interoperabilitats-Matrix-Tool".
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# cat /sys/class/scsi_host/host*/modelname
LPe32002-M2
LPe32002-M2

# cat /sys/class/scsi _host/host*/modeldesc
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter

2. Stellen Sie sicher, dass Sie die empfohlene Broadcom Ipfc-Firmware und native Inbox-Treiber-Versionen
verwenden.

# cat /sys/class/scsi_host/host*/fwrev
12.4.243.17, sil-4.2.c
12.4.243.17, sil-4.2.c

# cat /sys/module/lpfc/version
0:12.6.0.0

3. Stellen Sie sicher, dass Ipfc_enable_fc4 type auf 3 gesetzt ist.

# cat /sys/module/lpfc/parameters/lpfc enable fc4 type
3

4. Vergewissern Sie sich, dass die Initiator-Ports ausgefihrt werden.

# cat /sys/class/fc _host/host*/port name
0x10000090faelecol
0x10000090faelec62

# cat /sys/class/fc host/host*/port state
Online

Online

5. Vergewissern Sie sich, dass die NVMe/FC-Initiator-Ports aktiviert sind und die Ziel-LIFs ausgeflihrt werden
kdnnen.
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# cat /sys/class/scsi_host/host*/nvme info

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 NVME 2947 SCSI 2977 ELS 250

NVME LPORT 1lpfcO WWPN x10000090faelec6l WWNN x20000090faelec6l DID

x012000 ONLINE

NVME RPORT WWPN x202d00a098c80£f09 WWNN x202c00a098c80f09 DID x010201
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x203100a098c80f09 WWNN x202c00a098c80f09 DID x010601
TARGET DISCSRVC ONLINE

NVME Statistics

NVMe/FC validieren

1. Uberprifen Sie die folgenden NVMe/FC-Einstellungen.

# cat /sys/module/nvme core/parameters/multipath
Y

# cat /sys/class/nvme-subsystem/nvme-subsys*/model
NetApp ONTAP Controller
NetApp ONTAP Controller

# cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy
round-robin

round-robin

2. Vergewissern Sie sich, dass die Namespaces erstellt wurden.

# nvme list
Node SN Model Namespace Usage Format FW Rev

/dev/nvmeOnl 80BADBKnB/JvAAAAAAAC NetApp ONTAP Controller 1 53.69 GB /
53.69 GB 4 KiB + 0 B FFFFFFFF

3. Uberpriifen Sie den Status der ANA-Pfade.
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# nvme list-subsys/dev/nvmeOnl

Nvme-subsysf0 - NQN=nqgn.1992-
08.com.netapp:sn.341541339b9511e8a9%0500a098c80£09:subsystem.sles 117 nvm
e ss 10 0

\

+- nvmeO fc traddr=nn-0x202c00a098c80f09:pn-0x202d00a098c80f09

host traddr=nn-0x20000090faelec61l:pn-0x10000090faelec6l live optimized
+- nvmel fc traddr=nn-0x207300a098dfdd91:pn-0x207600a098dfddo1l

host traddr=nn-0x200000109b1c1204:pn-0x100000109b1c1204 live
inaccessible

+- nvme2 fc traddr=nn-0x207300a098dfdd91:pn-0x207500a098dfddo1l

host traddr=nn-0x200000109b1c1205:pn-0x100000109b1c1205 live optimized
+- nvme3 fc traddr=nn-0x207300a098dfdd91:pn-0x207700a098dfdd91 host
traddr=nn-0x200000109b1c1205:pn-0x100000109b1c1205 live inaccessible

4. Uberprifen Sie das NetApp Plug-in fiir ONTAP Geréte.

# nvme netapp ontapdevices -o column

Device Vserver Namespace Path NSID UUID Size
/dev/nvmeOnl  vs nvme 10 /vol/sles 117 vol 10 0/sles 117 ns 10 O
1 55baf453-£629-4al18-9364-bbaece3f50dad 53.69GB

# nvme netapp ontapdevices -o Jjson

{

"ONTAPdevices" : [
{
Device" : "/dev/nvmeOnl",
"Vserver" : "vs nvme 10",
"Namespace Path" : "/vol/sles 117 vol 10 0/sles 117 ns 10 0",
"NSID" : 1,
"UUID"™ : "55baf453-f629-4a18-9364-bbaee3£f50dad",
"Size" : "53.69GB",
"LBA Data Size" : 40096,
"Namespace Size" : 13107200

Bekannte Probleme

Es sind keine Probleme bekannt.
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Aktivieren Sie 1 MB 1/0-GroRe fiir Broadcom NVMe/FC

ONTAP meldet in den Identify Controller-Daten eine maximale Datenlibertragungsgréfie (MDTS) von 8. Dies
bedeutet, dass die maximale E/A-Anforderungsgréfe bis zu 1 MB betragen kann. Um E/A-Anfragen der GroRe
1 MB fur einen Broadcom NVMe/FC-Host auszugeben, sollten Sie die 1pfc Wert des 1pfc sg seg cnt
Parameter vom Standardwert 64 auf 256.

(D Diese Schritte gelten nicht flir Qlogic NVMe/FC-Hosts.
Schritte
1. Setzen Sie den 1pfc_sg seg cnt Parameter auf 256:
cat /etc/modprobe.d/lpfc.conf
Sie sollten eine Ausgabe ahnlich dem folgenden Beispiel sehen:

options lpfc lpfc sg seg cnt=256

2. Fihren Sie den Befehl aus dracut -f, und starten Sie den Host neu.

3. Stellen Sie sicher, dass der Wert fir 1pfc_sg seg_cnt 256 lautet:

cat /sys/module/lpfc/parameters/lpfc sg seg cnt

LPFC Verbose Logging
Legen Sie den Ipfc-Treiber fiir NVMe/FC fest.

Schritte

1. Stellen Sie die ein 1pfc_log verbose Treibereinstellung auf einen der folgenden Werte, um NVMe/FC-
Ereignisse zu protokollieren.

#define LOG_NVME 0x00100000 /* NVME general events. */

#define LOG NVME DISC 0x00200000 /* NVME Discovery/Connect events. */
#define LOG NVME ABTS 0x00400000 /* NVME ABTS events. */

#define LOG NVME IOERR 0x00800000 /* NVME IO Error events. */

2. Fuhren Sie nach dem Festlegen der Werte den aus dracut-f Fiihren Sie einen Befehl aus und starten
Sie den Host neu.

3. Uberpriifen Sie die Einstellungen.
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# cat /etc/modprobe.d/lpfc.conf options lpfc lpfc log verbose=0xf00083

# cat /sys/module/lpfc/parameters/lpfc log verbose 15728771
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