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Vernetzung

ONTAP Select Netzwerkkonzepte und -merkmale

Machen Sie sich zunachst mit den allgemeinen Netzwerkkonzepten vertraut, die fur die
ONTAP Select Umgebung gelten. Erkunden Sie anschliel3end die spezifischen Merkmale
und Optionen der Single-Node- und Multi-Node-Cluster.

Physische Vernetzung

Das physische Netzwerk unterstitzt die Bereitstellung eines ONTAP Select Clusters in erster Linie durch die
Bereitstellung der zugrunde liegenden Layer-2-Switching-Infrastruktur. Die Konfiguration des physischen
Netzwerks umfasst sowohl den Hypervisor-Host als auch die umfassendere Switched-Network-Umgebung.

Host-NIC-Optionen

Jeder ONTAP Select Hypervisor-Host muss mit zwei oder vier physischen Ports konfiguriert werden. Die
genaue Konfiguration hangt von mehreren Faktoren ab, darunter:

» Ob der Cluster einen oder mehrere ONTAP Select Hosts enthalt

* Welches Hypervisor-Betriebssystem wird verwendet

« So wird der virtuelle Switch konfiguriert

* Ob LACP mit den Links verwendet wird oder nicht

Physische Switch-Konfiguration

Stellen Sie sicher, dass die Konfiguration der physischen Switches die ONTAP Select Bereitstellung
unterstitzt. Die physischen Switches sind in die hypervisorbasierten virtuellen Switches integriert. Die genaue
Konfiguration hangt von mehreren Faktoren ab. Zu den wichtigsten Uberlegungen gehdren:

» Wie werden Sie die Trennung zwischen internen und externen Netzwerken aufrechterhalten?

» Werden Sie eine Trennung zwischen den Daten- und Verwaltungsnetzwerken aufrechterhalten?

» Wie werden die Layer-2-VLANs konfiguriert?

Logische Vernetzung

ONTAP Select nutzt zwei verschiedene logische Netzwerke und trennt den Datenverkehr nach Typ. Der
Datenverkehr kann sowohl zwischen den Hosts innerhalb des Clusters als auch zu den Storage-Clients und
anderen Maschinen aufierhalb des Clusters flie3en. Die von den Hypervisoren verwalteten virtuellen Switches
unterstiitzen das logische Netzwerk.

Internes Netzwerk

Bei einer Cluster-Bereitstellung mit mehreren Knoten kommunizieren die einzelnen ONTAP Select Knoten tber
ein isoliertes ,internes” Netzwerk. Dieses Netzwerk ist auRRerhalb der Knoten im ONTAP Select Cluster weder
sichtbar noch verfiigbar.

@ Das interne Netzwerk ist nur bei einem Multi-Node-Cluster vorhanden.



Das interne Netzwerk weist die folgenden Eigenschaften auf:

* Wird zur Verarbeitung des ONTAP -Cluster-internen Datenverkehrs verwendet, einschlieBlich:
o Cluster
o Hochverfugbarkeits-Interconnect (HA-IC)
o RAID-Synchronisationsspiegel (RSM)
 Single-Layer-Two-Netzwerk basierend auf einem VLAN
« Statische IP-Adressen werden von ONTAP Select zugewiesen:
o Nur IPv4
o DHCP wird nicht verwendet
o Link-Local-Adresse

* Die MTU-GroRe betragt standardmafig 9000 Bytes und kann im Bereich von 7500-9000 (einschliellich)
angepasst werden.

Externes Netzwerk

Das externe Netzwerk verarbeitet den Datenverkehr zwischen den Knoten eines ONTAP Select Clusters und
den externen Storage-Clients sowie den anderen Maschinen. Das externe Netzwerk ist Teil jeder Cluster-
Bereitstellung und weist die folgenden Merkmale auf:
* Wird zur Verarbeitung von ONTAP -Verkehr verwendet, einschlieBlich:
o Daten (NFS, CIFS, iSCSI)
o Verwaltung (Cluster und Knoten; optional SVM)
o Intercluster (optional)
» Unterstltzt optional VLANS:
o Datenportgruppe
o Verwaltungsportgruppe
 IP-Adressen, die basierend auf den Konfigurationseinstellungen des Administrators zugewiesen werden:
o IPv4 oder IPv6
* Die MTU-GroRe betragt standardmafig 1500 Byte (kann angepasst werden)

Das externe Netzwerk ist mit Clustern aller GroRen vorhanden.

Netzwerkumgebung fir virtuelle Maschinen

Der Hypervisor-Host bietet mehrere Netzwerkfunktionen.
ONTAP Select basiert auf den folgenden Funktionen, die Uber die virtuelle Maschine bereitgestellt werden:

Ports fiir virtuelle Maschinen

Fir ONTAP Select stehen mehrere Ports zur Verfigung. Sie werden auf Grundlage verschiedener Faktoren
zugewiesen und verwendet, unter anderem aufgrund der GréRe des Clusters.

Virtueller Switch

Die virtuelle Switch-Software in der Hypervisor-Umgebung, ob vSwitch (VMware) oder Open vSwitch
(KVM), verbindet die von der virtuellen Maschine bereitgestellten Ports mit den physischen Ethernet-NIC-



Ports. Sie missen fiir jeden ONTAP Select Host einen vSwitch entsprechend Ihrer Umgebung
konfigurieren.

ONTAP Select Netzwerkkonfigurationen mit einem oder
mehreren Knoten

ONTAP Select unterstiutzt sowohl Single-Node- als auch Multi-Node-
Netzwerkkonfigurationen.

Einzelknoten-Netzwerkkonfiguration

Single-Node ONTAP Select -Konfigurationen erfordern kein internes ONTAP Netzwerk, da kein Cluster-, HA-
oder Spiegelverkehr vorhanden ist.

Anders als die Multinode-Version des ONTAP Select -Produkts enthalt jede ONTAP Select VM drei virtuelle
Netzwerkadapter, die den ONTAP -Netzwerkports e0a, eOb und eOc prasentiert werden.

Diese Ports werden verwendet, um die folgenden Dienste bereitzustellen: Verwaltung, Daten und Intercluster-
LIFs.

KVM

ONTAP Select kann als Single-Node-Cluster bereitgestellt werden. Der Hypervisor-Host enthalt einen virtuellen
Switch, der den Zugriff auf das externe Netzwerk ermdglicht.

ESXi

Die Beziehung zwischen diesen Ports und den zugrunde liegenden physischen Adaptern ist in der folgenden
Abbildung zu sehen, die einen ONTAP Select Clusterknoten auf dem ESX-Hypervisor darstellt.

Netzwerkkonfiguration des Single-Node ONTAP Select Clusters
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Obwohl zwei Adapter fiir einen Einzelknotencluster ausreichen, ist dennoch eine NIC-
Teambildung erforderlich.

LIF-Zuweisung

Wie im Abschnitt zur Multinode-LIF-Zuweisung dieses Dokuments erlautert, werden IPspaces von ONTAP
Select verwendet, um den Cluster-Netzwerkverkehr vom Daten- und Verwaltungsverkehr zu trennen. Die
Single-Node-Variante dieser Plattform enthalt kein Cluster-Netzwerk. Daher sind im Cluster-IPspace keine
Ports vorhanden.

®

LIFs fir die Cluster- und Knotenverwaltung werden wahrend der Einrichtung des ONTAP Select
Clusters automatisch erstellt. Die restlichen LIFs kénnen nach der Bereitstellung erstellt werden.

Management- und Daten-LIFs (e0a, eOb und e0c)

Die ONTAP -Ports e0a, e0b und e0Oc werden als Kandidatenports fur LIFs delegiert, die die folgenden Arten
von Datenverkehr Gbertragen:

* SAN/NAS-Protokollverkehr (CIFS, NFS und iSCSI)



* Cluster-, Knoten- und SVM-Verwaltungsdatenverkehr

* Intercluster-Verkehr (SnapMirror und SnapVault)

Multinode-Netzwerkkonfiguration

Die Multinode ONTAP Select Netzwerkkonfiguration besteht aus zwei Netzwerken.

Dabei handelt es sich um ein internes Netzwerk, das fur die Bereitstellung von Cluster- und internen
Replikationsdiensten zustandig ist, und ein externes Netzwerk, das fur den Datenzugriff und die
Datenverwaltungsdienste zustandig ist. Die End-to-End-Isolierung des Datenverkehrs innerhalb dieser beiden
Netzwerke ist aufderst wichtig, um eine Umgebung zu erstellen, die fir die Cluster-Ausfallsicherheit geeignet
ist.

Diese Netzwerke sind in der folgenden Abbildung dargestellt. Sie zeigt einen ONTAP Select Cluster mit vier
Knoten, der auf einer VMware vSphere-Plattform ausgefiihrt wird. Cluster mit sechs und acht Knoten haben
ein ahnliches Netzwerklayout.

Jede ONTAP Select Instanz befindet sich auf einem separaten physischen Server. Interner und

@ externer Datenverkehr werden durch separate Netzwerk-Portgruppen isoliert, die jeder virtuellen
Netzwerkschnittstelle zugewiesen sind. So kénnen die Clusterknoten dieselbe physische
Switch-Infrastruktur nutzen.

Ubersicht iiber eine ONTAP Select Multinode-Cluster-Netzwerkkonfiguration
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Jede ONTAP Select VM enthalt sieben virtuelle Netzwerkadapter, die ONTAP als Satz von sieben
Netzwerkports (eOa bis e0g) prasentiert werden. Obwohl ONTAP diese Adapter wie physische Netzwerkkarten
behandelt, sind sie tatsachlich virtuell und werden Uber eine virtualisierte Netzwerkschicht einer Reihe
physischer Schnittstellen zugeordnet. Daher bendtigt jeder Hosting-Server nicht sechs physische
Netzwerkports.

@ Das Hinzufligen virtueller Netzwerkadapter zur ONTAP Select VM wird nicht untersttitzt.

Diese Ports sind fur die Bereitstellung der folgenden Dienste vorkonfiguriert:



* e0a, eOb und e0g. Management- und Daten-LIFs
» e0c, e0d. Cluster-Netzwerk-LIFs

e0e.RSM

e0f. HA-Verbindung

Die Ports e0a, eOb und e0g befinden sich im externen Netzwerk. Obwohl die Ports e0c bis e0f verschiedene
Funktionen erflllen, bilden sie zusammen das interne Select-Netzwerk. Bei Entscheidungen zum
Netzwerkdesign sollten diese Ports in einem einzigen Layer-2-Netzwerk platziert werden. Eine Aufteilung
dieser virtuellen Adapter auf verschiedene Netzwerke ist nicht erforderlich.

Die Beziehung zwischen diesen Ports und den zugrunde liegenden physischen Adaptern wird in der folgenden
Abbildung veranschaulicht, die einen ONTAP Select Clusterknoten auf dem ESX-Hypervisor zeigt.

Netzwerkkonfiguration eines einzelnen Knotens, der Teil eines ONTAP Select Clusters mit mehreren
Knoten ist
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Die Trennung des internen und externen Datenverkehrs Uber verschiedene physische Netzwerkkarten
verhindert Latenzen im System aufgrund unzureichenden Zugriffs auf Netzwerkressourcen. Dartiber hinaus
stellt die Aggregation durch NIC-Teaming sicher, dass der Ausfall eines einzelnen Netzwerkadapters den
ONTAP Select Clusterknoten nicht am Zugriff auf das jeweilige Netzwerk hindert.

Beachten Sie, dass sowohl die Portgruppen des externen als auch des internen Netzwerks alle vier NIC-
Adapter symmetrisch enthalten. Die aktiven Ports in der Portgruppe des externen Netzwerks sind die Standby-
Ports im internen Netzwerk. Umgekehrt sind die aktiven Ports in der Portgruppe des internen Netzwerks die
Standby-Ports in der Portgruppe des externen Netzwerks.

LIF-Zuweisung

Mit der Einfihrung von IPspaces wurden ONTAP -Portrollen verworfen. Wie FAS Arrays enthalten ONTAP
Select Cluster sowohl einen Standard-IPspace als auch einen Cluster-IPspace. Durch die Platzierung der



Netzwerkports e0a, eOb und e0g im Standard-IPspace und der Ports e0c und e0d im Cluster-IPspace wurden
diese Ports im Wesentlichen vom Hosten nicht zugehdriger LIFs abgeschirmt. Die verbleibenden Ports
innerhalb des ONTAP Select Clusters werden durch die automatische Zuweisung von Schnittstellen fur interne
Dienste genutzt. Sie werden nicht Gber die ONTAP -Shell bereitgestellt, wie dies bei den RSM- und HA-
Interconnect-Schnittstellen der Fall ist.

Nicht alle LIFs sind tUber die ONTAP -Befehlsshell sichtbar. Die HA-Interconnect- und RSM-
@ Schnittstellen sind vor ONTAP verborgen und werden intern zur Bereitstellung ihrer jeweiligen
Dienste verwendet.

Die Netzwerkports und LIFs werden in den folgenden Abschnitten ausfuhrlich erlautert.

Management- und Daten-LIFs (e0a, e0b und e0g)

Die ONTAP -Ports e0a, eOb und e0g werden als Kandidatenports fir LIFs delegiert, die die folgenden Arten
von Datenverkehr Gbertragen:

* SAN/NAS-Protokollverkehr (CIFS, NFS und iSCSI)
* Cluster-, Knoten- und SVM-Verwaltungsdatenverkehr

* Intercluster-Verkehr (SnapMirror und SnapVault)

@ LIFs fir die Cluster- und Knotenverwaltung werden wahrend der Einrichtung des ONTAP Select
Clusters automatisch erstellt. Die restlichen LIFs kdnnen nach der Bereitstellung erstellt werden.

Cluster-Netzwerk-LIFs (eOc, e0d)

Die ONTAP -Ports e0c und e0d werden als Home-Ports fir Cluster-Schnittstellen delegiert. Innerhalb jedes
ONTAP Select Clusterknotens werden wahrend der ONTAP -Einrichtung automatisch zwei Cluster-
Schnittstellen mithilfe von Link-Local-IP-Adressen (169.254.xx) generiert.

@ Diesen Schnittstellen kdnnen keine statischen IP-Adressen zugewiesen werden und es sollten
keine zusatzlichen Clusterschnittstellen erstellt werden.

Der Cluster-Netzwerkverkehr muss Uber ein Layer-2-Netzwerk mit geringer Latenz und ohne Routing flieRen.
Aufgrund der Durchsatz- und Latenzanforderungen des Clusters wird erwartet, dass sich der ONTAP Select
Cluster physisch in der Nahe befindet (z. B. Multipack, einzelnes Rechenzentrum). Der Aufbau von Stretch-
Cluster-Konfigurationen mit vier, sechs oder acht Knoten durch die Trennung von HA-Knoten ber ein WAN
oder Uber groflkere geografische Entfernungen wird nicht unterstitzt. Eine gestreckte Zwei-Knoten-
Konfiguration mit einem Mediator wird unterstitzt.

Einzelheiten finden Sie im Abschnitt "Best Practices fur gestreckte HA mit zwei Knoten (MetroCluster SDS)" .

Um einen maximalen Durchsatz fir den Cluster-Netzwerkverkehr zu gewahrleisten, ist dieser
Netzwerkport fir die Verwendung von Jumbo-Frames (7500 bis 9000 MTU) konfiguriert. Flr

@ einen ordnungsgemalien Clusterbetrieb stellen Sie sicher, dass Jumbo-Frames auf allen
virtuellen und physischen Upstream-Switches aktiviert sind, die interne Netzwerkdienste flr
ONTAP Select Clusterknoten bereitstellen.

RAID SyncMirror -Verkehr (e0e)

Die synchrone Replikation von Blocken tber HA-Partnerknoten erfolgt Uber eine interne Netzwerkschnittstelle
am Netzwerkport eOe. Diese Funktion erfolgt automatisch Uber die von ONTAP wahrend der Clustereinrichtung
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konfigurierten Netzwerkschnittstellen und erfordert keine Konfiguration durch den Administrator.

Port eOe ist von ONTAP fir internen Replikationsverkehr reserviert. Daher sind weder der Port
noch das gehostete LIF in der ONTAP -CLI oder im System Manager sichtbar. Diese

@ Schnittstelle ist fur die Verwendung einer automatisch generierten Link-Local-IP-Adresse
konfiguriert. Die Neuzuweisung einer alternativen IP-Adresse wird nicht unterstitzt. Dieser
Netzwerkport erfordert die Verwendung von Jumbo-Frames (7500 bis 9000 MTU).

HA-Verbindung (e0f)

NetApp FAS Arrays verwenden spezielle Hardware zur Ubertragung von Informationen zwischen HA-Paaren in
einem ONTAP Cluster. Softwaredefinierte Umgebungen verfligen jedoch in der Regel nicht tber diese Art von
Geraten (wie InfiniBand- oder iWARP-Geréate), sodass eine alternative Losung erforderlich ist. Obwohl mehrere
Méglichkeiten in Betracht gezogen wurden, erforderten die ONTAP Anforderungen an den Interconnect-
Transport, dass diese Funktionalitat in Software emuliert wird. Daher wurde innerhalb eines ONTAP Select
Clusters die Funktionalitadt des HA-Interconnects (traditionell durch Hardware bereitgestellt) in das
Betriebssystem integriert, wobei Ethernet als Transportmechanismus verwendet wird.

Jeder ONTAP Select Knoten ist mit einem HA-Interconnect-Port (e0f) konfiguriert. Dieser Port hostet die HA-
Interconnect-Netzwerkschnittstelle, die fir zwei Hauptfunktionen verantwortlich ist:
» Spiegeln des NVRAM Inhalts zwischen HA-Paaren
+ Senden/Empfangen von HA-Statusinformationen und Netzwerk-Heartbeat-Nachrichten zwischen HA-
Paaren

Der HA-Verbindungsverkehr flieRt tber diesen Netzwerkport unter Verwendung einer einzigen
Netzwerkschnittstelle, indem Remote Direct Memory Access (RDMA)-Frames in Ethernet-Pakete geschichtet
werden.

Ahnlich wie beim RSM-Port (e0e) sind weder der physische Port noch die gehostete
Netzwerkschnittstelle flir Benutzer tiber die ONTAP CLI oder den System Manager sichtbar.

@ Daher kann weder die IP-Adresse dieser Schnittstelle noch der Status des Ports geandert
werden. Dieser Netzwerkport erfordert die Verwendung von Jumbo-Frames (7500 bis 9000
MTU).

ONTAP Select interne und externe Netzwerke

Eigenschaften von ONTAP Select internen und externen Netzwerken.

ONTAP Select das interne Netzwerk aus

Das interne ONTAP Select Netzwerk, das nur in der Multinode-Variante des Produkts vorhanden ist, ist fur die
Bereitstellung von Cluster-Kommunikation, HA-Interconnect und synchronen Replikationsdiensten fiir den
ONTAP Select Cluster verantwortlich. Dieses Netzwerk umfasst die folgenden Ports und Schnittstellen:

+ e0c, e0d. Hosting von Cluster-Netzwerk-LIFs

» e0e. Host des RSM LIF

» e0f. Hosten des HA-Interconnect-LIF

Der Durchsatz und die Latenz dieses Netzwerks sind entscheidend fir die Leistung und Ausfallsicherheit des
ONTAP Select Clusters. Die Netzwerkisolierung ist fur die Clustersicherheit und zur Trennung der



Systemschnittstellen vom tbrigen Netzwerkverkehr erforderlich. Daher darf dieses Netzwerk ausschlief3lich
vom ONTAP Select Cluster verwendet werden.

Die Verwendung des internen Netzwerks ,Select” fir anderen Datenverkehr als den Cluster-
Datenverkehr ,Select”, z. B. Anwendungs- oder Verwaltungsdatenverkehr, wird nicht untersttitzt.
Im internen ONTAP -VLAN durfen sich keine anderen VMs oder Hosts befinden.

Netzwerkpakete, die das interne Netzwerk durchlaufen, missen sich in einem dedizierten VLAN-getaggten
Layer-2-Netzwerk befinden. Dies kann durch Ausfuhren einer der folgenden Aufgaben erreicht werden:

« Zuweisen einer VLAN-getaggten Portgruppe zu den internen virtuellen NICs (eOc bis e0f) (VST-Modus)

* Verwenden des nativen VLAN, das vom Upstream-Switch bereitgestellt wird, wenn das native VLAN nicht
fur anderen Datenverkehr verwendet wird (weisen Sie eine Portgruppe ohne VLAN-ID zu, d. h. EST-
Modus).

In allen Fallen erfolgt die VLAN-Kennzeichnung flr den internen Netzwerkverkehr aul3erhalb der ONTAP
Select VM.

Es werden nur ESX-Standard- und verteilte vSwitches unterstitzt. Andere virtuelle Switches
oder direkte Verbindungen zwischen ESX-Hosts werden nicht untersttitzt. Das interne Netzwerk
muss vollstandig gedffnet sein; NAT oder Firewalls werden nicht unterstitzt.

Innerhalb eines ONTAP Select Clusters werden interner und externer Datenverkehr mithilfe virtueller Layer-2-
Netzwerkobjekte, sogenannter Portgruppen, getrennt. Die korrekte vSwitch-Zuweisung dieser Portgruppen ist
aulerst wichtig, insbesondere fir das interne Netzwerk, das fiir die Bereitstellung von Cluster-, HA-
Interconnect- und Mirror-Replication-Diensten zustandig ist. Unzureichende Netzwerkbandbreite fir diese
Netzwerkports kann zu Leistungseinbuf3en fihren und sogar die Stabilitat des Clusterknotens beeintrachtigen.
Daher erfordern Cluster mit vier, sechs und acht Knoten eine 10-Gbit-Konnektivitat im internen ONTAP Select
Netzwerk; 1-Gbit-NICs werden nicht unterstiitzt. Kompromisse beim externen Netzwerk sind jedoch méglich,
da die Begrenzung des eingehenden Datenflusses zu einem ONTAP Select Cluster dessen Zuverlassigkeit
nicht beeintrachtigt.

Ein Cluster mit zwei Knoten kann entweder vier 1-Gbit-Ports flr den internen Datenverkehr oder einen
einzelnen 10-Gbit-Port anstelle der zwei 10-Gbit-Ports verwenden, die der Cluster mit vier Knoten benétigt. In
einer Umgebung, in der der Server aufgrund der Bedingungen nicht mit vier 10-Gbit-NIC-Karten ausgestattet
werden kann, konnen zwei 10-Gbit-NIC-Karten fiir das interne Netzwerk und zwei 1-Gbit-NICs flir das externe
ONTAP Netzwerk verwendet werden.

Interne Netzwerkvalidierung und Fehlerbehebung

Das interne Netzwerk in einem Multinode-Cluster kann mithilfe der Netzwerkkonnektivitatsprifung validiert
werden. Diese Funktion kann Uber die Deploy-CLI aufgerufen werden, die Folgendes ausfihrt: network
connectivity-check start Befehl.

FUhren Sie den folgenden Befehl aus, um die Ausgabe des Tests anzuzeigen:

network connectivity-check show --run-id X (X is a number)

Dieses Tool ist nur fir die Fehlerbehebung im internen Netzwerk eines Multi-Node-Select-Clusters nitzlich.
Das Tool sollte nicht zur Fehlerbehebung bei Single-Node-Clustern (einschlieRlich vVNAS-Konfigurationen), der
ONTAP Deploy-to- ONTAP Select Konnektivitat oder clientseitigen Konnektivitatsproblemen verwendet
werden.



Der Cluster-Erstellungsassistent (Teil der ONTAP Deploy GUI) beinhaltet die interne Netzwerkprifung als
optionalen Schritt bei der Erstellung von Multinode-Clustern. Angesichts der wichtigen Rolle des internen
Netzwerks in Multinode-Clustern verbessert die Integration dieses Schritts in den Cluster-Erstellungs-Workflow
die Erfolgsquote von Cluster-Erstellungsvorgangen.

Ab ONTAP Deploy 2.10 kann die vom internen Netzwerk verwendete MTU-GréRe zwischen 7.500 und 9.000
eingestellt werden. Mit dem Netzwerkkonnektivitatsprifer kdnnen Sie die MTU-GroRRe auch zwischen 7.500
und 9.000 testen. Der Standard-MTU-Wert entspricht dem Wert des virtuellen Netzwerk-Switches. Dieser
Standardwert muss durch einen kleineren Wert ersetzt werden, wenn in der Umgebung ein Netzwerk-Overlay
wie VXLAN vorhanden ist.

ONTAP Select

Das externe ONTAP Select Netzwerk ist flr die gesamte ausgehende Kommunikation des Clusters
verantwortlich und ist daher sowohl in Einzelknoten- als auch in Multiknotenkonfigurationen vorhanden.
Obwohl dieses Netzwerk nicht die streng definierten Durchsatzanforderungen des internen Netzwerks erflllt,
sollte der Administrator darauf achten, keine Netzwerkengpasse zwischen dem Client und der ONTAP VM zu
verursachen, da Leistungsprobleme falschlicherweise als ONTAP Select Probleme interpretiert werden
kdnnten.

Ahnlich wie interner Datenverkehr kann externer Datenverkehr auf der vSwitch-Ebene (VST)
und auf der externen Switch-Ebene (EST) markiert werden. Dartiber hinaus kann der externe

@ Datenverkehr von der ONTAP Select VM selbst in einem als VGT bezeichneten Prozess
markiert werden. Weitere Informationen finden Sie im Abschnitt "Trennung von Daten- und
Verwaltungsverkehr" fiir weitere Details.

Die folgende Tabelle zeigt die wichtigsten Unterschiede zwischen den internen und externen Netzwerken von
ONTAP Select .

Kurzreferenz zu internen und externen Netzwerken

Beschreibung Internes Netzwerk Externes Netzwerk

Netzwerkdienste Cluster HA/IC RAID SyncMirror Datenverwaltung Intercluster
(RSM) (SnapMirror und SnapVault)

Netzwerkisolation Erforderlich Optional

Framegrofie (MTU) 7.500 bis 9.000 1.500 (Standard) 9.000 (unterstutzt)

IP-Adresszuweisung Automatisch generiert Benutzerdefiniert

DHCP-Unterstlitzung Nein Nein

NIC-Teaming

Um sicherzustellen, dass die internen und externen Netzwerke Uber die erforderliche Bandbreite und
Ausfallsicherheit fir hohe Leistung und Fehlertoleranz verfiigen, wird die Teambildung physischer
Netzwerkadapter empfohlen. Zwei-Knoten-Clusterkonfigurationen mit einer einzelnen 10-Gbit-Verbindung
werden unterstltzt. NetApp empfiehlt jedoch die Nutzung von NIC-Teaming sowohl im internen als auch im
externen Netzwerk des ONTAP Select Clusters.

MAC-Adressgenerierung

Die allen ONTAP Select Netzwerkports zugewiesenen MAC-Adressen werden automatisch vom mitgelieferten
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Bereitstellungsprogramm generiert. Das Dienstprogramm verwendet eine plattformspezifische, organisatorisch
eindeutige Kennung (OUI) fur NetApp , um Konflikte mit FAS Systemen zu vermeiden. Eine Kopie dieser
Adresse wird anschliel3end in einer internen Datenbank innerhalb der ONTAP Select Installations-VM (ONTAP
Deploy) gespeichert, um eine versehentliche Neuzuweisung bei zukiinftigen Knotenbereitstellungen zu
verhindern. Der Administrator sollte die zugewiesene MAC-Adresse eines Netzwerkports zu keinem Zeitpunkt
andern.

Unterstutzte ONTAP Select Netzwerkkonfigurationen

Wabhlen Sie die beste Hardware aus und konfigurieren Sie Ihr Netzwerk, um Leistung und
Ausfallsicherheit zu optimieren.

Serveranbieter wissen, dass Kunden unterschiedliche Bedurfnisse haben und die Auswahl entscheidend ist.
Daher stehen beim Kauf eines physischen Servers zahlreiche Optionen fiir die Netzwerkkonnektivitat zur
Verfligung. Die meisten Standardsysteme werden mit verschiedenen Netzwerkkarten geliefert, die Einzel- und
Multiport-Optionen mit unterschiedlichen Geschwindigkeiten und Durchsatzen bieten. Dazu gehort die
Unterstltzung von 25-Gbit/s- und 40-Gbit/s-Netzwerkkarten mit VMware ESX.

Da die Leistung der ONTAP Select VM direkt von den Eigenschaften der zugrunde liegenden Hardware
abhangt, fihrt eine Erhdhung des Durchsatzes zur VM durch die Auswahl schnellerer Netzwerkkarten zu
einem leistungsstarkeren Cluster und einer insgesamt besseren Benutzererfahrung. Vier 10-Gbit-
Netzwerkkarten oder zwei schnellere Netzwerkkarten (25/40 Gbit/s) konnen verwendet werden, um ein
leistungsstarkes Netzwerklayout zu erreichen. Darlber hinaus werden zahlreiche weitere Konfigurationen
unterstitzt. Far Cluster mit zwei Knoten werden vier 1-Gbit-Ports oder ein 10-Gbit-Port unterstitzt. Fur Cluster
mit einem Knoten werden zwei 1-Gbit-Ports unterstitzt.

Mindest- und empfohlene Netzwerkkonfigurationen
Je nach ClustergroRe werden mehrere Ethernet-Konfigurationen unterstitzt.

ClustergroBe Mindestanforderungen Empfehlung
Einzelknotencluster 2 x1 GbE 2 x 10 GbE
Zwei-Knoten-Cluster oder 4 x 1 GbE oder 1 x 10 GbE 2 x 10 GbE

MetroCluster SDS

4/6/8-Knoten-Cluster 2 x10 GbE 4 x 10 GbE oder 2 x 25/40 GbE

Die Konvertierung zwischen Single-Link- und Multiple-Link-Topologien auf einem laufenden
@ Cluster wird nicht unterstitzt, da moglicherweise eine Konvertierung zwischen verschiedenen
NIC-Teaming-Konfigurationen erforderlich ist, die fiir jede Topologie erforderlich sind.

Netzwerkkonfiguration mit mehreren physischen Switches

Wenn ausreichend Hardware verflgbar ist, empfiehlt NetApp aufgrund des zusatzlichen Schutzes vor
physischen Switch-Ausfallen die Verwendung der in der folgenden Abbildung gezeigten Multiswitch-
Konfiguration.
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Virtual Port Channel (vPC)

Ethernet Switch 1 Ethernet Switch 2

EEEEEE EEEEEE
ENENEN EEEEEE } |

ONTAP-internal:
Virtual Switch Tagging
VLAN 10

ONTAP-external:
Virtual Guest Tagging
Native VLAN 20

ONTAP-external vSwitch 0

ONTAP Select die VMware vSphere vSwitch-Konfiguration
auf ESXi aus

ONTAP Select vSwitch-Konfiguration und Lastausgleichsrichtlinien fir Konfigurationen
mit zwei und vier NICs.

ONTAP Select unterstiitzt sowohl Standard- als auch Distributed-vSwitch-Konfigurationen. Distributed-
vSwitches unterstitzen Link Aggregation Konstrukte (LACP). Link Aggregation ist ein gangiges
Netzwerkkonstrukt, mit dem Bandbreite Gber mehrere physische Adapter hinweg aggregiert wird. LACP ist ein
herstellerneutraler Standard, der ein offenes Protokoll fir Netzwerkendpunkte bereitstellt, das Gruppen
physischer Netzwerkports in einem einzigen logischen Kanal biindelt. ONTAP Select kann mit Portgruppen
arbeiten, die als Link Aggregation Group (LAG) konfiguriert sind. NetApp empfiehlt jedoch, die einzelnen
physischen Ports als einfache Uplink-Ports (Trunk-Ports) zu verwenden, um die LAG-Konfiguration zu
vermeiden. In diesen Fallen sind die Best Practices fur Standard- und Distributed-vSwitches identisch.

In diesem Abschnitt werden die vSwitch-Konfiguration und die Lastausgleichsrichtlinien beschrieben, die
sowohl in Konfigurationen mit zwei als auch mit vier NICs verwendet werden sollten.

Beim Konfigurieren der von ONTAP Select zu verwendenden Portgruppen sollten die folgenden Best Practices
befolgt werden: Die Lastausgleichsrichtlinie auf Portgruppenebene lautet ,Route basierend auf der ID des
ursprunglichen virtuellen Ports®“. VMware empfiehlt, STP auf den mit den ESXi-Hosts verbundenen Switch-
Ports auf ,Portfast” einzustellen.

Alle vSwitch-Konfigurationen erfordern mindestens zwei physische Netzwerkadapter, die in einem NIC-Team
gebiindelt sind. ONTAP Select unterstiitzt eine einzelne 10-Gbit-Verbindung fir Cluster mit zwei Knoten. Es ist
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jedoch eine bewahrte NetApp Praxis, die Hardwareredundanz durch NIC-Aggregation sicherzustellen.

Auf einem vSphere-Server sind NIC-Teams die Aggregationsstruktur, mit der mehrere physische
Netzwerkadapter in einem einzigen logischen Kanal geblindelt werden. Dadurch kann die Netzwerklast auf alle
angeschlossenen Ports verteilt werden. Wichtig ist, dass NIC-Teams auch ohne Unterstiitzung des physischen
Switches erstellt werden kénnen. Lastausgleichs- und Failover-Richtlinien konnen direkt auf ein NIC-Team
angewendet werden, ohne die Konfiguration des Upstream-Switches zu kennen. In diesem Fall werden die
Richtlinien nur auf ausgehenden Datenverkehr angewendet.

Statische Portkanéle werden von ONTAP Select nicht unterstitzt. LACP-fahige Kanale werden
von verteilten vSwitches unterstitzt, die Verwendung von LACP-LAGs kann jedoch zu einer
ungleichmafigen Lastverteilung auf die LAG-Mitglieder fihren.

Bei Einzelknotenclustern konfiguriert ONTAP Deploy die ONTAP Select VM so, dass eine Portgruppe fir das
externe Netzwerk und entweder dieselbe oder optional eine andere Portgruppe fiir den Cluster- und
Knotenverwaltungsverkehr verwendet wird. Bei Einzelknotenclustern kann die gewilinschte Anzahl physischer
Ports als aktive Adapter zur externen Portgruppe hinzugefligt werden.

Bei Multinode-Clustern konfiguriert ONTAP Deploy jede ONTAP Select VM so, dass sie eine oder zwei
Portgruppen fir das interne Netzwerk und separat eine oder zwei Portgruppen fir das externe Netzwerk
verwendet. Der Cluster- und Knotenverwaltungsverkehr kann entweder dieselbe Portgruppe wie der externe
Verkehr oder optional eine separate Portgruppe verwenden. Der Cluster- und Knotenverwaltungsverkehr kann
nicht dieselbe Portgruppe wie der interne Verkehr verwenden.

CD ONTAP Select unterstitzt maximal vier VMNICs.

Standard- oder verteilter vSwitch und vier physische Ports pro Knoten

Jedem Knoten in einem Multiknotencluster kbnnen vier Portgruppen zugewiesen werden. Jede Portgruppe
verfiigt Uber einen aktiven physischen Port und drei physische Standby-Ports (siehe folgende Abbildung).

vSwitch mit vier physischen Ports pro Knoten

Hypervisor
services

Port groups

ESX - Failover
Standard Priority
vSwitch Order

VIMINICA VIVINICE VMMNICT

VIMINICS Controller A

Die Reihenfolge der Ports in der Standby-Liste ist wichtig. Die folgende Tabelle zeigt ein Beispiel fir die
physische Portverteilung auf die vier Portgruppen.
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Mindest- und empfohlene Netzwerkkonfigurationen

Portgruppe Extern 1 Extern 2
Aktiv vmnicO vmnic1
Standby 1 vmnic1 vmnicO
Standby 2 vmnic2 vmnic3
Standby 3 vmnic3 vmnic2

Intern 1
vmnic2
vmnic3
vmnicO

vmnic1

Intern 2
vmnic3
vmnic2
vmnic1

vmnicO

Die folgenden Abbildungen zeigen die Konfigurationen der externen Netzwerk-Portgruppen aus der vCenter-
GUI (ONTAP-External und ONTAP-External2). Beachten Sie, dass die aktiven Adapter von unterschiedlichen
Netzwerkkarten stammen. In diesem Setup sind vmnic 4 und vmnic 5 Dual-Ports auf derselben physischen
Netzwerkkarte, wahrend vmnic 6 und vminc 7 ebenfalls Dual-Ports auf einer separaten Netzwerkkarte sind
(vnmics 0 bis 3 werden in diesem Beispiel nicht verwendet). Die Reihenfolge der Standby-Adapter ermdglicht
ein hierarchisches Failover, wobei die Ports des internen Netzwerks zuletzt kommen. Die Reihenfolge der
internen Ports in der Standby-Liste ist zwischen den beiden externen Portgruppen ebenfalls vertauscht.

Teil 1: ONTAP Select externe Portgruppenkonfigurationen
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Teil 2: ONTAP Select externe Portgruppenkonfigurationen
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Zur besseren Lesbarkeit lauten die Zuordnungen wie folgt:
ONTAP- Extern ONTAP- Extern2
Aktive Adapter: vmnic5 Standby-Adapter: vmnic7, Aktive Adapter: vmnic7 Standby-Adapter: vmnic5,

vmnic4, vmnic6 vmnic6, vmnic4

Die folgenden Abbildungen zeigen die Konfigurationen der internen Netzwerk-Portgruppen (ONTAP-Internal
und ONTAP-Internal2). Beachten Sie, dass die aktiven Adapter von unterschiedlichen Netzwerkkarten
stammen. In diesem Setup sind vmnic 4 und vmnic 5 Dual-Ports auf demselben physischen ASIC, wahrend
vmnic 6 und vmnic 7 ebenfalls Dual-Ports auf einem separaten ASIC sind. Die Reihenfolge der Standby-
Adapter ermoglicht ein hierarchisches Failover, wobei die Ports des externen Netzwerks zuletzt anstehen. Die
Reihenfolge der externen Ports in der Standby-Liste ist zwischen den beiden internen Portgruppen ebenfalls
vertauscht.

Teil 1: ONTAP Select interne Portgruppenkonfigurationen
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Teil 2: ONTAP Select interne Portgruppen
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Zur besseren Lesbarkeit lauten die Zuordnungen wie folgt:
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ONTAP- Intern ONTAP- Intern2

Aktive Adapter: vmnic4 Standby-Adapter: vmnic6, Aktive Adapter: vmnic6 Standby-Adapter: vmnic4,
vmnic5, vmnic7 vmnic7, vmnic5

Standard- oder verteilter vSwitch und zwei physische Ports pro Knoten

Bei Verwendung von zwei Hochgeschwindigkeits-Netzwerkkarten (25/40 Gbit) &hnelt die empfohlene
Portgruppenkonfiguration konzeptionell stark der Konfiguration mit vier 10-Gbit-Adaptern. Auch bei
Verwendung von nur zwei physischen Adaptern sollten vier Portgruppen verwendet werden. Die
Portgruppenzuweisungen lauten wie folgt:

Portgruppe Extern 1 (e0a,e0Ob) Intern 1 (e0Oc,e0e) Intern 2 (e0d,e0f) Extern 2 (e0g)
Aktiv vmnicO vmnicO vmnic1 vmnic1
Stehen zu vmnic1 vmnic1 vmnicO vmnicO

vSwitch mit zwei physischen Hochgeschwindigkeitsports (25/40 Gb) pro Knoten

Hypervisor
services

Port groups

ESX -
Standard
vSwitch

VMNIC1 VMNIC2

Controller A

Bei Verwendung von zwei physischen Ports (10 GB oder weniger) sollte jede Portgruppe Uber einen aktiven
Adapter und einen Standby-Adapter verfligen, die einander gegenuberliegend konfiguriert sind. Das interne
Netzwerk ist nur fir ONTAP Select Cluster mit mehreren Knoten vorhanden. Fuir Cluster mit einem Knoten
kdénnen beide Adapter in der externen Portgruppe als aktiv konfiguriert werden.

Das folgende Beispiel zeigt die Konfiguration eines vSwitch und der beiden Portgruppen, die fur die interne
und externe Kommunikation eines ONTAP Select Clusters mit mehreren Knoten zustandig sind. Das externe
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Netzwerk kann bei einem Netzwerkausfall die interne VMNIC nutzen, da die internen VMNICs Teil dieser
Portgruppe sind und im Standby-Modus konfiguriert sind. Fir das externe Netzwerk ist es umgekehrt. Der
Wechsel der aktiven und Standby-VMNICs zwischen den beiden Portgruppen ist entscheidend fir das
ordnungsgemale Failover der ONTAP Select VMs bei Netzwerkausfallen.

vSwitch mit zwei physischen Ports (10 GB oder weniger) pro Knoten

Hypervisor

services
vhics .

Port groups

ESX -
Standard

vSwitch

VMNIC2
Controller A

VMNIC1

Verteilter vSwitch mit LACP

Bei der Verwendung verteilter vSwitches in lhrer Konfiguration kann LACP zur Vereinfachung der
Netzwerkkonfiguration eingesetzt werden (obwohl dies keine Best Practice ist). Die einzige unterstitzte LACP-
Konfiguration erfordert, dass sich alle VMNICs in einer einzigen LAG befinden. Der physische Uplink-Switch
muss eine MTU-Gr6Re zwischen 7.500 und 9.000 auf allen Ports im Kanal unterstitzen. Die internen und
externen ONTAP Select Netzwerke sollten auf Portgruppenebene isoliert sein. Das interne Netzwerk sollte ein
nicht routingfahiges (isoliertes) VLAN verwenden. Das externe Netzwerk kann entweder VST, EST oder VGT
verwenden.

Die folgenden Beispiele zeigen die verteilte vSwitch-Konfiguration mit LACP.

LAG-Eigenschaften bei Verwendung von LACP
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Mame: |0N‘I'AP-LAG

Mumber of ports:

Mode: [ Active =]

Load balancingmode: | Source and destination IP address, TCPAJDP portand VLAN | ~ |

Port policies

You can apply VLAN and NelFlow palicies on individual LAGS within the same uplink pon group,
Unless overridden, the policies defined at uplink port group level will be applied.

VLAN type: Crvemide | VLAN truniing

VLAN trunk range:

MetFlow,

Externe Portgruppenkonfigurationen mithilfe eines verteilten vSwitch mit aktiviertem LACP
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=1olx]

|Route based on IP hash -
|Link status only -~
|Yes 5]
[Yes =]

Select active and standby uplinks. During a failover, standby uplinks activate in the
order spedfied below.
Name i
Active Uplinks
ONTAP-LAG
Standby Uplinks
Unused Uplinks
dvlUplinkl

Interne Portgruppenkonfigurationen mithilfe eines verteilten vSwitch mit aktiviertem LACP
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< Polices -
[ Policles Teaming and Failover
Security e
Traffic Shaping Load Balanang: @ [Route based on IP hash -
Network Failover Detection: |Link status only -
“Hzms?‘m'?emm" Notify Switches: [ves £
Miscellaneous Failback: |‘I'E‘S LI
Advanced
Failover Order

Select active and standby uplinks. During a fallover, standby uplinks activate in the
order specified below.

Name ' _
Active Uplinks ——l
ONTAP-LAG

Standby Uplinks
Unused Uplinks
dvUplinkl

LACP erfordert die Konfiguration der Upstream-Switch-Ports als Port-Kanal. Stellen Sie vor der
Aktivierung auf dem verteilten vSwitch sicher, dass ein LACP-fahiger Port-Kanal
ordnungsgemalf konfiguriert ist.

ONTAP Select physische Switch-Konfiguration

Details zur Konfiguration des physischen Upstream-Switches basierend auf Umgebungen
mit einem oder mehreren Switches.

Bei der Auswahl der Konnektivitat von der virtuellen Switch-Ebene zu physischen Switches ist sorgfaltige
Uberlegung erforderlich. Die Trennung des internen Cluster-Verkehrs von externen Datendiensten sollte durch
die Isolation von Layer-2-VLANs bis zur vorgelagerten physischen Netzwerkebene reichen.

Physische Switch-Ports sollten als Trunkports konfiguriert werden. Der externe ONTAP Select Verkehr kann
auf zwei Arten Uber mehrere Layer-2-Netzwerke verteilt werden. Eine Methode ist die Verwendung von ONTAP
VLAN-getaggten virtuellen Ports mit einer einzigen Portgruppe. Die andere Methode besteht darin, dem
Management-Port eOa separate Portgruppen im VST-Modus zuzuweisen. Je nach ONTAP Select Version und
Einzel- oder Mehrknotenkonfiguration missen Sie auch Datenports eOb und eOc/e0g zuweisen. Wenn der
externe Verkehr Gber mehrere Layer-2-Netzwerke verteilt ist, sollten die physischen Uplink-Switch-Ports diese
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VLANSs in der Liste der zulassigen VLANs enthalten.

Der interne Netzwerkverkehr von ONTAP Select erfolgt Gber virtuelle Schnittstellen, die mit lokalen Link-IP-
Adressen definiert sind. Da diese IP-Adressen nicht routingfahig sind, muss der interne Datenverkehr
zwischen Clusterknoten Uber ein einzelnes Layer-2-Netzwerk flieRen. Routenspriinge zwischen ONTAP Select
Clusterknoten werden nicht unterstitzt.

Gemeinsam genutzter physischer Switch

Die folgende Abbildung zeigt eine mogliche Switch-Konfiguration, die von einem Knoten in einem ONTAP
Select Cluster mit mehreren Knoten verwendet wird. In diesem Beispiel sind die physischen Netzwerkkarten
der vSwitches, die sowohl die internen als auch die externen Netzwerkportgruppen hosten, mit demselben
Upstream-Switch verbunden. Der Switch-Verkehr wird durch Broadcast-Domanen in separaten VLANSs isoliert.

Fir das interne ONTAP Select Netzwerk erfolgt die Kennzeichnung auf Portgruppenebene.
Wahrend im folgenden Beispiel VGT fur das externe Netzwerk verwendet wird, werden in dieser
Portgruppe sowohl VGT als auch VST unterstuitzt.

Netzwerkkonfiguration mit gemeinsam genutztem physischen Switch

Single Switch
Ethernet Switch
L } WAN
ONTAP-internal:
VLAN 30
ONTAP-external:
Virtual Guest Tagging
Mative VLAN 20
vSwitch 0

In dieser Konfiguration wird der gemeinsam genutzte Switch zum Single Point of Failure. Wenn
@ moglich, sollten mehrere Switches verwendet werden, um zu verhindern, dass ein physischer
Hardwarefehler einen Ausfall des Clusternetzwerks verursacht.

Mehrere physische Schalter

Wenn Redundanz erforderlich ist, sollten mehrere physische Netzwerk-Switches verwendet werden. Die
folgende Abbildung zeigt eine empfohlene Konfiguration fir einen Knoten in einem ONTAP Select Cluster mit
mehreren Knoten. NICs der internen und externen Portgruppen sind an verschiedene physische Switches
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angeschlossen, um den Benutzer vor dem Ausfall eines einzelnen Hardware-Switches zu schiitzen. Zwischen
den Switches wird ein virtueller Portkanal konfiguriert, um Spanning-Tree-Probleme zu vermeiden.

Netzwerkkonfiguration mit mehreren physischen Switches

Virtual Port Channel (vPC)

Ethernet Switch 1 Ethernet Switch 2

ENEEEI EEEEEN
. " ] == EEEEN] EEEEEN

ONTAP-internal:
Virtual Switch Tagging
VLAN 10

ONTAP-external:
Virtual Guest Tagging
Native VLAN 20

ONTAP-external vSwitch 0

Trennung von Daten- und Verwaltungsverkehr bei ONTAP
Select

Isolieren Sie Datenverkehr und Verwaltungsverkehr in separaten Layer-2-Netzwerken.

Der externe Netzwerkverkehr von ONTAP Select umfasst Datenverkehr (CIFS, NFS und iSCSI), Management-
und Replikationsverkehr (SnapMirror). Innerhalb eines ONTAP Clusters verwendet jede Art von Datenverkehr
eine separate logische Schnittstelle, die auf einem virtuellen Netzwerkport gehostet werden muss. In der
Multinode-Konfiguration von ONTAP Select werden diese als Ports e0a und eOb/e0g bezeichnet. In der Single-
Node-Konfiguration werden diese als e0a und e0Ob/e0c bezeichnet, wahrend die tbrigen Ports flr interne
Clusterdienste reserviert sind.

NetApp empfiehlt, Datenverkehr und Management-Verkehr in separaten Layer-2-Netzwerken zu isolieren. In
der ONTAP Select Umgebung geschieht dies mithilfe von VLAN-Tags. Dies lasst sich erreichen, indem dem
Netzwerkadapter 1 (Port e0a) eine VLAN-getaggte Portgruppe fir den Management-Verkehr zugewiesen wird.
Anschlie3end kénnen Sie den Ports eOb und eOc (Single-Node-Cluster) sowie e0Ob und e0g (Multi-Node-
Cluster) separate Portgruppen fir den Datenverkehr zuweisen.

Wenn die zuvor in diesem Dokument beschriebene VST-LOsung nicht ausreicht, missen moglicherweise
Daten- und Verwaltungs-LIFs auf demselben virtuellen Port zusammengelegt werden. Verwenden Sie dazu
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einen als VGT bezeichneten Prozess, bei dem die VLAN-Kennzeichnung von der VM durchgefihrt wird.

Die Trennung von Daten- und Verwaltungsnetzwerken durch VGT ist bei Verwendung des
@ Dienstprogramms ONTAP Deploy nicht verfiigbar. Dieser Vorgang muss nach Abschluss der
Clustereinrichtung durchgefiihrt werden.

Bei der Verwendung von VGT und Zwei-Knoten-Clustern gibt es einen zusatzlichen Vorbehalt. In Zwei-Knoten-
Clusterkonfigurationen wird die IP-Adresse des Knotenmanagements verwendet, um die Verbindung zum
Mediator herzustellen, bevor ONTAP vollstandig verflgbar ist. Daher wird nur EST- und VST-Tagging auf der
Portgruppe untersttitzt, die dem Knotenmanagement-LIF (Port e0a) zugeordnet ist. Wenn sowohl das
Management als auch der Datenverkehr dieselbe Portgruppe verwenden, werden fir den gesamten Zwei-
Knoten-Cluster nur EST/VST unterstitzt.

Beide Konfigurationsoptionen, VST und VGT, werden unterstutzt. Die folgende Abbildung zeigt das erste
Szenario, VST, bei dem der Datenverkehr auf vSwitch-Ebene Uber die zugewiesene Portgruppe getaggt wird.
In dieser Konfiguration werden Cluster- und Knotenverwaltungs-LIFs dem ONTAP Port e0a zugewiesen und
Uber die zugewiesene Portgruppe mit der VLAN-ID 10 getaggt. Daten-LIFs werden den Ports eOb und
entweder eOc oder e0g zugewiesen und erhalten Uber eine zweite Portgruppe die VLAN-ID 20. Die Cluster-
Ports verwenden eine dritte Portgruppe und befinden sich auf VLAN-ID 30.

Daten- und Verwaltungstrennung durch VST

Ethernet Switch
e T
PortGroup 1
Management traffic
VLAN 10 (VST)
e | PortGroup 2
— Data traffic
v'l.lﬁ-:‘n VLAN D VLAN 20 VLAN 20 (VST)
*a e oy | e PortGroup 3
Cluster traffic
VLAN 30 (VST)
. Datad LIF: |
| Cluster-management LIF: / i
; S0.0.6 foans 152.188.0.1/24 |
i Data-2 LIF: |
| Node-management LIF: 192.188.0.2/24 H

10.0.0.1/24

¥

Die folgende Abbildung zeigt das zweite Szenario, VGT, in dem der Datenverkehr von der ONTAP VM mithilfe
von VLAN-Ports markiert wird, die in separaten Broadcast-Domanen platziert sind. In diesem Beispiel werden
die virtuellen Ports e0a-10/e0b-10/(eOc oder e0g)-10 und e0a-20/e0b-20 tber den VM-Ports e0a und e0b
platziert. Diese Konfiguration ermdglicht die Netzwerkmarkierung direkt in ONTAP und nicht auf vSwitch-
Ebene. Verwaltungs- und Daten-LIFs werden auf diesen virtuellen Ports platziert, was eine weitere Layer-2-
Unterteilung innerhalb eines einzelnen VM-Ports ermdglicht. Das Cluster-VLAN (VLAN-ID 30) ist weiterhin in
der Portgruppe markiert.

Anmerkungen:

* Diese Art der Konfiguration ist besonders bei der Verwendung mehrerer IP-Bereiche sinnvoll. Gruppieren
Sie VLAN-Ports in separaten benutzerdefinierten IP-Bereichen, wenn Sie eine starkere logische Isolierung
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und Mandantenfahigkeit winschen.

« Zur Unterstitzung von VGT mussen die Netzwerkadapter des ESXi/ESX-Hosts mit den Trunk-Ports des
physischen Switches verbunden sein. Die mit dem virtuellen Switch verbundenen Portgruppen missen die
VLAN-ID 4095 haben, um Trunking in der Portgruppe zu ermdglichen.

Daten- und Verwaltungstrennung durch VGT

Ethernet Switch
-1
PortGroup 1 - No tagging at Port Group Level
Management traffic
VLAN 10 (VGT)
Data traffic

| — | VLAN 20 (VGT)

Cluster traffic

(s | | VLAN 30 (VST)

ONTAP Bolect VM

Defaultm
""" i |
Broadcast Domain: BD1 Broadcast Domain: BD2 |
Cluster-management LIF: i a0 | § Data-1 LIF:
10.0.0.100/24 | | 152.168.0.1/24
Node-management LIF: i s ssrne st na s s asans s sssassanel Data-2 LIF:
10.0.0.1/24 | 192.188.0.2/24
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