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Cluster
Verwalten von ONTAP Select Clustern

Zur Verwaltung eines ONTAP Select Clusters konnen Sie mehrere verwandte Aufgaben
ausfuhren.

Verschieben eines ONTAP Select Clusters offline und online
Nachdem Sie einen Cluster erstellt haben, konnen Sie ihn nach Bedarf offline und online verschieben.

Bevor Sie beginnen
Nachdem ein Cluster erstellt wurde, befindet er sich zunachst im Online-Status.

Schritte

1. Sign in mit dem Administratorkonto bei der Web-Benutzeroberflache des Bereitstellungsdienstprogramms
an.

2. Klicken Sie oben auf der Seite auf die Registerkarte Cluster und wahlen Sie den gewlinschten Cluster aus
der Liste aus.

3. Klicken: Rechts neben dem Cluster wahlen Sie Offline schalten.
Wenn die Offline-Option nicht verflgbar ist, befindet sich der Cluster bereits im Offline-Status.

Klicken Sie im Popup-Fenster auf Ja, um die Anfrage zu bestatigen.
Klicken Sie gelegentlich auf Aktualisieren, um zu bestatigen, dass der Cluster offline ist.

Um den Cluster wieder online zu bringen, klicken Sie hier.: und wahlen Sie Online schalten.
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Klicken Sie gelegentlich auf Aktualisieren, um zu bestatigen, dass der Cluster online ist.

Loschen eines ONTAP Select Clusters
Sie kénnen einen ONTAP Select Cluster I6schen, wenn er nicht mehr bendtigt wird.

Bevor Sie beginnen
Der Cluster muss sich im Offline-Zustand befinden.

Schritte

1. Sign in mit dem Administratorkonto bei der Web-Benutzeroberflache des Bereitstellungsdienstprogramms
an.

2. Klicken Sie oben auf der Seite auf die Registerkarte Cluster und wahlen Sie den gewlinschten Cluster aus
der Liste aus.

3. Klicken: Rechts neben dem Cluster und wahlen Sie Léoschen.
Wenn die Léschoption nicht verfiigbar ist, befindet sich der Cluster nicht im Offline-Zustand.

4. Klicken Sie gelegentlich auf Aktualisieren, um zu bestatigen, dass der Cluster aus der Liste entfernt
wurde.



Aktualisieren Sie die Bereitstellungsclusterkonfiguration

Nach der Erstellung eines ONTAP Select Clusters kdnnen Sie Anderungen am Cluster oder an der
Konfiguration der virtuellen Maschine auf3erhalb des Deploy-Dienstprogramms mithilfe der ONTAP oder
Hypervisor-Verwaltungstools vornehmen. Die Konfiguration einer virtuellen Maschine kann sich auch nach der
Migration andern.

Wenn diese Anderungen am Cluster oder an der virtuellen Maschine auftreten, wird die
Konfigurationsdatenbank des Deploy-Dienstprogramms nicht automatisch aktualisiert und kann daher nicht
mehr mit dem Status des Clusters synchronisiert sein. In diesen und anderen Situationen sollten Sie eine
Clusteraktualisierung durchfiihren, um die Deploy-Datenbank basierend auf dem aktuellen Status des Clusters
zu aktualisieren.

Bevor Sie beginnen
Erforderliche Informationen
Sie mussen Uber die aktuellen Konfigurationsinformationen fiir den Cluster verfigen, einschliellich:

* ONTAP Administratoranmeldeinformationen
* |IP-Adresse fir die Clusterverwaltung

* Namen der Knoten im Cluster

Stabiler Clusterzustand

Der Cluster muss sich in einem stabilen Zustand befinden. Sie konnen einen Cluster nicht aktualisieren,
wenn er gerade erstellt oder geldscht wird oder wenn er sich im Zustand create_failed oder delete_failed
befindet.

Nach einer VM-Migration

Nachdem eine virtuelle Maschine mit ONTAP Select migriert wurde, missen Sie mit dem Deploy-
Dienstprogramm einen neuen Host erstellen, bevor Sie eine Clusteraktualisierung durchfihren.

Informationen zu diesem Vorgang

Sie kénnen eine Clusteraktualisierung durchfiihren, um die Deploy-Konfigurationsdatenbank Uber die
Webbenutzeroberflache zu aktualisieren.

@ Anstatt die Bereitstellungs-Ul zu verwenden, konnen Sie den Befehl ,,Cluster aktualisieren® in
der Bereitstellungs-CLI-Shell verwenden, um einen Cluster zu aktualisieren.

Cluster- und virtuelle Maschinenkonfiguration
Zu den Konfigurationswerten, die sich andern und dazu flihren kdnnen, dass die Deploy-Datenbank nicht

mehr synchron ist, gehdren:
* Cluster- und Knotennamen
* ONTAP Netzwerkkonfiguration
* ONTAP -Version (nach einem Upgrade)
* Namen virtueller Maschinen
* Host-Netzwerknamen

» Speicherpoolnamen



Cluster- und Knotenzustande

Ein ONTAP Select Cluster oder Knoten kann sich in einem Zustand befinden, der den ordnungsgemalfen
Betrieb verhindert. Fihren Sie eine Clusteraktualisierung durch, um die folgenden Bedingungen zu
beheben:

» Knoten im unbekannten Zustand. Ein ONTAP Select Knoten kann sich aus mehreren Griinden im
unbekannten Zustand befinden, unter anderem, wenn der Knoten nicht gefunden wird.

+ Cluster im Zustand ,degradiert“: Wenn ein Knoten ausgeschaltet ist, kann es sein, dass er im
Bereitstellungsprogramm immer noch online erscheint. In diesem Fall befindet sich der Cluster im
Zustand ,degradiert”.

Schritte

1. Sign in mit dem Administratorkonto bei der Web-Benutzeroberflache des Bereitstellungsdienstprogramms
an.

2. Klicken Sie oben links auf der Seite auf die Registerkarte Cluster und wahlen Sie den gewiinschten
Cluster aus der Liste aus.

3. Klicken: Auf der rechten Seite der Seite wahlen Sie Cluster aktualisieren.
4. Geben Sie unter Cluster-Anmeldeinformationen das ONTAP -Administratorkennwort flir den Cluster ein.

5. Klicken Sie auf Aktualisieren.

Nach Abschluss

Wenn der Vorgang erfolgreich ist, wird das Feld ,Letzte Aktualisierung“ aktualisiert. Sie sollten die
Bereitstellungskonfigurationsdaten nach Abschluss der Clusteraktualisierung sichern.

Erweitern oder verkleinern Sie einen ONTAP Select Cluster
auf einem ESXi- oder KVM-Host.

Sie konnen die Clustergrof3e eines vorhandenen ONTAP Select Clusters fur ESXi- und
KVM-Hypervisor-Hosts erhohen. Bei KVM-Hosts kdnnen Sie die Clustergrof3e von sechs
auf acht Knoten erhdhen und von acht auf sechs Knoten verringern. Bei ESXi-Hosts
erhéhen und verringern Sie die Clustergrof3e in Schritten zwischen sechs und zwolf
Knoten.

Die folgenden Clustererweiterungen und -kontraktionen werden fir ESXi- und KVM-Hosts nicht untersttitzt:

» Erweiterungen von Clustern mit einem, zwei oder vier Knoten auf Cluster mit sechs oder acht Knoten.

» Kontraktionen von Clustern mit sechs oder acht Knoten auf Cluster mit einem, zwei oder vier Knoten.

Um die Anzahl der Knoten in einem Cluster auf eine Grof3e zu andern, die durch die
Clustererweiterung oder -verkleinerung nicht unterstiitzt wird, missen Sie die folgenden
Aufgaben ausflihren:

@ 1. Stellen Sie einen neuen Multi-Node-Cluster mithilfe von ... bereit."Befehlszeilenschnittstelle
(CLI)" oder die"Web-Benutzeroberflache" wird mit dem ONTAP Select Deploy-
Verwaltungsprogramm bereitgestellt.

2. Falls zutreffend, migrieren Sie die Daten mithilfe von [Name der Software/des Tools] in den
neuen Cluster."SnapMirror -Replikation" Die


task_cli_deploy_cluster.html
task_cli_deploy_cluster.html
task_deploy_cluster.html
https://docs.netapp.com/us-en/ontap/data-protection/snapmirror-disaster-recovery-concept.html

Sie initileren die Verfahren zur Clustererweiterung und -kontraktion von ONTAP Select Deploy tber die CLI,
API oder Weboberflache.

Uberlegungen zu Hardware und Speicher

Die Funktion zur Clustererweiterung und -kontraktion wird auf den folgenden KVM- und ESXi-Hypervisor-Hosts
unterstutzt.

ESXi

Ab ONTAP Select 9.15.1 wird die Clustererweiterung und -kontraktion auf ESXi-Hypervisor-Hosts
unterstatzt.

Die Clustererweiterung und -kontraktion wird fiir die folgenden ESXi-Hypervisor-Versionen unterstitzt:

+ ESXi 9.0

ESXi 8.0 U3
ESXi 8.0 U2
ESXi 8.0 U1
ESXi 8.0 GA
ESXi 7.0 U3
*« ESXi 7.0

KVM

Ab ONTAP Select 9.17.1 wird die Clustererweiterung und -kontraktion auf KVM-Hypervisor-Hosts
unterstutzt.

Die Clustererweiterung und -kontraktion wird fir die folgenden KVM-Hypervisor-Versionen untersttitzt:
* Red Hat Enterprise Linux (RHEL) 64-bit 10.1, 10.0, 9.7, 9.6, 9.5, 9.4, 9.3, 9.2, 9.1, 9.0, 8.8, 8.7 und

8.6
* Rocky Linux 10.1, 10.0, 9.7, 9.6, 9.5, 9.4, 9.3, 9.2, 9.1, 9.0, 8.9, 8.8, 8.7 und 8.6

Fir KVM-Hypervisoren auf RHEL 10.1 und 10.0 sowie Rocky Linux 10.1 und 10.0 Hosts gibt es
Einschrankungen beim Software-RAID-Workflow. Weitere Informationen finden Sie in den folgenden
Knowledge Base-Artikeln:

+ "CDEPLOY-4020: ONTAP Select Deploy: Warnmeldung beim Erstellen der Cluster-Hardware unter
Verwendung von RHEL 10 und ROCKY 10"

* "CDEPLOY-4025: ONTAP Select DeployGUI: Speicherpools und Speicherdatentrager werden fir SWR auf
der Seite zur Clustererstellung auf Hosts mit RHEL10/Rocky 10 nicht angezeigt."

Erweitern Sie den Cluster

Verwenden Sie die Clustererweiterungsfunktion, um die GréRRe eines vorhandenen ESXi- oder KVM-Clusters
zu erhéhen.


https://kb.netapp.com/on-prem/ontap/ontap-select/Select-Issues/CDEPLOY-4020
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ESXi
Sie kdnnen die Grofie eines vorhandenen ESXi-Clusters in den folgenden Schritten erhéhen:

* Von sechs Knoten auf acht, zehn oder zwolf Knoten
* Von acht Knoten auf zehn oder zwolf Knoten

* Von zehn auf zwolf Knoten

KVM
Sie konnen die GroRe eines vorhandenen KVM-Clusters von sechs auf acht Knoten erhdhen.

Informationen zu diesem Vorgang

Zur Vorbereitung der Clustererweiterung werden neue ESXi- und KVM-Hosts in das Inventar aufgenommen
und die Details der neuen Knoten zugewiesen. Vor dem Start der Clustererweiterung wird das ausgewahlte
interne Netzwerk durch eine Netzwerkvorprifung Gberprift.

Bevor Sie beginnen

* Wenn Sie einen Cluster mit mehreren Knoten bereitstellen, sollten Sie mit der
Netzwerkkonnektivitatsprifung vertraut sein. Sie konnen den Netzwerkverbindungs-Checker mit
folgendem Befehl ausfihren:"Web-Benutzeroberflache" oder die"Befehlszeilenschnittstelle (CLI)" Die

« Stellen Sie sicher, dass Sie Uber die Lizenzdetails fir die neuen Knoten verflgen.

Schritte

1. Sign in mit dem Administratorkonto bei der Web-Benutzeroberflache des Bereitstellungsdienstprogramms
an.

2. Wahlen Sie oben auf der Seite die Registerkarte Cluster und wahlen Sie den gewlinschten Cluster aus
der Liste aus.

3. Wahlen Sie auf der Clusterdetailseite das Zahnradsymbol rechts auf der Seite und dann Cluster erweitern

aus.

4. Navigieren Sie zum Abschnitt HA-Paar 4.
5. Wahlen Sie die folgenden Konfigurationsdetails fiir Hochverfligbarkeitspaare (HA) fir das vierte HA-Paar:

o Instanztyp

o Knotennamen

o Zugehdorige Hypervisor-Hosts

o Knoten-IP-Adressen

o Lizenzen

o Netzwerkkonfiguration

o Speicherkonfiguration (RAID-Typ und Speicherpools)
6. Wahlen Sie HA-Paar speichern, um die Konfigurationsdetails zu speichern.
7. Geben Sie die ONTAP -Anmeldeinformationen ein und wahlen Sie Cluster erweitern.

8. Wahlen Sie Weiter und flhren Sie die Netzwerkvorprtfung durch Auswahl von Ausfiihren aus.

Die Netzwerkvorprifung bestatigt, dass das fur den ONTAP Clusterverkehr ausgewahlte interne Netzwerk

ordnungsgemal funktioniert.


task_adm_connectivity.html
task_cli_connectivity.html

9. Wahlen Sie Cluster erweitern, um den Clustererweiterungsprozess zu starten, und wahlen Sie dann im
Dialogfeld OK.

Die Erweiterung des Clusters kann bis zu 45 Minuten dauern.

10. Uberwachen Sie den mehrstufigen Clustererweiterungsprozess, um zu bestatigen, dass die
Clustererweiterung erfolgreich war.

11. Auf der Registerkarte Ereignisse finden Sie regelmafige Updates zum Fortschritt der Operation. Die Seite

wird in regelmaRigen Abstanden automatisch aktualisiert.

Nach Abschluss
"Sichern Sie die ONTAP Select Deploy-Konfigurationsdaten.".

Kontrahieren Sie den Cluster

Verwenden Sie die Cluster-Kontraktionsfunktion, um die Groe eines vorhandenen ESXi- oder KVM-Clusters
zu verringern.

ESXi
Sie kénnen die Grofde eines vorhandenen ESXi-Clusters in den folgenden Schritten verringern:

* Von zwolf Knoten auf zehn, acht oder sechs Knoten
* Von zehn Knoten auf acht oder sechs Knoten

* Von acht auf sechs Knoten

KVM
Sie konnen die GrofRke eines vorhandenen Clusters von acht auf sechs Knoten reduzieren.

Informationen zu diesem Vorgang

Das gewtinschte HA-Knotenpaar im Cluster wird ausgewahlt, um die Clusterkontraktion wahrend des
Verfahrens vorzubereiten.

Schritte

1. Sign in mit dem Administratorkonto bei der Web-Benutzeroberflache des Bereitstellungsdienstprogramms
an.

2. Wahlen Sie oben auf der Seite die Registerkarte Cluster und wahlen Sie den gewlinschten Cluster aus
der Liste aus.

3. Wahlen Sie auf der Clusterdetailseite das Zahnradsymbol rechts auf der Seite und dann Vertragscluster
aus.

4. Wahlen Sie die HA-Paar-Konfigurationsdetails fir jedes HA-Paar aus, das Sie entfernen méchten, und
geben Sie die ONTAP Anmeldeinformationen ein. Wahlen Sie dann Vertragscluster aus.
Es kann bis zu 30 Minuten dauern, bis der Cluster kontrahiert ist.

5. Uberwachen Sie den mehrstufigen Cluster-Kontraktionsprozess, um zu bestatigen, dass die
Clusterkontraktion erfolgreich war.

6. Auf der Registerkarte Ereignisse finden Sie regelmaflige Updates zum Fortschritt der Operation. Die Seite
wird in regelmaRigen Abstanden automatisch aktualisiert.
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