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Cluster Management uber System Manager 9.6
und 9.7

Cluster Management uiber System Manager 9.6 und 9.7

Cluster-Management mit OnCommand® System Manager

System Manager ist eine HTML5-basierte grafische Managementoberflache, Uber die Sie
Storage-Systeme und Storage-Objekte (wie Festplatten, Volumes und Aggregate)
managen und gangige Management-Aufgaben in Verbindung mit Storage-Systemen uber
einen Webbrowser durchfiihren kdnnen. System Manager ist als Webservice in die
ONTAP Software integriert, ist standardmagig aktiviert und kann Uber einen Browser
aufgerufen werden. Als Cluster-Administrator konnen Sie mit System Manager das
gesamte Cluster und seine Ressourcen verwalten.

Der Name des System Manager hat sich von friiheren Versionen geandert. Versionen 9.5 und
@ frihere Versionen erhielten den Namen OnCommand System Manager. Versionen 9.6 und
hoher werden jetzt ONTAP System Manager genannt.

Mit System Manager kénnen Sie viele Routineaufgaben ausflihren, z. B. die folgenden:
* Erstellen Sie ein Cluster, konfigurieren Sie ein Netzwerk und richten Sie Support-Details fiir das Cluster
ein.

» Konfiguration und Management von Storage-Objekten wie Festplatten, Aggregaten, Volumes, gtrees und
Quotas

 Konfiguration von Protokollen wie CIFS und NFS und Bereitstellung von File Sharing
» Konfigurieren Sie Protokolle wie FC, FCoE, NVMe und iSCSI fiir den Blockzugriff.

* Netzwerkkomponenten wie Subnetzen, Broadcast-Domanen, Daten- und Managementschnittstellen und
Schnittstellengruppen erstellen und konfigurieren.

* Richten Sie Spiegelungs- und Vaulting-Beziehungen ein und managen Sie sie.

* Durchfiihrung von Clustermanagement, Storage-Node-Management und SVM-Managementvorgangen
(Storage Virtual Machine)

* Erstellen und Konfigurieren von SVMs, Managen von mit SVMs verbundenen Storage-Objekten und
Managen von SVM-Services

+ Uberwachen und verwalten Sie HA-Konfigurationen in einem Cluster.

» Konfigurieren Sie Service-Prozessoren, um sich unabhangig vom Status des Node Remote anzumelden,
den Node zu managen, zu Uberwachen und zu verwalten.

Symbole im Dashboard-Fenster

Beim Anzeigen des Dashboards fir das Storage-System werden moéglicherweise die folgenden Symbole
angezeigt:



Symbol Name Beschreibung

Warnung Es gibt kleinere Probleme, aber
keine, die sofortige
Aufmerksamkeit erfordern.

Fehler Probleme, die schliel3lich zu
Ausfallzeiten fuhren kdnnten und
daher Aufmerksamkeit erfordern.

iii!ll!;;li_li Kritisch Das Storage-System stellt keine

= Daten bereit oder kann nicht
kontaktiert werden. Es ist sofortige
Aufmerksamkeit erforderlich.

Linkspfeil Wenn dies neben einem
Linienelement in einem Dashboard-
Bereich angezeigt wird, klicken Sie
darauf auf eine andere Seite, von
der Sie weitere Informationen Uber
das Zeilenelement erhalten oder
Anderungen an der Position
vornehmen koénnen.

Richten Sie das Cluster mit ONTAP System Manager ein

Richten Sie einen Cluster mithilfe der Vorlagendatei in System Manager — ONTAP 9.7 und friiher ein

Mit der Vorlagendatei, die im ONTAP System Manager Classic (erhaltlich unter ONTAP
9.7 und alter) zur Verfugung steht, konnen Sie ein Cluster einrichten, indem Sie ein
Cluster erstellen, das Node-Management und die Cluster-Managementnetzwerke
einrichten und dann Ereignisbenachrichtigungen einrichten. (Ab ONTAP System Manager
9.6 wird AutoSupport nicht unterstutzt.) Sie konnen die Vorlagendatei in herunterladen
.x1sx Format oder . csv Formatieren.

Uber diese Aufgabe

* Wenn der Cluster ONTAP 9.1 oder héher unterstitzt, kdnnen Sie nur Storage-Systeme mit ONTAP 9.1
oder héher hinzuftgen.

+ Alle Felder werden beim Hochladen der Datei nicht automatisch ausgefulit.

Sie mussen den Wert einiger Felder, z. B. Passwort und Cluster-Managementport, manuell eingeben.

Schritte

1. Offnen Sie den Webbrowser, und geben Sie anschlieend die IP-Adresse fiir die Knotenverwaltung ein, die
Sie konfiguriert haben: https://node-management-IP

o Wenn Sie die Anmeldedaten fur das Cluster eingerichtet haben, wird die Anmeldeseite angezeigt.

Sie mussen die Anmeldeinformationen eingeben, um sich anzumelden.



10.

> Wenn Sie die Anmeldedaten fur das Cluster nicht eingerichtet haben, wird das Fenster Guided Setup
angezeigt.

Laden Sie die herunter . x1sx Vorlagendatei oder der . csv Vorlagendatei.

Geben Sie alle erforderlichen Werte in der Vorlagendatei ein, und speichern Sie die Datei.

@ o Bearbeiten Sie keine andere Spalte in der Vorlage auler Wert.

- Andern Sie nicht die Version der Vorlagendatei.

. Klicken Sie auf Durchsuchen und wahlen Sie die aktualisierte Vorlagendatei aus.

° Sie kénnen die Vorlagendatei nur im hochladen . csv Formatieren. Wenn Sie die Vorlagendatei in
heruntergeladen haben . x1sx Format: Sie missen die Datei als speichern . csv Datei und
anschlieRend die Datei hochladen.

° Sie mussen sicherstellen, dass die fur diese Datei verwendete Codierung lautet UTF8. Wenn nicht,
werden die Werte nicht gelesen.

Klicken Sie Auf Upload.

Die Details, die Sie in der Vorlagendatei angegeben haben, werden zum Abschliel3en des Cluster-Setups
verwendet.

Klicken Sie auf das Symbol * Guided Setup*, um die Details flr den Cluster anzuzeigen.

Uberpriifen Sie die Details im Cluster-Fenster, und klicken Sie dann auf Absenden und Fortfahren.
Sie kdnnen bei Bedarf die Cluster-Details bearbeiten.

Wenn Sie sich zum zweiten Mal im Cluster-Fenster anmelden, ist standardmafig das Feld Feature
Licenses aktiviert. Sie kdnnen neue Feature-Lizenzschlissel hinzufligen oder die bereits ausgefiillten
Lizenzschlussel behalten.

Uberpriifen Sie die Details im Fenster Netzwerk, und klicken Sie dann auf Absenden und fortfahren.
Sie kdnnen die Netzwerkdetails bei Bedarf bearbeiten.

Uberpriifen Sie die Details im Support-Fenster, und klicken Sie dann auf Absenden und Fortfahren.

Sie konnen bei Bedarf die Support-Details bearbeiten.

Uberpriifen Sie die Details im Fenster Storage, und erstellen Sie dann Aggregate oder beenden Sie das
Cluster-Setup:

lhr Ziel ist Dann...

Beenden Sie die Cluster-Einrichtung, ohne Storage Klicken Sie auf liberspringen Sie diesen Schritt.
bereitzustellen und eine SVM zu erstellen

Stellen Sie Storage mithilfe von Aggregaten bereit  Klicken Sie auf Absenden und fortfahren.
und erstellen Sie eine SVM

Sie kdnnen bei Bedarf die Support-Details bearbeiten.



1.

12.

13.

14.

Uberprifen Sie die Details im Fenster Storage Virtual Machine (SVM) und klicken Sie dann auf Submit
and Continue.

Sie kénnen den SVM-Namen bearbeiten, ein anderes Datenprotokoll auswahlen und ggf. die
Netzwerkschnittstelle und Adapterdetails andern.

Wenn Sie im Storage-Fenster auf Skip this Step geklickt haben, sehen Sie sich die Details im
Zusammenfassung-Fenster an und klicken Sie dann auf Cluster verwalten, um den System Manager zu
starten.

Wenn Sie im Fenster Storage auf Absenden und Fortfahren geklickt haben, Gberpriifen Sie die Details
im SVM-Fenster und klicken Sie dann auf Absenden und fortfahren.

Bei Bedarf konnen Sie die SVM-Details bearbeiten.

Uberpriifen Sie alle Details im Fenster Zusammenfassung und klicken Sie dann auf Anwendung
bereitstellen, um Speicher fir Anwendungen bereitzustellen, oder klicken Sie auf Cluster verwalten, um
den Cluster-Setup-Prozess abzuschlieRen und System Manager zu starten, oder klicken Sie auf
Konfiguration exportieren, um die Konfigurationsdatei herunterzuladen.

Verwandte Informationen

"System Manager Cluster Guided Setup Vorlagen"

Erstellen Sie ein Cluster mit System Manager - ONTAP 9.7 und friiher

Mit ONTAP System Manager Classic (verfugbar in ONTAP 9.7 und alter) konnen Sie ein
Cluster in Inrem Datacenter erstellen und einrichten.

Uber diese Aufgabe

Wenn der Cluster ONTAP 9.1 oder héher unterstiitzt, konnen Sie nur die Storage-Systeme mit ONTAP 9.1
oder hdher hinzufligen.

Schritte

1.

2.

3.
4.

Offnen Sie den Webbrowser, und geben Sie anschlieend die IP-Adresse fiir die Knotenverwaltung ein, die
Sie konfiguriert haben: https://node-management-IP

o Wenn Sie die Anmeldedaten fur das Cluster eingerichtet haben, wird die Anmeldeseite angezeigt.
Sie mussen die Anmeldeinformationen eingeben, um sich anzumelden.

> Wenn Sie die Anmeldedaten fiir das Cluster nicht eingerichtet haben, wird das Fenster Guided Setup
angezeigt.

Klicken Sie auf das Symbol * Guided Setup*, um einen Cluster einzurichten.

Geben Sie auf der Seite Cluster einen Namen fir den Cluster ein.
@ Wenn nicht alle Knoten erkannt werden, klicken Sie auf Aktualisieren.

Die Nodes im Cluster-Netzwerk werden im Feld Nodes angezeigt.

Optional: auf Wunsch aktualisieren Sie die Knotennamen im Feld Nodes.

Geben Sie das Passwort fur das Cluster ein.


https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/System_Manager_Cluster_Guided_Setup_Templates

5. Optional: Geben Sie die Lizenzschlussel fir die Funktion ein.
6. Klicken Sie Auf Absenden.

Nachste Schritte

Geben Sie auf der Seite Netzwerk die Netzwerkdetails ein, um mit dem Cluster-Setup fortzufahren.
Verwandte Informationen
Das Fenster ,Lizenzen®

Fenster ,Konfigurationsaktualisierungen®

Richten Sie ein Netzwerk mit System Manager - ONTAP 9.7 und friiher ein

Mit dem ONTAP System Manager Classic (erhaltlich in ONTAP 9.7 und friher) kdnnen
Sie Cluster, Knoten und Serviceprozessoren verwalten, indem Sie ein Netzwerk
einrichten. Sie kdnnen auch DNS- und NTP-Details Uber das Netzwerkfenster einrichten.

Bevor Sie beginnen
Sie missen das Cluster einrichten.

Uber diese Aufgabe
* Fir die Cluster-Erstellung werden nur die aktiven Nodes angezeigt.

Sie konnen LIFs fiur diese Nodes erstellen.

+ Sie kénnen den IP-Adressbereich deaktivieren und einzelne IP-Adressen fur Cluster-Management, Node-
Management und Service Processor Managementnetzwerke eingeben.

Richten Sie ein Netzwerk ein, wenn ein IP-Adressbereich aktiviert ist

Sie konnen ein Netzwerk einrichten, indem Sie einen IP-Adressbereich aktivieren. Im IP-Adressbereich konnen
Sie IP-Adressen eingeben, die sich im gleichen Netzmaskenbereich oder im unterschiedlichen
Netzmaskenbereich befinden.

Schritte
1. Geben Sie einen Bereich von IP-Adressen in das Feld IP-Adressbereich ein, und klicken Sie dann auf
Anwenden.
Option Beschreibung

Sie haben eine Reihe von IP-Adressen in derselben Geben Sie den IP-Adressbereich ein, und klicken
Netzmaske Sie dann auf Anwenden.

IP-Adressen werden sequenziell in Cluster-
Management-, Node-Management- und Service-
Prozessor-Managementnetzwerke angewendet.


https://docs.netapp.com/de-de/ontap-system-manager-classic/online-help-96-97/reference_licenses_window.html
https://docs.netapp.com/de-de/ontap-system-manager-classic/online-help-96-97/reference_configuration_updates_window.html

Option Beschreibung
Sie haben eine Reihe von IP-Adressen in Geben Sie jeden IP-Adressbereich in eine separate
verschiedenen Netzmasken Zeile ein, und klicken Sie dann auf Anwenden.

Die erste IP-Adresse, die auf das Cluster-
Management angewendet wird und andere IP-
Adressen auch sequenziell auf das Node-
Management und das Service Processor
Management-Netzwerk angewendet werden.

Nachdem Sie den IP-Adressbereich fur das Cluster-Management, das Node-Management

@ und das Service Processor-Management eingegeben haben, dirfen Sie die IP-Adresswerte
in diesen Feldern nicht manuell &ndern. Sie miussen sicherstellen, dass alle IP-Adressen
IPv4-Adressen sind.

2. Geben Sie die Netzmaske und Gateway-Details ein.
3. Wahlen Sie den Port fur die Clusterverwaltung im Feld Port aus.

4. Wenn das Feld Port in der Knotenverwaltung nicht mit EOM ausgeflllt ist, geben Sie die Portdetails ein.
@ StandardmaRig wird im Feld Port EOM angezeigt.

5. Wenn Sie fur die Service Processor-Verwaltung die Standardwerte tberschreiben, stellen Sie sicher, dass
Sie die obligatorischen Gateway-Details eingegeben haben.

6. Wenn Sie das Feld DNS Details aktiviert haben, geben Sie die DNS-Serverdetails ein.
7. Wenn Sie das Feld NTP-Details aktiviert haben, geben Sie die NTP-Serverdetails ein.

@ Die Bereitstellung alternativer NTP-Serverdetails ist optional.
8. Klicken Sie Auf Absenden.

Nachste Schritte

Geben Sie Ereignisbenachrichtigungen auf der Seite Support ein, um mit dem Cluster-Setup fortzufahren.

Richten Sie ein Netzwerk ein, wenn ein IP-Adressbereich deaktiviert ist

Sie konnen ein Netzwerk einrichten, indem Sie einen IP-Adressbereich deaktivieren und einzelne IP-Adressen
fur das Cluster-Management, das Node-Management und die Netzwerke von Service Providern eingeben.

Uber diese Aufgabe

Wenn der Bereich IP-Adresse deaktiviert ist, geben Sie auf der Seite Netzwerke individuelle IP-Adressen flr
die Clusterverwaltung, die Knotenverwaltung und die Netzwerke der Service-Prozessoren ein.

Schritte
1. Geben Sie die Cluster-Management-IP-Adresse in das Feld * Cluster Management IP Address* ein.

2. Geben Sie die Netmask-Details fur das Cluster-Management ein.

3. Optional: Geben Sie die Gateway-Details fiir die Cluster-Verwaltung ein.



4. Wahlen Sie den Port fur die Clusterverwaltung im Feld Port aus.

5. Wenn Sie Netzmaske- und Gateway-Details zur Verwaltung lhrer Knoten angeben méchten, deaktivieren
Sie das Kontrollkdstchen Netzmaske und Gateway beibehalten der Cluster Management* und geben Sie
dann die Netzmaske und Gateway-Details ein.

6. Geben Sie die Knoten-Management-IP-Adressen in das Feld Knotenverwaltung ein.

7. Wenn das Feld Port in der Knotenverwaltung nicht mit EOM ausgefullt ist, geben Sie die Portdetails ein.
@ StandardmaRig wird im Feld Port EOM angezeigt.

8. Geben Sie die Service-Prozessor-Management-Netmask und Gateway-Details ein.

9. Geben Sie die Service-Prozessor-IP-Management-Adressen in das Feld * Service Processor
Management* ein.

10. Wenn Sie das Feld DNS Details aktiviert haben, geben Sie die DNS-Serverdetails ein.
11. Wenn Sie das Feld NTP-Details aktiviert haben, geben Sie die NTP-Serverdetails ein.

@ Die Bereitstellung alternativer NTP-Serverdetails ist optional.
12. Klicken Sie Auf Absenden.

Néchste Schritte

Geben Sie Ereignisbenachrichtigungen auf der Seite Support ein, um mit dem Cluster-Setup fortzufahren.
Verwandte Informationen

"Was ist ein Service Processor und wie verwende ich ihn?"

"Anleitung zum Konfigurieren und Beheben von Fehlern bei NTP auf Clustered Data ONTAP 8.2 und héher
mithilfe von CLI"

"ONTAP 9 Dokumentationszentrum"
Netzwerkfenster

Fenster ,Konfigurationsaktualisierungen®
Datum und Uhrzeit

Service Processor-Fenster geodffnet

Richten Sie eine Support-Seite mit System Manager - ONTAP 9.7 und friiher ein

Mit ONTAP System Manager Classic (erhaltlich in ONTAP 9.7 und alter) kdnnen Sie eine
Support-Seite einrichten. Durch das Einrichten der Support-Seite wird das Cluster-Setup
abgeschlossen. Es umfasst die Einrichtung von Ereignisbenachrichtigungen sowie die
Konfiguration des System-Backups mit einem Node.

Bevor Sie beginnen
Sie mussen das Cluster und das Netzwerk eingerichtet haben.


https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Systems/FAS_Systems/What_is_a_Service_Processor_and_how_do_I_use_it%3F
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/How_to_configure_and_troubleshoot_NTP_on_clustered_Data_ONTAP_8.2_and_later_using_CLI
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/How_to_configure_and_troubleshoot_NTP_on_clustered_Data_ONTAP_8.2_and_later_using_CLI
https://docs.netapp.com/ontap-9/index.jsp
https://docs.netapp.com/de-de/ontap-system-manager-classic/online-help-96-97/reference_network_window.html
https://docs.netapp.com/de-de/ontap-system-manager-classic/online-help-96-97/reference_configuration_updates_window.html
https://docs.netapp.com/de-de/ontap-system-manager-classic/online-help-96-97/reference_date_time_window.html
https://docs.netapp.com/de-de/ontap-system-manager-classic/online-help-96-97/reference_service_processors_window.html

Schritte

1. Richten Sie die Ereignisbenachrichtigungen mithilfe des Mailhost oder SNMP-Trap-Hosts oder Syslog-
Servers ein.

@ Sie mussen mindestens ein Ereignibenachrichtigungssystem einrichten.

2. Wenn Sie Uber ein Single-Node-Cluster verfiigen, konfigurieren Sie eine Systemsicherung auf einem FTP-
Server oder auf einem HTTP-Server.

@ Das System-Backup ist nur fiir Single-Node Cluster anwendbar.
3. Klicken Sie auf Senden und fortfahren.

Nachste Schritte

Sehen Sie sich die Storage-Empfehlungen an und erstellen Sie SVMs, um das Cluster-Setup fortzusetzen.

Storage-Empfehlungen mit System Manager - ONTAP 9.7 und friiher priifen

Sie kdnnen die Storage-Empfehlungen zum Erstellen von Aggregaten mithilfe des
Storage-Fensters in ONTAP System Manager classic (verfugbar in ONTAP 9.7 und
friher) prufen.

Bevor Sie beginnen
Sie mussen das Cluster, das Netzwerk und die Support-Details einrichten.

Uber diese Aufgabe

Sie kdnnen Daten-Aggregate gemal’ den Storage-Empfehlungen erstellen oder diesen Schritt Gberspringen
und Daten-Aggregate zu einem spateren Zeitpunkt mit System Manager erstellen.

Verfahren

+ Um Datenaggregate gemafR den Speicherempfehlungen zu erstellen, klicken Sie Absenden und
Fortfahren.

* Um Daten-Aggregate zu einem spateren Zeitpunkt mit System Manager zu erstellen, klicken Sie auf
liberspringen Sie diesen Schritt.

Nachste Schritte

Wenn Sie die Erstellung von Aggregaten gemaf} den Storage-Empfehlungen gewahlt haben, missen Sie eine
Storage Virtual Machine (SVM) erstellen, um das Cluster-Setup fortzusetzen.

Erstellen Sie eine SVM mit System Manager — ONTAP 9.7 und friiher

Im klassischen ONTAP System Manager (verfigbar in ONTAP 9.7 und friiher) kdnnen
Sie das SVM-Fenster (Storage Virtual Machine) verwenden, um vollstandig konfigurierte
SVMs zu erstellen. Die SVMs stellen Daten bereit, nachdem auf diesen SVMs Storage-
Objekte erstellt wurden.

Bevor Sie beginnen



« Sie mUssen ein Aggregat erstellt haben und das Aggregat muss online sein.

» Sie mussen sicherstellen, dass das Aggregat tiber geniigend Platz fir das SVM Root-Volume verfigt.

Schritte
1. Geben Sie einen Namen fir die SVM ein.

2. Wahlen Sie Datenprotokolle fiir die SVM:

lhr Ziel ist Dann...

Aktivieren Sie das CIFS-Protokoll, indem Sie den a. Wahlen Sie das Feld Active Directory aus.
CIFS-Server mithilfe eines Active Directory

S b. Geben Sie den Active Directory-
konfigurieren

Administratornamen ein.

c. Geben Sie das Active Directory-
Administratorkennwort ein.

d. Geben Sie einen Namen fiir den CIFS-Server
ein.

e. Geben Sie einen Namen flr die Active
Directory-Domane ein.

f. Wahlen Sie je nach lhren Anforderungen die
eine Daten-LIF auf dieser SVM oder eine
Daten-LIF pro Node auf dieser SVM-Box.

g. Geben Sie Daten-LIF-Details wie IP-Adresse,
Netmask, Gateway und Port an.

h. Geben Sie DNS-Details an.

Aktivieren Sie das CIFS-Protokoll, indem Sie den a. Wahlen Sie das Feld Workgroup aus.

CIFS-Server mithilfe einer Arbeitsgruppe b. Geben Sie einen Namen fir die Arbeitsgruppe

konfigurieren
ein.
c. Geben Sie einen Namen fir den CIFS-Server
ein.
d. Wahlen Sie je nach lhren Anforderungen das
Kontrollkdstchen eine Daten-LIF auf dieser
SVM oder eine Daten-LIF pro Node auf dieser
SVM aus.
e. Geben Sie Daten-LIF-Details wie IP-Adresse,
Netmask, Gateway und Port an.
NFS-Protokoll aktivieren a. Wahlen Sie das Feld NFS aus.

b. Wahlen Sie je nach lhren Anforderungen das
Kontrollkastchen eine Daten-LIF auf dieser
SVM oder eine Daten-LIF pro Node auf dieser
SVM aus.

c. Geben Sie Daten-LIF-Details wie IP-Adresse,
Netmask, Gateway und Port an.



lhr Ziel ist Dann...

Aktivieren des iSCSI-Protokolls a. Wahlen Sie das Feld iSCSI aus.

b. Geben Sie Daten-LIF-Details wie IP-Adresse,
Netmask, Gateway und Port an.

Aktivierung von FC-/FCoE-Protokollen a. Wahlen Sie das Feld * FC/FCoE* aus.

b. Wahlen Sie die FC/FCoE-Ports fur FC- oder
FCoE-Protokolle aus.

Jeder Node muss flr jedes
@ Protokoll (FC und FCoE)

mindestens einen korrekt

konfigurierten Port aufweisen.

NVMe-Protokoll aktivieren a. Wahlen Sie das Feld NVMe aus.

b. Wahlen Sie die NVMe-Ports fir NVMe-
Protokolle aus.

Mindestens ein NVMe-fahiger
Adapter muss in einem der
Nodes zur Konfiguration von
NVMe verfligbar sein. Ab ONTAP
9.5 muss aulRerdem fir jeden

@ Node eines der SVM
zugeordneten HA-Paars
mindestens eine NVMe-LIF
konfiguriert werden. Sie kdnnen
fur jeden Node im Paar maximal
zwei NVMe LIFs erstellen.

3. Optional: Klicken Sie auf das Symbol Erweiterte Optionen und geben Sie Details an, um erweiterte
Optionen wie die Standardsprache, den Sicherheitsstil, die CIFS-Serverdetails und NFS-Details zu
konfigurieren.

4. Klicken Sie auf Absenden und Fortfahren, um die SVM zu erstellen.

Néchste Schritte

Wenn Sie auf Absenden und Fortfahren geklickt haben, missen Sie die Details Uberprtfen, die Sie im
Fenster Zusammenfassung angegeben haben, und dann auf Cluster verwalten klicken, um den System
Manager zu starten, oder klicken Sie auf Anwendung bereitstellen, um Speicheranwendungen
bereitzustellen, oder klicken Sie auf Konfiguration exportieren, um die Konfigurationsdatei herunterzuladen.

Greifen Sie in System Manager - ONTAP 9.7 und friiher auf Cluster mit einer
browserbasierten grafischen Oberflache zu

Sie kdnnen ONTAP System Manager classic (verfugbar in ONTAP 9.7 und fruher)
verwenden, wenn Sie eine grafische Schnittstelle anstelle der Befehlszeilenschnittstelle
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zum Zugriff auf und Verwalten eines Clusters verwenden mochten. ONTAP System
Manager ist in ONTAP als Webservice enthalten, ist standardmallig aktiviert und kann
Uber einen Browser aufgerufen werden.

Bevor Sie beginnen

* Sie muissen ein Cluster-Benutzerkonto besitzen, das mit dem konfiguriert ist admin Rolle und der http,
ontapi, und console Applikationstypen

» Sie mussen Cookies und Website-Daten im Browser aktiviert haben.

Uber diese Aufgabe

Sie kdnnen eine Cluster-Management-LIF oder Node-Management-LIF verwenden, um auf ONTAP System
Manager zuzugreifen. Fir einen unterbrechungsfreien Zugriff auf ONTAP System Manager sollten Sie eine
Cluster-Management-LIF verwenden.

Schritte
1. Rufen Sie im Webbrowser die IP-Adresse der Cluster-Management-LIF auf:

° Wenn Sie IPv4 verwenden: https://cluster-mgmt-LIF

° Wenn Sie IPv6 verwenden: https://[cluster-mgmt-LIF]
Nur HTTPS wird fir den Browser-Zugriff von ONTAP System Manager unterstutzt.

Wenn das Cluster ein selbstsigniertes digitales Zertifikat verwendet, wird im Browser moglicherweise eine
Warnung angezeigt, dass das Zertifikat nicht vertrauenswirdig ist. Sie kdnnen entweder das Risiko
bestatigen, den Zugriff fortzusetzen, oder ein von der Zertifizierungsstelle signiertes digitales Zertifikat auf
dem Cluster zur Server-Authentifizierung installieren.

2. Optional: Wenn Sie Uber die CLI ein Zugriffbanner konfiguriert haben, lesen Sie die im Dialogfeld
Warnung angezeigte Meldung und wahlen Sie die erforderliche Option zum Fortfahren.

Diese Option wird nicht auf Systemen unterstiitzt, auf denen die SAML-Authentifizierung (Security
Assertion Markup Language) aktiviert ist.
o Wenn Sie nicht fortfahren mochten, klicken Sie auf Abbrechen und schlieRen Sie den Browser.

> Wenn Sie fortfahren méchten, klicken Sie auf OK, um zur Anmeldeseite des ONTAP-System-
Managers zu navigieren.

3. Melden Sie sich mit den Anmeldedaten des Cluster-Administrators bei ONTAP System Manager an.

Konfigurieren Sie System Manager Optionen - ONTAP 9.7 und friiher

Sie konnen die Protokollierung aktivieren und den Wert flr das Inaktivitatszeitlimit far
ONTAP System Manager Classic (verfugbar in ONTAP 9.7 oder friher) angeben.

Uber diese Aufgabe

Sie kénnen die Optionen im System Manager-Anmeldefenster konfigurieren. Sie mussen sich jedoch bei der
Anwendung anmelden, um den Wert fir die Inaktivitdt anzugeben.

Schritte
1. Klicken Sie Auf £§.

2. Klicken Sie im Fensterbereich Setup auf Allgemein.
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3. Geben Sie eine Protokollebene an.

4. Geben Sie den Wert fur die Inaktivitat in Minuten an.

@ Diese Option ist nicht verfiigbar, wenn Sie die SAML-Authentifizierung (Security Assertion
Markup Language) aktiviert haben.

5. Klicken Sie auf OK.

Zeigen Sie die Log-Dateien des System Manager an — ONTAP 9.7 und friiher

Bei Problemen bei der Verwendung von ONTAP System Manager classic (verfugbar in
ONTAP 9.7 und fruher) konnen Sie die Log-Dateien senden, um die Probleme zu
beheben, falls Sie dazu aufgefordert werden. Die Log-Dateien von System Manager
befinden sich im m1og Verzeichnis zusammen mit den ONTAP-Log-Dateien.

Schritte

1. Ermitteln Sie den Node, der die Cluster-Management-LIF hostet.

2. Geben Sie die folgende URL in einen Webbrowser ein: https://cluster-mgmt-LIF/spi
cluster-mgmt-LIF Ist die IP-Adresse der Cluster-Management-LIF.

3. Geben Sie |hre Cluster-Administrator-Anmeldeinformationen ein, und klicken Sie dann auf OK.

4. Klicken Sie im Fenster Data ONTAP - Root-Volume-Dateizugriff auf den Link Logs fur den Knoten, der
die Cluster-Management-LIF hostet.

5. Navigieren Sie zum mlog Verzeichnis fiir den Zugriff auf die Log-Dateien im System Manager
Je nach Art des Problems sind mdglicherweise die folgenden Protokolldateien erforderlich:
° sysmgr.log
Diese Datei enthalt die neuesten Protokolle flir System Manager.

° mgwd.log
° php.log
° apache access.log

° messages.log

So funktioniert die Systemprotokollierung

Die Systemprotokollierung ist ein wichtiges Tool fur die Fehlerbehebung bei Anwendungen. Sie sollten die
Systemprotokollierung aktivieren, damit bei Problemen mit einer Anwendung das Problem gefunden werden
kann. Sie kdnnen System Manager-Protokollierung wahrend der Laufzeit aktivieren, ohne die
Anwendungsbinardaten zu andern.

Die Protokollausgabe kann umfangreich sein und somit schwierig zu managen sein. Mit System Manager
kénnen Sie die Protokollausgabe verfeinern, indem Sie auswahlen, welche Protokollausgabeart ausgegeben
wird. Standardmafig ist die Systemprotokollierung auf INFO festgelegt. Sie kdnnen eine der folgenden
Protokollebenen auswahlen:
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* AUS

« FEHLER
WARNEN

* INFO
DEBUGGEN

Diese Ebenen funktionieren hierarchisch. Eine auf AUS eingestellte Protokollebene zeigt an, dass keine
Meldungen protokolliert werden.

Richten Sie das Cluster ein

Richten Sie das Cluster mit System Manager - ONTAP 9.7 und friiher ein

Sie kdnnen den Cluster mit ONTAP System Manager classic (erhaltlich in ONTAP 9.7
und fruher) einrichten.

Beim Einrichten des Clusters werden Konfigurationsinformationen gesammelt, Cluster-Management- und
Node-Managementoberflachen erstellt, Lizenzen hinzugeflgt, die Cluster-Zeit eingerichtet und HA-Paare
Uberwacht.

Aktualisiert den Cluster-Namen

Mit System Manager kénnen Sie bei Bedarf den Namen eines Clusters andern.

Schritte
1. Klicken Sie Auf Konfiguration > Cluster > Konfigurationsupdates.

2. Klicken Sie im Fensterbereich Cluster Details auf Cluster-Name aktualisieren.

3. Geben Sie im Dialogfeld Cluster-Name aktualisieren einen neuen Namen fiir den Cluster an, und klicken

Sie dann auf Absenden.

Andern des Cluster-Passworts

Sie kdnnen mit System Manager das Passwort eines Clusters zuriicksetzen.

Schritte
1. Klicken Sie Auf Konfiguration > Cluster > Konfigurationsupdates.

2. Klicken Sie im Fensterbereich Cluster Details auf Passwort andern.

3. Geben Sie im Dialogfeld Passwort @ndern ein neues Passwort ein, bestatigen Sie das neue Passwort und

klicken Sie dann auf Andern.

DNS-Konfigurationen bearbeiten

Mit System Manager kdnnen Sie Host-Informationen hinzufligen, um DNS-Konfigurationen zentral zu
managen. Sie kdnnen die DNS-Details andern, wenn Sie die Domain-Namen oder IP-Adressen andern
mochten.

Schritte
1. Klicken Sie Auf Konfiguration > Cluster > Konfigurationsupdates.

2. Klicken Sie im Fensterbereich Cluster Details auf DNS-Konfiguration bearbeiten.
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3. Fugen Sie im Bereich DNS Domains die DNS-Domain-Namen hinzu oder andern Sie sie.
4. Fugen Sie im Bereich Name Servers die IP-Adressen hinzu oder andern Sie sie.
5. Klicken Sie auf OK.

Erstellen einer logischen Cluster-Management-Schnittstelle

Sie kdnnen mit System Manager eine logische Cluster-Management-Schnittstelle (Logical Interface, LIF)
erstellen, die eine einzige Managementoberflache fur einen Cluster bereitstellen. Sie kdnnen diese LIF
verwenden, um alle Aktivitaten des Clusters zu verwalten.

Schritte
1. Klicken Sie Auf Konfiguration > Cluster > Konfigurationsupdates.

2. Klicken Sie im Fensterbereich Cluster Details auf Cluster-Management-LIF erstellen.
3. Geben Sie im Dialogfeld Cluster-Management LIF einen Namen fir die Cluster-Management-LIF an.

4. Weisen Sie der Cluster-Management-LIF eine IP-Adresse zu:

lhr Ziel ist Dann...

Geben Sie die IP-Adresse mithilfe eines Subnetzes a. Wahlen Sie mit einem Subnetz aus.

an b. Wahlen Sie im Dialogfeld Details hinzufiigen

das Subnetz aus, aus dem die |IP-Adresse
zugewiesen werden soll.

Bei einer Intercluster-LIF werden nur die
Subnetze angezeigt, die dem ausgewahlten
IPspace zugeordnet sind.

c. Wenn Sie dem LIF eine bestimmte IP-Adresse
zuweisen mochten, wahlen Sie Verwenden Sie
eine bestimmte IP-Adresse und geben Sie
dann die IP-Adresse ein.

Die angegebene IP-Adresse wird dem Subnetz
hinzugeflgt, wenn die IP-Adresse nicht bereits
im Subnetz-Bereich vorhanden ist.

d. Klicken Sie auf OK.
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lhr Ziel ist Dann...

Geben Sie die IP-Adresse manuell an, ohne ein a. Wahlen Sie ohne Subnetz.

Subnetz zu verwenden b. Fihren Sie im Dialogfeld Details hinzufiigen die

folgenden Schritte aus:
i. Geben Sie die IP-Adresse und die
Netzwerkmaske oder das Prafix an.
i. Optional: Geben Sie das Gateway an.

ii. Wenn Sie den Standardwert fiir das Feld
Ziel nicht verwenden mochten, geben Sie
einen neuen Zielwert an.

Wenn Sie keinen Wert angeben, wird das
Feld Ziel basierend auf der Familie der IP-
Adresse mit dem Standardwert gefllt.

Wenn keine Route vorhanden ist, wird
automatisch eine neue Route basierend auf
dem Gateway und dem Ziel erstellt.

c. Klicken Sie auf OK.

5. Wahlen Sie im Bereich Port Details die erforderlichen Ports aus.
6. Klicken Sie Auf Erstellen.

Bearbeiten Sie den Node-Namen

Mit System Manager kénnen Sie bei Bedarf den Namen eines Node andern.

Schritte
1. Klicken Sie Auf Konfiguration > Cluster > Konfigurationsupdates.

2. Wahlen Sie auf der Registerkarte Nodes den Knoten aus, den Sie umbenennen maéchten, und klicken Sie
dann auf Node Name bearbeiten.

3. Geben Sie im Dialogfeld Knotenname bearbeiten den neuen Namen fiir den Knoten ein, und klicken Sie
dann auf Absenden.

Erstellen einer logischen Node-Management-Schnittstelle

Mit System Manager kénnen Sie eine dedizierte logische Schnittstelle fir das Node-Management (Logical
Interface, LIF) zum Verwalten eines bestimmten Node in einem Cluster erstellen. Sie kdnnen diese LIF zum
Verwalten der Systemwartungsaktivitdten des Node verwenden.

Schritte
1. Klicken Sie Auf Konfiguration > Cluster > Konfigurationsupdates.

2. Wahlen Sie auf der Registerkarte Nodes den Knoten aus, fir den Sie eine Knoten-Management-LIF
erstellen méchten, und klicken Sie dann auf Node-Management LIF erstellen.

3. Geben Sie im Dialogfeld Node-Management LIF einen Namen fir die Knoten-Management-LIF an.

4. Weisen Sie der Node-Management-LIF die IP-Adresse zu:
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lhr Ziel ist Dann...

Geben Sie die IP-Adresse mithilfe eines Subnetzes . Wahlen Sie mit einem Subnetz aus.

an

]

b. Wahlen Sie im Dialogfeld Details hinzufligen
das Subnetz aus, aus dem die |IP-Adresse
zugewiesen werden soll.

Bei einer Intercluster-LIF werden nur die
Subnetze angezeigt, die dem ausgewahlten
IPspace zugeordnet sind.

c. Wenn Sie dem LIF eine bestimmte IP-Adresse
zuweisen mochten, wahlen Sie Verwenden Sie
eine bestimmte IP-Adresse und geben Sie
dann die IP-Adresse ein.

Die angegebene IP-Adresse wird dem Subnetz
hinzugefuigt, wenn die IP-Adresse nicht bereits
im Subnetz-Bereich vorhanden ist.

d. Klicken Sie auf OK.

Geben Sie die IP-Adresse manuell an, ohne ein Wahlen Sie ohne Subnetz.

Subnetz zu verwenden

o

b. Fihren Sie im Dialogfeld Details hinzufiigen die
folgenden Schritte aus:

i. Geben Sie die IP-Adresse und die
Netzwerkmaske oder das Préafix an.
i. Optional: Geben Sie das Gateway an.

ii. Wenn Sie den Standardwert fiir das Feld
Ziel nicht verwenden mochten, geben Sie
einen neuen Zielwert an.

Wenn Sie keinen Wert angeben, wird das
Feld Ziel basierend auf der Familie der IP-
Adresse mit dem Standardwert gefllt.

Wenn keine Route vorhanden ist, wird
automatisch eine neue Route basierend auf
dem Gateway und dem Ziel erstellt.

c. Klicken Sie auf OK.
5. Wahlen Sie im Bereich Ports Details die erforderlichen Ports aus.
6. Klicken Sie Auf Erstellen.

Nachste Schritte

Wenn Sie eine vorhandene Node-Management-LIF I6schen mdchten, missen Sie die
Befehlszeilenschnittstelle (CLI) verwenden.
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AutoSupport-Einstellungen bearbeiten

Mit System Manager kénnen Sie Ihre AutoSupport-Einstellungen andern, um eine E-Mail-Adresse anzugeben,
von der aus E-Mail-Benachrichtigungen gesendet werden, und mehrere E-Mail-Hostnamen hinzuzufligen.

Schritte

1.
2.

Klicken Sie Auf £# > AutoSupport.

Wahlen Sie den Knoten aus, fur den Sie AutoSupport-Einstellungen andern mdchten, und klicken Sie dann
auf Bearbeiten.

. Geben Sie auf der Registerkarte E-Mail-Empfanger die E-Mail-Adresse ein, von der E-Mail-

Benachrichtigungen gesendet werden, geben Sie die E-Mail-Empfanger und den Nachrichteninhalt fiir
jeden E-Mail-Empfanger an, und figen Sie dann die Mail-Hosts hinzu.

Sie kdnnen fir jeden Host bis zu finf E-Mail-Adressen hinzufigen.

. Wahlen Sie auf der Registerkarte Sonstiges ein Transportprotokoll fiir die E-Mail-Nachrichten aus und

geben Sie dann die HTTP- oder HTTPS-Proxyserver-Details an.

. Klicken Sie auf OK.

Fiigen Sie Lizenzen mit System Manager - ONTAP 9.7 und friiher hinzu

Mit dem ONTAP System Manager Classic (erhaltlich in ONTAP 9.7 und fruher) konnen
Sie die Softwarelizenz hinzufligen, wenn die Software nicht werkseitig installiert wurde
oder wenn Sie weitere Softwarelizenzen hinzufigen mochten.

Wenn |hre Speichersystemsoftware werkseitig installiert wurde, fligt System Manager die Software
automatisch der Liste der Lizenzen hinzu.

Bevor Sie beginnen

Der Software-Lizenzcode fur den jeweiligen ONTAP-Dienst muss verfiigbar sein.

Uber diese Aufgabe

* Ab ONTAP 9.10.1 installieren Sie mit System Manager eine NetApp Lizenzdatei (NetApp License File,

NFF), mit der Sie mehrere lizenzierte Funktionen auf einmal aktivieren kénnen. Die Verwendung einer
NetApp Lizenzdatei vereinfacht die Lizenzinstallation, da Sie keine separaten Lizenzschlissel fir die
Funktion hinzufligen mussen. Sie laden die NetApp Lizenzdatei von der NetApp Support-Website herunter.

Weitere Informationen finden Sie unter "Aktivieren Sie neue Funktionen durch Hinzufligen von
Lizenzschlussel"

Informationen zum Verwalten von Lizenzen finden Sie unter "Ubersicht (iber die Lizenzverwaltung (nur
Cluster-Administratoren)"

Wenn Sie eine neue Lizenz in eine MetroCluster-Konfiguration einfligen, empfiehlt es sich, auch die Lizenz
auf dem verbleibenden Site-Cluster hinzuzufiigen.
Sie kénnen die Cloud Volumes ONTAP-Lizenz nicht mit System Manager hinzufligen.

Die Cloud Volumes ONTAP-Lizenz ist auf der Lizenzseite nicht aufgefiihrt. System Manager gibt keine
Benachrichtigung tber den Berechtigungsrisikostatus der Cloud Volumes ONTAP Lizenz an.

» Sie konnen nur kapazitatsbasierte Lizenzen hochladen.
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Die kapazitatsbasierten Lizenzen sind vom Typ ,json®.

Schritte
1. Klicken Sie Auf Konfiguration > Cluster > Lizenzen.

2. Klicken Sie Auf Hinzufligen.

3. Fuhren Sie im Dialogfeld Lizenz hinzufiigen die entsprechenden Schritte aus:

lhr Ziel ist Tun Sie das...

Fligen Sie eine Lizenz fiir einen bestimmten a. Geben Sie den Softwarelizenzschliissel ein.
ONTAP-Service hinzu
Sie kdbnnen mehrere Lizenzen hinzufliigen,
indem Sie die durch Kommas getrennten
Software-Lizenzschlissel eingeben.

b. Klicken Sie Auf Hinzufligen.

Flgen Sie eine kapazitatsbasierte Lizenz hinzu a. Klicken Sie auf Durchsuchen, und wahlen Sie
dann die kapazitatsbasierte Lizenzdatei aus.

b. Klicken Sie Auf Hinzufiigen.

Flgen Sie eine Lizenz fiir einen bestimmten a. Geben Sie den Softwarelizenzschlissel ein.
ONTAP Service hinzu und figen Sie eine
kapazitatsbasierte Lizenz hinzu Sie kdnnen mehrere Lizenzen hinzufugen,

indem Sie die durch Kommas getrennten
Software-Lizenzschllssel eingeben.

b. Klicken Sie auf Durchsuchen, und wahlen Sie
dann die kapazitatsbasierte Lizenzdatei aus.

c. Klicken Sie Auf Hinzufligen.

Die neue Lizenz wurde hinzugeflgt.

Im Dialogfeld Lizenzstatus hinzufligen wird die Liste der Lizenzen angezeigt, die erfolgreich hinzugefigt
wurden. Im Dialogfeld werden aufderdem die Lizenzschlissel der Lizenzen angezeigt, die nicht hinzugefugt
wurden, und der Grund, warum die Lizenzen nicht hinzugefligt wurden.

4. Klicken Sie Auf SchlieRen.

Ergebnisse

Die Softwarelizenz wird lhrem Speichersystem hinzugefligt und wird in der Liste der Lizenzen im Fenster
Lizenzen angezeigt.

Verwandte Informationen

Das Fenster ,Lizenzen®

Stellen Sie die Zeitzone fiir ein Cluster mit System Manager - ONTAP 9.7 und friiher ein

Sie konnen die Zeitzone fur ein Cluster manuell einstellen oder andern. Verwenden Sie
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dazu das Dialogfeld Datum und Uhrzeit bearbeiten in ONTAP System Manager Classic
(verfugbar unter ONTAP 9.7 und fraher). Sie konnen dem Cluster auch Zeitserver
hinzuflgen.

Uber diese Aufgabe

Network Time Protocol (NTP) ist immer auf einem Cluster aktiviert. Sie kbnnen NTP deaktivieren, aber es wird
nicht empfohlen.

Sie kdénnen die IP-Adressen des NTP-Servers an lhrem Standort hinzufligen. Dieser Server wird verwendet,
um die Zeit Uber das Cluster hinweg zu synchronisieren.

Sie kénnen eine IPv4-Adresse oder eine IPv6-Adresse fur den Zeitserver angeben.

Schritte
1. Klicken Sie Auf £§.

Klicken Sie im Fenster Setup auf Datum und Uhrzeit.

Klicken Sie Auf Bearbeiten.

Wahlen Sie im Dialogfeld *Datum und Uhrzeit bearbeiten die Zeitzone aus.

Geben Sie die IP-Adresse der Zeitserver an, und klicken Sie dann auf Hinzufligen.
Klicken Sie auf OK.

Uberpriifen Sie die Anderungen, die Sie an den Zeiteinstellungen im Fenster Datum und Uhrzeit
vorgenommen haben.

N o gk~ 0 DN

Verwandte Informationen
Datum und Uhrzeit

Erstellen einer Kerberos-Bereichskonfiguration

Uberwachen Sie HA-Paare mit System Manager — ONTAP 9.7 und friiher

Mit ONTAP System Manager Classic (erhaltlich in ONTAP 9.7 und friher) konnen Sie
den Node-Status und den Interconnect-Status aller HA-Paare eines Clusters
uberwachen. Sie kdnnen auch uUberprifen, ob Takeover oder Giveback aktiviert ist und
warum Takeover oder Giveback derzeit nicht moglich sind.

Schritte
1. Klicken Sie Auf Konfiguration > Cluster > Hohe Verfiigbarkeit.

2. Klicken Sie im Fenster hohe Verfiigbarkeit auf das HA-Paar-Image, um Details wie den Cluster HA-
Status, den Node-Status, den Interconnect-Status und das Hardware-Modell jedes Node anzuzeigen.

Wenn sich die Cluster-Management-LIF oder die Daten-LIFs eines Node nicht im Home-Node befinden,

wird eine Warnmeldung angezeigt, die angibt, dass der Node einige LIFs besitzt, die sich nicht im Home-
Node befinden.

Verwandte Informationen

Hochverfugbarkeit
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Richten Sie das Netzwerk mit System Manager - ONTAP 9.7 und friher ein

Sie konnen ONTAP System Manager Classic (erhaltlich in ONTAP 9.7 und friher) zum
Einrichten des Netzwerks verwenden. Das Einrichten des Netzwerks besteht aus dem
Erstellen von IPspaces, einer Broadcast-Domane und Subnetzen.

Erstellen von IPspaces

Ein IPspace erstellen Sie mit System Manager zum Konfigurieren eines einzelnen ONTAP Clusters fur den
Client-Zugriff von mehr als einer administrativ getrennten Netzwerkdomane, selbst wenn Clients denselben IP-
Adressbereich verwenden. So kdnnen Sie den Client-Datenverkehr fur Datenschutz und Sicherheit trennen.

Uber diese Aufgabe

Alle IPspace-Namen missen innerhalb eines Clusters eindeutig sein und dirfen nicht aus Namen bestehen,
die vom System reserviert sind, z. B. ,1ocalhost” oder ,Jocalhost."

Schritte
1. Klicken Sie auf die Registerkarte Netzwerk.

2. Klicken Sie auf der Registerkarte IPspaces auf Erstellen.

3. Geben Sie im Dialogfeld IPspaces erstellen einen Namen flr den IP-Bereich an, den Sie erstellen
mochten.

4. Klicken Sie Auf Erstellen.

Erstellen von Broadcast-Domanen

Sie kdnnen eine Broadcast-Doméane mit System Manager erstellen, um eine logische Abteilung eines
Computernetzwerks bereitzustellen. In einer Broadcast-Domane kdnnen alle verknlpften Knoten tber
Broadcast auf der Datenebene erreicht werden

Schritte
1. Klicken Sie auf die Registerkarte Netzwerk.
2. Klicken Sie auf der Registerkarte Broadcast Domains auf Erstellen.

3. Geben Sie im Dialogfeld Broadcast-Doméne erstellen den Namen, die MTU-Grole, den IPspace und die
Ports flr die Broadcast-Domane an, die Sie erstellen mdchten.

4. Klicken Sie Auf Erstellen.

Subnetze erstellen

Sie kdnnen ein Subnetz erstellen, indem Sie System Manager verwenden, um eine logische Unterteilung eines
IP-Netzwerks zur Vorzuteilung der IP-Adressen bereitzustellen. Mit einem Subnetz kénnen Sie Schnittstellen
einfacher erstellen, indem Sie fir jede neue Schnittstelle ein Subnetz anstelle einer IP-Adresse und
Netzwerkmaskenwerte angeben.

Bevor Sie beginnen
Sie mussen die Broadcast-Domane erstellt haben, auf der das Subnetz verwendet wird.

Uber diese Aufgabe

Wenn Sie beim Erstellen eines Subnetzes ein Gateway angeben, wird der SVM automatisch eine
Standardroute zum Gateway hinzugefiigt, wenn anhand dieses Subnetzes eine LIF erstellt wird.
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Schritte
1. Klicken Sie auf die Registerkarte Netzwerk.
2. Klicken Sie auf der Registerkarte Subnets auf Erstellen.
3. Geben Sie im Dialogfeld Subnetz erstellen Subnetzdetails an, wie Name, Subnetz-IP-Adresse oder
Subnetzmaske, IP-Adressbereich, Gateway-Adresse und Broadcast-Domane.

Sie kénnen die IP-Adressen als Bereich, als kommagetrennte mehrere Adressen oder als Mischung aus
beiden angeben.

4. Klicken Sie Auf Erstellen.
Verwandte Informationen

Netzwerkfenster

Physischer Storage einrichten

Weisen Sie den Knoten mit System Manager - ONTAP 9.7 und friiher Festplatten zu

Mit ONTAP System Manager classic (erhaltlich in ONTAP 9.7 und alter) kbnnen Sie
einem bestimmten Node Eigentumsrechte an einer nicht zugewiesenen Festplatte
zuweisen, um die Kapazitat eines Aggregats oder eines Storage-Pools zu erhéhen.

Uber diese Aufgabe
« Sie kdnnen Festplatten zuweisen, wenn die folgenden Bedingungen erflllt sind:
° Der Containertyp der ausgewahlten Festplatten muss ,nicht zugewiesen sein.
o Die Festplatten muissen mit den Nodes in einem HA-Paar verbunden sein.
> Die Festplatten missen flir den Knoten sichtbar sein.

» Bei MetroCluster-Konfigurationen kénnen Festplatten nicht mit System Manager zugewiesen werden.

Stattdessen muissen Sie die Befehlszeilenschnittstelle verwenden.

Schritte
1. Klicken Sie Auf Storage > Aggregate & Disks > Disks.

2. Wahlen Sie im Fenster Disks die Registerkarte Inventar aus.
3. Wahlen Sie die Festplatten aus, die Sie zuweisen mochten, und klicken Sie dann auf Zuweisen.

4. Wahlen Sie im Dialogfeld Festplatten zuweisen den Knoten aus, dem Sie die Festplatten zuweisen
mochten.

5. Klicken Sie Auf Zuweisen.

Keine freien Festplatten mit System Manager - ONTAP 9.7 und friiher

Sie kdnnen ONTAP System Manager Classic (verfugbar in ONTAP 9.7 und friher)
verwenden, um alle Daten zu I6schen und die Ersatzfestplatten zu formatieren, indem Sie
Nullen auf die Festplatte schreiben. Diese Festplatten kdnnen dann in neuen Aggregaten
verwendet werden.
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Uber diese Aufgabe

Wenn Sie die Spare-Festplatten I6schen, werden alle Spares im Cluster, einschlieRlich Array LUNs, geléscht.
Sie kénnen die freien Festplatten fur einen bestimmten Node oder das gesamte Cluster I6schen.

Schritte

1.
2.
3.

6.

Klicken Sie Auf Storage > Aggregate & Disks > Disks.
Wahlen Sie im Fenster Disks die Registerkarte Inventar aus.
Klicken Sie Auf Zero Spares.

Wahlen Sie im Dialogfeld Zero Spares einen Knoten oder ,A11 Nodes® aus, aus dem Sie die Festplatten
[6schen mdchten.

Aktivieren Sie das Kontrollkastchen Zero all non-noned Spares, um den Nullsetzen-Vorgang zu
bestatigen.

Klicken Sie Auf Zero Spares.

Verwandte Informationen

Storage-Empfehlungen fir das Erstellen von Aggregaten

Bereitstellung von Storage iiber Aggregate mit System Manager - ONTAP 9.7 und friiher

Sie kdnnen ONTAP System Manager classic (verfugbar in ONTAP 9.7 und friher)
verwenden, um ein Aggregat auf Basis von Storage-Empfehlungen oder manuell zu
erstellen, je nach lhren Anforderungen. Sie kbnnen Flash Pool Aggregate, SnapLock
Aggregate und einen FabricPool-fahigen Aggregate erstellen, um mithilfe von System
Manager Storage fur ein oder mehrere Volumes bereitzustellen.

Bevor Sie beginnen

Sie mussen Uber genltigend freie Disketten verfliigen, um ein Aggregat zu erstellen.

Uber diese Aufgabe

Sie kénnen die folgenden Aktionen nicht mit System Manager ausfiihren:

» Kombinieren Sie Festplatten unterschiedlicher Grofien, auch wenn gentigend freie Disketten

unterschiedlicher GrofRen vorhanden sind.

Sie kdnnen zunachst ein Aggregat mit Festplatten derselben GrofRe erstellen und dann spater Festplatten
einer anderen GroRe hinzufligen.

» Kombinieren Sie Festplatten mit verschiedenen Prifsummenarten.

Sie kénnen zunachst ein Aggregat mit einem einzelnen Prifsummentyp erstellen und spater Storage-
Erweiterungen eines anderen Prifsummentyps hinzufiigen.

Erstellen Sie ein Aggregat auf Basis von Storage-Empfehlungen

Sie kdnnen ONTAP System Manager classic (verfligbar in ONTAP 9.7 und friiher) verwenden, um ein
Aggregat auf Basis von Storage-Empfehlungen zu erstellen. System Manager analysiert die Konfiguration
Ihres Storage-Systems und gibt Storage-Empfehlungen, wie z. B. die Anzahl der erstellten Aggregate, die
verfugbaren Nodes und die verfligbaren freien Festplatten.
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Uber diese Aufgabe

» Es kann kein Aggregat auf Basis von Storage-Empfehlungen in Konfigurationen mit Cloud Volumes
ONTAP, ONTAP Select und MetroCluster erstellt werden.

* Fehler werden auf dem Bildschirm angezeigt.

Sie kdnnen diese Fehler beheben und dann ein Aggregat auf Basis der Storage-Empfehlungen erstellen
oder Sie kénnen ein Aggregat manuell erstellen.

Schritte
1. Erstellen Sie ein Aggregat mit einer der folgenden Methoden:

o Klicken Sie Auf Applikationen & Tiers > Storage Tiers > Aggregat Hinzufiigen.
o Klicken Sie Auf Storage > Aggregate & Disks > Aggregate > Erstellen.

2. Uberpriifen Sie die Lagerempfehlungen, und klicken Sie dann auf Absenden.
Das Dialogfeld Informationen zeigt den Status der Aggregate an.

3. Klicken Sie auf Ausfiihren im Hintergrund, um zum Fenster Aggregate zu navigieren.

4. Klicken Sie auf Aktualisieren, um die erstellten Aggregate anzuzeigen.

Erstellen Sie manuell ein Aggregat

Sie kdnnen manuell ein Aggregat erstellen, das aus nur HDDs oder nur SSDs besteht, wenn Sie ONTAP
System Manager Classic verwenden (verfligbar in ONTAP 9.7 und alter).

Bevor Sie beginnen
Alle Festplatten missen dieselbe GroRe haben.

Uber diese Aufgabe

* Wenn Sie in ONTAP Select ein Aggregat auf einem Cluster mit vier Nodes erstellen, ist die Option fir
gespiegeltes Aggregat standardmafig ausgewahilt.

+ Ab ONTAP 9.0 kdnnen Sie Aggregate mit einer FestplattengroRe von mindestens 10 TB erstellen.

* Wenn der Festplattentyp der Aggregat-Festplatten FSAS oder MSATA ist und die FestplattengrofRe
mindestens 10 TB betragt, ist RAID-TEC der einzige verfugbare RAID-Typ.

Schritte
1. Erstellen Sie ein Aggregat mit einer der folgenden Methoden:
o Klicken Sie Auf Applikationen & Tiers > Storage Tiers > Aggregat Hinzufiigen.
o Klicken Sie Auf Storage > Aggregate & Disks > Aggregate > Erstellen.
2. Aktivieren Sie die Option Manually Create Aggregate, um ein Aggregat zu erstellen.
3. So erstellen Sie ein Aggregat:
a. Geben Sie den Namen des Aggregats, den Festplattentyp und die Anzahl der Festplatten oder

Partitionen an, die in das Aggregat einbezogen werden sollen.

Die minimale Hot-Spare-Regel wird auf die Laufwerksgruppe angewendet, die die grofite
FestplattengrofRe hat.

b. Optional: RAID-Konfiguration des Aggregats andern:
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i. Klicken Sie Auf Andern.
i. Geben Sie im Dialogfeld RAID-Konfiguration andern den RAID-Typ und die RAID-GruppengrolRe
an.

Gemeinsam genutzte Festplatten unterstlitzen zwei RAID-Typen: RAID DP und RAID-TEC.

iii. Klicken Sie Auf Speichern.
c. Wenn Sie das Aggregat spiegeln wollen, aktivieren Sie das Kontrollkdstchen Dieses Aggregat
spiegeln.

Bei MetroCluster-Konfigurationen ist das Erstellen von nicht gespiegelten Aggregaten eingeschrankt.
Daher ist die Spiegelungsoption fir MetroCluster-Konfigurationen standardmaRig aktiviert.

4. Klicken Sie Auf Erstellen.

Ergebnisse

Das Aggregat wird mit der angegebenen Konfiguration erstellt und der Liste der Aggregate im Fenster
Aggregate hinzugefugt.

Erstellen Sie manuell ein Flash Pool Aggregat

Mit ONTAP System Manager classic (erhaltlich in ONTAP 9.7 und alter) kbnnen Sie manuell ein Flash Pool
Aggregat erstellen oder ein vorhandenes HDD-Aggregat zu einem Flash Pool Aggregat konvertieren, indem
Sie SSDs hinzufigen. Wenn Sie ein neues HDD-Aggregat erstellen, kdnnen Sie ihm einen SSD-Cache
bereitstellen und ein Flash Pool Aggregat erstellen.

Bevor Sie beginnen

» Sie mussen sich mit plattformspezifischen Best Practices und Workload-spezifischen Best Practices fur die
Grolde und Konfiguration der SSD-Tiers fur Flash Pool Aggregate vertraut machen.

» Samtliche HDDs missen bei Null angegeben werden.
* Wenn Sie dem Aggregat SSDs hinzufiigen méchten, missen alle vorhandenen SSDs und dedizierten
SSDs dieselbe GroRRe haben.

Uber diese Aufgabe
 Sie kénnen nicht partitionierte SSDs verwenden, wahrend Sie ein Flash Pool Aggregat erstellen.
 Sie kdnnen die Aggregate nicht spiegeln, wenn die Cache-Quelle Storage Pools ist.
* Ab ONTAP 9.0 kdnnen Sie Aggregate mit einer Festplattengré3e von mindestens 10 TB erstellen.
» Wenn der Festplattentyp der Aggregat-Festplatten FSAS oder MSATA ist und die FestplattengréflRe
mindestens 10 TB betragt, ist RAID-TEC die einzige Option, die flr den RAID-Typ verfugbar ist.

Schritte
1. Erstellen Sie ein Aggregat mit einer der folgenden Methoden:

o Klicken Sie Auf Applikationen & Tiers > Storage Tiers > Aggregat Hinzufiigen.
o Klicken Sie Auf Storage > Aggregate & Disks > Aggregate > Erstellen.
2. Aktivieren Sie die Option Manually Create Aggregate, um ein Aggregat zu erstellen.

3. Geben Sie im Fenster Create Aggregate den Namen des Aggregats, den Festplattentyp und die Anzahl
der Festplatten oder Partitionen an, die fur die HDDs im Aggregat bertcksichtigt werden sollen.

4. Wenn Sie das Aggregat spiegeln wollen, aktivieren Sie das Kontrollkastchen Dieses Aggregat spiegeln.
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Bei MetroCluster-Konfigurationen ist das Erstellen von nicht gespiegelten Aggregaten eingeschrankt.
Daher ist die Spiegelungsoption fir MetroCluster-Konfigurationen standardmaRig aktiviert.

5. Klicken Sie Verwenden Sie Flash Pool Cache mit diesem Aggregat.

6. Geben Sie die Cache-Quelle an:

Wenn Sie die Cache-Quelle auswahlen mochten, Dann...
als...

Storage-Pools a. Wahlen Sie Speicherpools als Cache-Quelle
aus.

b. Wahlen Sie den Speicherpool aus, aus dem der
Cache abgerufen werden kann, und geben Sie
dann die Cachegrole an.

c. Andern Sie gegebenenfalls den RAID-Typ.

Dedizierte SSDs a. Wahlen Sie als Cache-Quelle * Dedicated
SSDs* aus.

b. Wahlen Sie die SSD-GroRe und die Anzahl der
SSDs aus, die im Aggregat enthalten sein
sollen.

c. Andern Sie die RAID-Konfiguration, falls
erforderlich:

i. Klicken Sie Auf Andern.

i. Geben Sie im Dialogfeld RAID-Konfiguration
andern den RAID-Typ und die RAID-
Gruppengrofie an.

ii. Klicken Sie Auf Speichern.

7. Klicken Sie Auf Erstellen.

Ergebnisse

Das Flash Pool Aggregat wird mit der angegebenen Konfiguration erstellt und der Liste der Aggregate im
Fenster Aggregate hinzugeflgt.

Manuelles Erstellen eines SnapLock Aggregats

Sie kdnnen System Manager Classic (verfligbar in ONTAP 9.7 und friiher) verwenden, um manuell ein
SnapLock-Compliance-Aggregat oder ein SnapLock Enterprise-Aggregat zu erstellen. Sie kdnnen SnapLock
Volumes auf diesen Aggregaten erstellen, die mit WORM-Funktionen ,write once, read many“ (WORM)
verfugbar sind.

Bevor Sie beginnen

Die SnapLock Lizenz muss hinzugefiigt worden sein.

Uber diese Aufgabe
* In MetroCluster Konfigurationen kdnnen nur SnapLock Enterprise Aggregate erstellt werden.

 Bei Array-LUNs werden nur SnapLock Enterprise Aggregate unterstitzt.
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* Ab ONTAP 9.0 kdnnen Sie Aggregate mit einer Festplattengréf3e von mindestens 10 TB erstellen.

» Wenn der Festplattentyp der Aggregat-Festplatten FSAS oder MSATA ist und die FestplattengrolRe
mindestens 10 TB betragt, ist RAID-TEC die einzige Option, die fir den RAID-Typ verfiigbar ist.

* Ab ONTAP 9.1 kénnen Sie ein SnapLock Aggregat auf einer AFF Plattform erstellen.

Schritte
1. Erstellen Sie ein SnapLock Aggregat mit einer der folgenden Methoden:

o Klicken Sie Auf Applikationen & Tiers > Storage Tiers > Aggregat Hinzufiigen.
o Klicken Sie Auf Storage > Aggregate & Disks > Aggregate > Erstellen.
2. Aktivieren Sie die Option Manually Create Aggregate, um ein Aggregat zu erstellen.
3. So erstellen Sie ein SnapLock Aggregat:

a. Geben Sie den Namen des Aggregats, den Festplattentyp und die Anzahl der Festplatten oder
Partitionen an, die in das Aggregat einbezogen werden sollen.

Sie kdnnen den Namen eines SnapLock Compliance-Aggregats nicht andern, nachdem Sie das
Aggregat erstellt haben.

Die minimale Hot-Spare-Regel wird auf die Laufwerksgruppe angewendet, die die grofdte
FestplattengrofRe hat.

b. Optional: RAID-Konfiguration des Aggregats andern:
i. Klicken Sie Auf Andern.

i. Geben Sie im Dialogfeld RAID-Konfiguration andern den RAID-Typ und die RAID-Gruppengrolie

an.
Gemeinsam genutzte Festplatten unterstiitzen zwei RAID-Typen: RAID-DP und RAID-TEC.

ii. Klicken Sie Auf Speichern.
c. Geben Sie den SnapLock-Typ an.

d. Wenn Sie das System ComplexClock nicht initialisiert haben, aktivieren Sie das Kontrollkastchen
ComplianceClock initialisieren.

Diese Option wird nicht angezeigt, wenn die ComplexClock bereits auf dem Knoten initialisiert ist.

Sie mussen sicherstellen, dass die aktuelle Systemzeit korrekt ist. Die ComlianceClock
wird basierend auf der Systemuhr eingestellt. Sobald die ComplexClock eingestellt ist,

kénnen Sie die ComplianceClock nicht andern oder beenden.

e. Optional: Wenn Sie das Aggregat spiegeln wollen, aktivieren Sie das Kontrollkastchen dieses
Aggregat spiegeln.

Bei MetroCluster-Konfigurationen ist das Erstellen von nicht gespiegelten Aggregaten eingeschrankt.

Daher ist die Spiegelungsoption fir MetroCluster-Konfigurationen standardmafig aktiviert.
StandardmaRig ist die Spiegelungsoption flir SnapLock Compliance-Aggregate deaktiviert.

4. Klicken Sie Auf Erstellen.
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Manuelles Erstellen eines FabricPool fahigen Aggregats

Mithilfe von ONTAP System Manager classic (verfugbar ab ONTAP 9.7) kann manuell ein FabricPool-fahiges
Aggregat erstellt oder ein vorhandenes SSD-Aggregat in ein FabricPool-fahiges Aggregat konvertiert werden,
indem ein Cloud-Tier an das SSD-Aggregat angehangt wird.

Bevor Sie beginnen

« Sie mussen eine Cloud-Tier erstellt und an den Cluster angeschlossen haben, in dem sich das SSD-
Aggregat befindet.

* Ein Cloud-Tier vor Ort muss erstellt worden sein.

« Zwischen dem Cloud Tier und dem Aggregat muss eine dedizierte Netzwerkverbindung bestehen.

Uber diese Aufgabe
Die folgenden Objektspeicher kdnnen als Cloud-Tiers verwendet werden:

» StorageGRID

« Alibaba Cloud (ab System Manager 9.6)

* Amazon Web Services (AWS) Simple Storage Service (S3)

* Amazon Web Services (AWS) Commercial Cloud Service (C2S)
* Microsoft Azure Blob Storage

* IBM Cloud

* Google Cloud

» Azure Stack, bei dem es sich um lokale Azure Services handelt, wird nicht unterstttzt.

@ « Wenn Sie einen beliebigen Objektspeicher aulRer StorageGRID als Cloud-Tier verwenden
mochten, missen Sie Uber die FabricPool Kapazitatslizenz verfiigen.

Schritte
1. Mit einer der folgenden Methoden erstellen Sie ein FabricPool-fahiges Aggregat:

o Klicken Sie Auf Applikationen & Tiers > Storage Tiers > Aggregat Hinzufiigen.
o Klicken Sie Auf Storage > Aggregate & Disks > Aggregate > Erstellen.
2. Aktivieren Sie die Option Manually Create Aggregate, um ein Aggregat zu erstellen.
3. Erstellung eines FabricPool-fahigen Aggregats:

a. Geben Sie den Namen des Aggregats, den Festplattentyp und die Anzahl der Festplatten oder
Partitionen an, die in das Aggregat einbezogen werden sollen.

@ Nur rein Flash-basierte Aggregate unterstitzen FabricPool-fahige Aggregate.

Die minimale Hot-Spare-Regel wird auf die Laufwerksgruppe angewendet, die die grofite
Festplattengréfe hat.
b. Optional: RAID-Konfiguration des Aggregats andern:
i. Klicken Sie Auf Andern.

i. Geben Sie im Dialogfeld RAID-Konfiguration andern den RAID-Typ und die RAID-Gruppengrdlie
an.
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Gemeinsam genutzte Festplatten unterstlitzen zwei RAID-Typen: RAID-DP und RAID-TEC.

iii. Klicken Sie Auf Speichern.

4. Aktivieren Sie das Kontrollkastchen FabricPool, und wahlen Sie dann eine Cloud-Ebene aus der Liste
aus.

5. Klicken Sie Auf Erstellen.
Verwandte Informationen

"Technischer Bericht 4070 zu NetApp: Flash Pool Design und Implementierung"

SVMs erstellen mit System Manager — ONTAP 9.7 und friher

Mit ONTAP System Manager Classic (erhaltlich in ONTAP 9.7 und friher) kdnnen
vollstandig konfigurierte Storage Virtual Machines (SVMs) erstellt werden, mit denen
Daten sofort bereitgestellt werden kdnnen. Ein Cluster kann eine oder mehrere SVMs
enthalten.

Bevor Sie beginnen

 Der Cluster muss mindestens ein nicht-Root-Aggregat im Online-Status haben.
» Das Aggregat muss Uber ausreichend Platz fur das SVM-Root-Volume verfiigen.

» Sie missen die Zeit Gber das Cluster hinweg synchronisiert haben, indem Sie NTP konfigurieren und
aktivieren, um Fehler bei der CIFS-Erstellung und -Authentifizierung zu verhindern.

 Die Protokolle, die Sie fur die SVM konfigurieren méchten, missen lizenziert sein.

» Sie missen das CIFS-Protokoll konfiguriert haben, damit Secure DDNS funktioniert.

Uber diese Aufgabe
» Wahrend Sie SVMs erstellen, fiihren Sie folgende Aufgaben durch:
o Erstellung und vollstéandige Konfiguration von SVMs
o Konfigurieren Sie den Volume-Typ, der auf SVMs zulassig ist.
o Erstellen und Konfigurieren von SVMs mit minimaler Netzwerkkonfiguration
o Delegieren der Administration an SVM-Administratoren
* Um den Namen der SVM zu benennen, kénnen Sie alphanumerische Zeichen sowie die folgenden

Sonderzeichen verwenden: ,"“."" (period), “-” (Bindestrich) und “_” (Unterstrich).

Der SVM-Name sollte mit einem Alphabet oder, “ (Unterstrich) beginnen und darf nicht mehr als 47
Zeichen enthalten.

@ Sie sollten eindeutige, vollstéandig qualifizierte Domanennamen (FQDNSs) fir den SVM-
Namen wie z. B. vs0.example.com verwenden.

 Sie kdnnen SnapMirror Beziehungen nur zwischen Volumes einrichten, die dieselben Spracheinstellungen
haben.

Die Sprache der SVM bestimmt den Zeichensatz, mit dem Dateinamen und Daten aller NAS-Volumes in
der SVM angezeigt werden.
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« Sie kénnen kein SnapLock Aggregat als Root-Aggregat der SVMs verwenden.

Schritte
1. Klicken Sie auf Storage > SVMs.

2. Klicken Sie Auf Erstellen.
3. Geben Sie im Fenster Storage Virtual Machine (SVM) Setup die folgenden Details an:

o SVM-Name

o Der SVM zugewiesener IP-Speicherplatz
o Zulassiger Volume-Typ

o Zulassige Protokolle

SVM Sprache

o Sicherheitstyp des Root-Volumes

o

o Root-Aggregat
Die Standardeinstellung fir eine SVM ist C.UTF-8.

StandardmaRig wird das Aggregat mit dem maximalen freien Speicherplatz als Container fir das Root-
Volume der SVM ausgewahlt. Basierend auf den ausgewahlten Protokollen werden der
Standardsicherheitsstil und das Root-Aggregat ausgewahlt.

Der Sicherheitsstil lautet NTFS, wenn Sie CIFS-Protokoll oder eine Kombination aus CIFS-Protokoll mit

den anderen Protokollen auswahlen. Der Sicherheitsstil lautet UNIX, wenn Sie sich fir NFS, iSCSI,
NVMe oder FC/FCoE oder eine Kombination dieser Protokolle entscheiden.

@ NVMe ermdglicht die Kombination der Protokolle nicht.

In einer MetroCluster-Konfiguration werden nur die Aggregate angezeigt, die im Cluster enthalten sind.

4. Geben Sie die DNS-Domanennamen und die IP-Adressen des Namensservers an, um die DNS-Dienste zu
konfigurieren.

Die Standardwerte werden aus den vorhandenen SVM-Konfigurationen ausgewahit.

5. Optional: beim Konfigurieren einer Daten-LIF fir den Zugriff auf Daten mithilfe eines Protokolls geben Sie
den Zielalias, Subnetze und die Anzahl der LIFs pro Node an.

Sie kdnnen das Kontrollkastchen LIFs-Konfiguration tliberpriifen oder @ndern (Erweiterte
Einstellungen) aktivieren, um die Anzahl der Portsatze in der logischen Schnittstelle zu andern.

Sie kdonnen die Details des Portset in einem bestimmten Knoten bearbeiten, indem Sie den Knoten aus der
Liste Knoten im Detailbereich auswahlen.

6. Optional: Host-seitige Applikationen wie SnapDrive und SnapManager fir den SVM-Administrator durch
Bereitstellung der SVM-Anmeldedaten aktivieren.

7. Optional: flr andere Protokolle als NVMe, erstellen Sie eine neue LIF fir SVM-Management, indem Sie
auf Erstellen einer neuen LIF fiir SVM-Management klicken und dann die Portsatze und die IP-Adresse
mit oder ohne Subnetz fiir die neue Management-LIF angeben.

Fir CIFS- und NFS-Protokolle haben Daten-LIFs standardmaRig Zugriff auf das Management. Sie mussen
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nur bei Bedarf eine neue Management-LIF erstellen. Fiir iISCSI und FC ist eine SVM-Management-LIF
erforderlich, da Datenprotokolle und Managementprotokolle nicht dieselbe LIF teilen kdnnen.

8. Optional: flr das NVMe-Protokoll ab ONTAP 9.5 konfigurieren Sie mindestens eine logische Schnittstelle
fur jeden Node auf der zweiten Seite des SVM Setup-Assistenten: NVMe-Protokoll konfigurieren

Sie missen mindestens eine LIF fur jeden Node im HA-Paar konfigurieren. Sie kdnnen auch zwei LIFs pro
Node angeben. Klicken Sie auf das Symbol fiir die Einstellungen, um zwischen einer oder zwei LIFs-
Konfigurationen umzuschalten.

9. Klicken Sie Auf Absenden & Fortfahren.

Die SVM wird mit der angegebenen Konfiguration erstellt.

Ergebnisse

Die von lhnen erstellte SVM wird automatisch gestartet. Der Name des Root-Volumes wird automatisch
generiert als SVM name root. Standardmafig wird der verwendet vsadmin Benutzerkonto wird erstellt und
befindet sich im Status gesperrt.

Nachste Schritte

Sie missen mindestens ein Protokoll auf der SVM konfigurieren, um den Datenzugriff zu ermdéglichen.

Konfigurieren Sie CIFS- und NFS-Protokolle auf SVMs mit System Manager - ONTAP 9.7 und friiher

Mit ONTAP System Manager Classic (verfugbar ab ONTAP 9.7) konnen Sie CIFS- und
NFS-Protokolle auf einer Storage Virtual Machine (SVM) konfigurieren, um NAS-Clients
Datenzugriff auf Dateiebene zu bieten. Um das CIFS-Protokoll zu aktivieren, mussen Sie
Daten-LIFs und den CIFS-Server erstellen. Um das NFS-Protokoll zu aktivieren, kdnnen
Sie die NIS-Details und die Daten-LIFs angeben.

Bevor Sie beginnen
 Die Protokolle, die Sie fur die SVM konfigurieren oder aktivieren méchten, missen lizenziert sein.

Wenn das zu konfigurierende Protokoll auf der SVM nicht aktiviert ist, kbnnen Sie das Protokoll fir die
SVM Uber das Fenster ,Edit Storage Virtual Machine* aktivieren.

« Zur Konfiguration des CIFS-Protokolls missen die Anmeldeinformationen fir Active Directory,
Organisationseinheit und Administratorkonto vorhanden sein.
Uber diese Aufgabe
SnaplLock Aggregate werden nicht fir die automatische Erstellung von Volumes in Betracht gezogen.

Schritte
1. Wenn Sie die Protokolle beim Erstellen der SVM nicht konfiguriert haben, klicken Sie auf Storage > SVMs.
2. Wahlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.
3. Klicken Sie im Fensterbereich Protokolle auf das Protokoll, das Sie konfigurieren mdchten.

4. Wenn Sie im Abschnitt Data LIF Configuration die gleiche Daten-LIF-Konfiguration flr CIFS und NFS
beibehalten mdchten, aktivieren Sie das Kontrollkastchen Beibehaltung der CIFS-Daten-LIF-
Konfiguration fiir den NFS-Client.
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Wenn Sie nicht dieselbe Daten-LIF-Konfiguration sowohl fiir CIFS als auch NFS beibehalten, missen Sie
die IP-Adresse und die Ports separat fir CIFS und NFS angeben.

5. Geben Sie die IP-Adresse an, indem Sie eine der folgenden Optionen auswahlen:

lhr Ziel ist Dann...

Geben Sie die IP-Adresse mithilfe eines Subnetzes a. Wahlen Sie mit einem Subnetz aus.

an b. Wahlen Sie im Dialogfeld Details hinzufligen

das Subnetz aus, dem die IP-Adresse
zugewiesen werden muss.

Fir Intercluster-LIFs werden nur die Subnetze
angezeigt, die dem ausgewahlten IPspace
zugeordnet sind.

c. Wenn Sie der Schnittstelle eine bestimmte IP-
Adresse zuweisen mochten, wahlen Sie eine
bestimmte IP-Adresse verwenden aus, und
geben Sie dann die IP-Adresse ein.

Die angegebene IP-Adresse wird dem Subnetz
hinzugefligt, wenn die IP-Adresse nicht bereits
im Subnetz-Bereich vorhanden ist.

d. Klicken Sie auf OK.

Geben Sie die IP-Adresse manuell an, ohne ein Wahlen Sie ohne Subnetz.

Subnetz zu verwenden

o

b. Fihren Sie im Dialogfeld Details hinzufiigen die
folgenden Schritte aus:

i. Geben Sie die IP-Adresse und die
Netzwerkmaske oder das Préafix an.
i. Optional: Geben Sie das Gateway an.

ii. Wenn Sie den Standardwert fiir das Feld
Ziel nicht verwenden mochten, geben Sie
einen neuen Zielwert an.

Wenn Sie keinen Zielwert angeben, wird
das Feld Ziel basierend auf der Familie der
IP-Adresse mit dem Standardwert gefuilit.

Wenn keine Route vorhanden ist, wird
automatisch eine neue Route basierend auf
dem Gateway und dem Ziel erstellt.

c. Klicken Sie auf OK.

6. Geben Sie einen Port an, um eine Daten-LIF zu erstellen:
a. Klicken Sie Auf Durchsuchen.

b. Wahlen Sie im Dialogfeld * Netzwerkanschluss oder Adapter* einen Port aus.
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c. Klicken Sie auf OK.
7. Konfigurieren Sie den CIFS-Server, indem Sie die folgenden Schritte durchfiihren:
a. Geben Sie die folgenden Informationen an, um einen CIFS-Server zu erstellen:
= CIFS-Servername
= Active Directory, das mit dem CIFS-Server verkniipft werden soll
= Organisationseinheit (OU) innerhalb der Active Directory-Domane, die mit dem CIFS-Server
verknipft werden soll
StandardmaRig ist dieser Parameter auf CN=Computer eingestellt.
= Anmeldeinformationen eines Administratorkontos mit ausreichenden Berechtigungen zum
Hinzuflgen des CIFS-Servers zur Organisationseinheit

b. Optional: Wahlen Sie Verschliisselung von Daten, wahrend Sie auf alle Freigaben dieser SVM
zugreifen, um die SMB 3.0-Verschlisselung fir alle Freigaben der SVM zu aktivieren.

c. Stellen Sie bei der Konfiguration des Protokolls ein Volume fur CIFS-Speicher bereit, indem Sie den
Freigabennamen, die GréRRe der Freigabe und die Zugriffsberechtigungen angeben.

d. Wahlen Sie * Daten verschlisseln, wahrend Sie auf diese Freigabe zugreifen*, um die SMB 3.0-
Verschlisselung fur eine bestimmte Freigabe zu aktivieren.

8. Optional: NIS-Dienste konfigurieren:

a. Geben Sie die IP-Adressen der NIS-Server und NIS-Domain-Namen an, um NIS-Dienste auf der SVM
zu konfigurieren.

b. Wahlen Sie den entsprechenden Datenbanktyp aus, fiir den Sie die Servicequelle ,nis* hinzufligen
mochten.

c. Stellen Sie ein Volume fiir NFS-Storage bereit, indem Sie Namen, Grée und Erlaubnis des Exports
angeben.

9. Klicken Sie Auf Absenden & Fortfahren.

Ergebnisse

Der CIFS-Server und die NIS-Domane werden mit der angegebenen Konfiguration konfiguriert und die Daten-
LIFs werden erstellt. Standardmafig haben Daten-LIFs Managementzugriff. Sie kbnnen die
Konfigurationsdetails auf der Zusammenfassungsseite anzeigen.

Konfigurieren Sie das iSCSI-Protokoll auf SVMs mit System Manager — ONTAP 9.7 und friiher

Mit ONTAP System Manager Classic (erhaltlich in ONTAP 9.7 und fruher) kann das
iISCSI-Protokoll auf einer Storage Virtual Machine (SVM) konfiguriert werden, um den
Datenzugriff auf Blockebene bereitzustellen. Sie konnen iSCSI LIFs und Portsatze
erstellen und die LIFs den Portsatzen hinzufligen. LIFs werden auf den am besten
geeigneten Adaptern erstellt und den Portsatzen zugewiesen, um die Redundanz des
Datenpfads zu gewahrleisten.

Bevor Sie beginnen

* Die iSCSI-Lizenz muss auf dem Cluster aktiviert sein.

Wenn das iSCSI-Protokoll auf der SVM nicht aktiviert ist, kbnnen Sie das Protokoll fiir die SVM Uber das
Fenster ,Edit Storage Virtual Machine* aktivieren.
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* Alle Nodes im Cluster mussen sich in einem ordnungsgemalien Zustand befinden.

* Jeder Node muss mindestens zwei Daten-Ports aufweisen, und der Port-Status muss angegeben sein up.

Uber diese Aufgabe

» Das iSCSI-Protokoll kann wahrend der Erstellung der SVM konfiguriert werden. Dies ist auch zu einem

spateren Zeitpunkt mdglich.

» SnapLock Aggregate werden nicht fir die automatische Erstellung von Volumes in Betracht gezogen.

Schritte

1.

Wenn Sie das iSCSI-Protokoll beim Erstellen der SVM nicht konfiguriert haben, klicken Sie auf Storage >
SVMs.

Wahlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.

3. Klicken Sie im Fenster Protokolle auf iSCSI.

Optional: Geben Sie im Abschnitt Netzwerkzugriff einen Alias fiur das iSCSI-Ziel an.

Fir einen Alias-Namen sind maximal 128 Zeichen zulassig. Wenn Sie keinen Ziel-Alias angeben, wird der
SVM-Name als Alias verwendet.

Geben Sie die Anzahl der iSCSI-LIFs an, die einem einzelnen Node zugewiesen werden kénnen.

Die Mindestanzahl an LIFs pro Node ist eine. Die maximale Anzahl ist die Mindestanzahl aller Ports im up
Status Uber die Nodes hinweg. Wenn der Maximalwert eine ungerade Zahl ist, wird die vorherige gerade
Zahl als der Maximalwert betrachtet. Im Mindest- und Hochstwertbereich kénnen Sie eine beliebige Zahl
auswahlen.

Ein Cluster mit 4 Nodes verfugt Uber node1, node2 und node3 mit jeweils sechs Ports in den up State und
node4 mit sieben Ports im up Bundesland. Der effektive Maximalwert fir Cluster betragt 6.

Wenn die Anzahl der LIFs, die Sie dem Node zuweisen mochten, mehr als zwei ist, missen Sie jeder
logischen Schnittstelle mindestens einen Portsatz zuweisen.

. Geben Sie zum Erstellen von iSCSI LIFs Netzwerkdetails an, einschliel3lich der Subnetzdetails:
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lhr Ziel ist Dann...

Geben Sie die IP-Adresse mithilfe eines Subnetzes . Wahlen Sie mit einem Subnetz aus.

an

]

b. Wahlen Sie im Dialogfeld Details hinzufligen
das Subnetz aus, dem die IP-Adresse
zugewiesen werden muss.

Far Intercluster-LIFs werden nur die Subnetze
angezeigt, die dem ausgewahlten IPspace
zugeordnet sind.

c. Wenn Sie der Schnittstelle eine bestimmte IP-
Adresse zuweisen mochten, wahlen Sie eine
bestimmte IP-Adresse verwenden aus, und
geben Sie dann die IP-Adresse ein.

Die angegebene IP-Adresse wird dem Subnetz
hinzugefuigt, wenn die IP-Adresse nicht bereits
im Subnetz-Bereich vorhanden ist.

d. Klicken Sie auf OK.

Geben Sie die IP-Adresse manuell an, ohne ein Wahlen Sie ohne Subnetz.

Subnetz zu verwenden

o

b. Fihren Sie im Dialogfeld Details hinzufiigen die
folgenden Schritte aus:

i. Geben Sie die IP-Adresse und die
Netzwerkmaske oder das Préafix an.
i. Optional: Geben Sie das Gateway an.

ii. Wenn Sie den Standardwert fiir das Feld
Ziel nicht verwenden mochten, geben Sie
einen neuen Zielwert an.

Wenn Sie keinen Zielwert angeben, wird

das Feld Ziel basierend auf der Familie der

IP-Adresse mit dem Standardwert geflllt.
Wenn keine Route vorhanden ist, wird
automatisch eine neue Route basierend auf
dem Gateway und dem Ziel erstellt.

c. Klicken Sie auf OK.

7. Wahlen Sie die Broadcast-Domane aus.

8. Wahlen Sie den Adaptertyp aus.
Wenn Sie NIC-Karten in Ihrem Cluster konfiguriert haben, sollten Sie NIC wéhlen.
Wenn in Inrem Cluster CNS-Karten konfiguriert sind, sollten Sie CNA wahlen.

Wenn ifgrps in lhrem Cluster konfiguriert sind, sollten Sie Interface Group wahlen.
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9.

10.

1.

@ Der ifgrp-Port muss in der Broadcast-Domane hinzugefiigt werden.

Optional: Bereitstellung einer LUN flr iSCSI-Speicher bei der Konfiguration des iSCSI-Protokolls durch
Angabe der LUN-GrdlRe, des OS-Typs fur die LUN und der Host-Initiator-Details.

Wenn Sie die Konfiguration der automatisch generierten iSCSI-LIFs Gberprifen oder a&ndern moéchten,
wahlen Sie LIFs-Konfiguration priifen oder d@ndern (Erweiterte Einstellungen) aus.

Sie kénnen nur den LIF-Namen und den Home-Port andern. Standardmafig werden die Portsatze auf den
Mindestwert gesetzt. Sie missen eindeutige Eintrage angeben. Wenn Sie doppelte LIF-Namen angeben,
fugt System Manager numerische Werte an den doppelten LIF-Namen an.

Auf der Grundlage des ausgewahlten Portsets werden die LIFs Uber die Portsatze verteilt. Dazu wird eine
Round-Robin-Methode eingesetzt, um Redundanz bei einem Node-Ausfall oder einem Port-Ausfall zu
gewabhrleisten.

Klicken Sie Auf Absenden & Fortfahren.

Ergebnisse

ISCSI-LIFs und -Portsatze werden mit der angegebenen Konfiguration erstellt. Die LIFs werden basierend auf
dem ausgewahlten Portsatz auf den Portsatzen verteilt. Der iISCSI-Service wird gestartet, wenn alle LIFs
erfolgreich erstellt wurden.

Wenn die LIF-Erstellung fehlschlagt, kénnen Sie die LIFs tGber das Fenster ,Netzwerkschnittstellen erstellen,
die LIFs mithilfe des LUNs-Fensters an die Portsatze anhangen und dann den iSCSI-Service tber das iSCSI-
Fenster starten.

Konfigurieren Sie das FC-Protokoll und das FCoE-Protokoll auf SVMs mit System Manager - ONTAP 9.7
und frither

Mit ONTAP System Manager classic (verfugbar ab ONTAP 9.7) kdnnen Sie das FC-
Protokoll und das FCoE-Protokoll auf der Storage Virtual Machine (SVM) fur SAN-Hosts
konfigurieren. LIFs werden auf den am besten geeigneten Adaptern erstellt und den
Portsatzen zugewiesen, um die Redundanz des Datenpfads zu gewahrleisten. Sie
konnen je nach Anforderungen entweder das FC-Protokoll, die FCoE-Protokolle oder
beide Protokolle mit System Manager konfigurieren.

Bevor Sie beginnen

* Die FCP-Lizenz muss auf dem Cluster aktiviert sein.

* Alle Nodes im Cluster mussen sich in einem ordnungsgemalfien Zustand befinden.

» Jeder Node muss fiir jedes Protokoll (FC und FCoE) mindestens zwei korrekt konfigurierte Ports

aufweisen.

Uber diese Aufgabe

« Sie kénnen das FC-Protokoll und das FCoE-Protokoll beim Erstellen der SVM konfigurieren oder die

Protokolle zu einem spateren Zeitpunkt konfigurieren.

Wenn die Protokolle auf der SVM nicht zulassig sind, kénnen Sie die Protokolle fir die SVM Uber das
Fenster ,Edit Storage Virtual Machine* aktivieren.

» SnapLock Aggregate werden nicht fir die automatische Erstellung von Volumes in Betracht gezogen.
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Schritte

1. Wenn Sie die Protokolle beim Erstellen der SVM nicht konfiguriert haben, klicken Sie auf die Registerkarte
Storage > SVMs.

2. Wahlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.
3. Klicken Sie im Fenster Protokolle auf FC/FCoE.

4. Wahlen Sie im Abschnitt Data Interface Configuration die entsprechende Option zum Konfigurieren von
Daten-LIFs fur das FC-Protokoll und das FCoE-Protokoll aus.

5. Geben Sie die Anzahl der Daten-LIFs pro Node fiir jedes Protokoll an.
Die Mindestanzahl an LIFs pro Node ist eine. Die maximale Anzahl ist die Mindestanzahl aller Ports im up
Status Uber die Nodes hinweg. Wenn der Maximalwert eine ungerade Zahl ist, wird die vorherige gerade

Zahl als der Maximalwert betrachtet. Im Mindest- und Hochstwertbereich kdnnen Sie eine beliebige Zahl
auswahlen.

Ein Cluster mit vier Nodes verfugt iber Knoten 1, Knoten2 und Knoten3 mit jeweils sechs Ports in up State
und node4 mit sieben Ports im up Bundesland. Der effektive Maximalwert fiir Cluster betragt sechs.

Wenn die Anzahl der LIFs, die Sie dem Node zuweisen mochten, mehr als zwei ist, missen Sie jeder
logischen Schnittstelle mindestens einen Portsatz zuweisen.

6. Wenn Sie die automatisch generierte LIFs-Konfiguration tberpriifen oder &ndern méchten, wahlen Sie
Uberpriifen oder Bearbeiten der Schnittstellenzuordnung.

Sie konnen nur den LIF-Namen und den Home-Port dndern. Sie missen sicherstellen, dass Sie keine
doppelten Eintrage angeben.

7. Optional: Bereitstellen einer LUN fur den FC Speicher oder FCoE-Speicher bei der Konfiguration des
Protokolls durch Bereitstellung der LUN-Gréf3e, des OS-Typs fiir die LUN und der Host-Initiator-Details.

8. Klicken Sie Auf Absenden & Fortfahren.

Ergebnisse

Die Daten-LIFs und Portsatze werden mit der angegebenen Konfiguration erstellt. Die LIFs sind entsprechend
auf die Portsatze verteilt. Der FCP-Service wird gestartet, wenn alle LIFs erfolgreich fir mindestens ein
Protokoll erstellt wurden.

Wenn die LIF-Erstellung fehlschlagt, kdnnen Sie die LIFs erstellen und den FCP-Service Gber das FC/FCoE-
Fenster starten.

Verwandte Informationen

"ONTAP 9 Dokumentationszentrum"

Konfiguration des NVMe-Protokolls auf SVMs mit System Manager — ONTAP 9.7 und einer friiheren
Version

Verwenden Sie ONTAP System Manager Classic (verfugbar in ONTAP 9.7 und fruher),
um das NVMe-Protokoll auf einer Storage Virtual Machine (SVM) zu konfigurieren.
Anschlie3end kdnnen Namespaces erstellt und einem NVMe-Subsystem und einem Host
zugewiesen werden.

Uber diese Aufgabe
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Fiar SVM mit NVMe sollten keine anderen Protokolle verwendet werden. Wenn Sie NVMe auswahlen, werden
die restlichen Protokolle deaktiviert. Sie kdnnen NVMe auch bei der Erstellung der SVM konfigurieren.

Schritte

1. Wenn Sie das NVMe-Protokoll bei der Erstellung der SVM nicht konfiguriert haben, klicken Sie auf Storage
> SVMs

2. Wahlen Sie die SVM aus und klicken Sie dann auf SVM-Einstellungen.
3. Klicken Sie im Fensterbereich Protokolle auf NVMe.

4. Klicken Sie auf den Link, um das Protokoll nach Bedarf zu konfigurieren.

@ Wenn andere Protokolle aktiviert sind, missen Sie diese Auswahl aufheben, damit NVMe
zur Auswahl verfigbar ist. NVMe kann nicht mit anderen Protokollen kombiniert werden.

5. Klicken Sie im Fensterbereich Edit Storage Virtual Machine auf Resource Allocation.

6. Auf der Registerkarte Ressourcenzuordnung kénnen Sie wahlen, dass Sie die Volume-Erstellung nicht
delegieren moéchten, oder Sie kdnnen ein Aggregat auswahlen, um die Volumes automatisch
bereitzustellen.

7. Klicken Sie auf die Registerkarte Services, um die Details des Namensdienstschalters zu konfigurieren.

8. Klicken Sie auf Speichern und SchlieBen

Das NVMe-Protokoll ist auf der SVM konfiguriert. Nach der Konfiguration des Protokolls kénnen Sie den
Dienst mit SVM Settings starten oder beenden

Verwandte Informationen

NVMe wird eingerichtet

Delegation der Administration an SVM-Administratoren mit System Manager - ONTAP 9.7 und friiher

Mit ONTAP System Manager Classic (erhaltlich in ONTAP 9.7 und friher) kann die SVM-
Administration optional an SVM-Administratoren delegiert werden, nachdem eine
funktionsfahige Storage Virtual Machine (SVM) oder SVMs mit einer grundlegenden
Netzwerkkonfiguration eingerichtet wurden.

Uber diese Aufgabe

SVM-Administratoren kénnen delegierte SVMs nicht mit System Manager managen. Administratoren kénnen
sie nur Uber die Befehlszeilenschnittstelle (CLI) verwalten.

Schritte
1. Richten Sie im Abschnitt Administratordetails ein Passwort fir den ein vsadmin Benutzerkonto.

2. Wenn Sie eine dedizierte LIF fur SVM-Verwaltung bendtigen, wahlen Sie Erstellen einer logischen
Schnittstelle fir SVM-Management aus, und geben Sie dann die Netzwerkdetails an.

Fir SAN-Protokolle ist eine dedizierte SVM-Management-LIF erforderlich, bei der Daten- und
Managementprotokolle nicht dieselbe LIF teilen konnen. Das SVM-Management LIFs kénnen nur auf
Daten-Ports erstellt werden.

3. Geben Sie zum Erstellen von iSCSI LIFs Netzwerkdetails an, einschliel3lich Subnetzdetails:
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lhr Ziel ist Dann...

Geben Sie die IP-Adresse mithilfe eines Subnetzes . Wahlen Sie mit einem Subnetz aus.

an

]

b. Wahlen Sie im Dialogfeld Details hinzufligen
das Subnetz aus, dem die IP-Adresse
zugewiesen werden muss.

Far Intercluster-LIFs werden nur die Subnetze
angezeigt, die dem ausgewahlten IPspace
zugeordnet sind.

c. Wenn Sie der Schnittstelle eine bestimmte IP-
Adresse zuweisen mochten, wahlen Sie eine
bestimmte IP-Adresse verwenden aus, und
geben Sie dann die IP-Adresse ein.

Die angegebene IP-Adresse wird dem Subnetz
hinzugefuigt, wenn die IP-Adresse nicht bereits
im Subnetz-Bereich vorhanden ist.

d. Klicken Sie auf OK.

Geben Sie die IP-Adresse manuell an, ohne ein Wahlen Sie ohne Subnetz.

Subnetz zu verwenden

o

b. Fihren Sie im Dialogfeld Details hinzufiigen die
folgenden Schritte aus:

i. Geben Sie die IP-Adresse und die
Netzwerkmaske oder das Préafix an.
i. Optional: Geben Sie das Gateway an.

ii. Wenn Sie den Standardwert fiir das Feld
Ziel nicht verwenden mochten, geben Sie
einen neuen Zielwert an.

Wenn Sie keinen benutzerdefinierten Wert
angeben, wird das Feld Ziel basierend auf
der Familie der IP-Adresse mit dem
Standardwert gefllt.

Wenn keine Route vorhanden ist, wird
automatisch eine neue Route basierend auf
dem Gateway und dem Ziel erstellt.

c. Klicken Sie auf OK.

4. Geben Sie einen Port zum Erstellen einer Daten-LIF an:
a. Klicken Sie Auf Durchsuchen.
b. Wahlen Sie im Dialogfeld Netzwerkport oder Adapter einen Port auswahlen aus.
c. Klicken Sie auf OK.

Ergebnisse
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Der vsadmin Konto ist entsperrt und mit dem Kennwort konfiguriert.

Die Standardzugriffsmethoden flr das vsadmin Konto ist ONTAP API (ontapi) Und SSH (ssh). Der SVM-
Administrator kann sich Gber die Management-IP-Adresse beim Storage-System anmelden.

Nachste Schritte

Sie mussen der SVM Aggregate Uber das Dialogfeld ,Storage Virtual Machine bearbeiten“ zuweisen.

@ Wenn der SVM noch keine Aggregate zugewiesen sind, kann der SVM-Administrator keine
Volumes erstellen.

Erstellen Sie FlexVol Volumes mit System Manager - ONTAP 9.7 und friiher

Sie konnen ein FlexVol-Volume fur Ihre Daten erstellen, indem Sie das Dialogfeld Volume
erstellen im ONTAP System Manager Classic (verfigbar in ONTAP 9.7 und alter)
verwenden. Es muss immer ein separates Volume fur die Daten erstellt werden, statt
Daten im Root-Volume zu speichern.

Bevor Sie beginnen
» Das Cluster muss ein nicht-Root-Aggregat und eine Storage Virtual Machine (SVM) enthalten.
* Wenn Sie Volumes mit Lese-/Schreibzugriff erstellen méchten, missen Sie die Protokolle fur die SVM
konfiguriert haben und entweder die SnapMirror Lizenz oder die SnapVault Lizenz installiert haben.

Falls Sie die Protokolle noch nicht konfiguriert, aber eine dieser Lizenzen installiert haben, konnen Sie nur
Datensicherungs-Volumes erstellen.

« Zum Erstellen eines verschlisselten Volumes missen Sie die Volume-Verschlisselungslizenz mit System
Manager installiert haben, und Sie missen ,Key-Manager Setup” Uber die Befehlszeilenschnittstelle
(CLI) aktiviert haben.

Sie missen |hren Webbrowser aktualisieren, nachdem Sie ,key-Manager Setup” aktiviert haben.

Uber diese Aufgabe
+ Sie kénnen die Storage-Servicequalitat (QoS) nur fiir ein Lese-/Schreib-Volume aktivieren.

* Wenn ein DP-Volume auf der synchronen Quell-SVM in einer MetroCluster Konfiguration erstellt wird, wird
das Volume nicht auf der SVM mit dem synchronen Ziel repliziert.

* Wenn Sie in einer MetroCluster Konfiguration ein DP-Volume erstellen, wird das Quell-Volume nicht in der
Ziel-SVM repliziert (gespiegelt oder archiviert).

* In einer MetroCluster-Konfiguration zeigt System Manager nur die folgenden Aggregate zum Erstellen von
Volumes an:

> Wenn Sie im normalen Modus Volumes auf den synchronen Quell-SVMs oder auf
DatenbereitstellungsSVMs im primaren Standort erstellen, werden nur die Aggregate angezeigt, die
zum Cluster im primaren Standort gehdren.

o Wenn Sie im Umschaltmodus Volumes auf SVMs mit synchronen Zielen oder DatenserverSVMs im
verbleibenden Standort erstellen, werden nur Over-Aggregate angezeigt.

» Sie kdnnen ein Volume nicht in Cloud Volumes ONTAP verschlisseln.

» Wenn auf dem Quell-Volume die Verschlisselung aktiviert ist und auf dem Ziel-Cluster eine altere Version
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der ONTAP Software als ONTAP 9.3 ausgeftihrt wird, wird die Verschllisselung auf dem Ziel-Volume
standardmafig deaktiviert.

Schritte
1. Klicken Sie Auf Storage > Volumes.

2. Klicken Sie auf Erstellen > FlexVol erstellen.

3. Durchsuchen Sie die SVM, in der Sie das Volume erstellen mdchten, und wahlen Sie sie aus.

Das Dialogfeld Volume erstellen wird angezeigt. Das Dialogfeld enthalt die folgenden Registerkarten:

> Allgemein

o Storage-Effizienz

o SnapLock

> Quality of Service

o Darstellt

4. Fuhren Sie auf der Registerkarte Allgemein die folgenden Schritte aus:

a.
b.

5> Q@

Geben Sie einen Namen fur das FlexVol Volume an.

Klicken Sie auf die Schaltflache FabricPool, um anzugeben, dass es sich bei dem Volume um ein
FabricPool-Volume handelt.

Klicken Sie auf Wahlen, um ein Aggregat auszuwahlen.

Wenn es sich um ein FabricPool FlexVol Volume handelt, kbnnen nur FabricPool-fahige Aggregate
ausgewahlt werden. Wenn es sich um ein FabricPool Volume ohne FabricPool FlexVol Volume handelt,
kdénnen Sie nur Aggregate auswahlen, die nicht FabricPool aktiviert sind. Wenn Sie ein verschlisseltes
Aggregat (NAE) auswahlen, Ubernimmt das erstellte Volume die Verschlisselung des Aggregats.
Wahlen Sie einen Speichertyp aus.

Geben Sie die Volume-Grofe und die MalReinheiten an.

Geben Sie an, wie viel Speicherplatz flir Snapshot Kopien reserviert werden soll.

Wahlen Sie im Dropdown-Meni Space Reserve eine Option zur Platzreservierung aus.

Aktivieren Sie das Kontrollkastchen Volume Encryption, um die Verschliisselung fir das Volume zu
aktivieren. Diese Option steht nur zur Verfliigung, wenn Sie die Lizenz fir Volume Encryption aktiviert
haben und wenn die entsprechende Plattform Verschlisselung untersttitzt.

5. Fuhren Sie auf der Registerkarte * Storage Efficiency* die folgenden Schritte aus:

a.

b.

C.
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Wahlen Sie den Speichertyp aus, fiir den Sie dieses Volume erstellen.

Sie mussen Datensicherung auswahlen, wenn Sie ein SnapMirror Ziel-Volume erstellen. Sie erhalten
schreibgeschutzten Zugriff auf dieses Volume.

Legen Sie die Tiering-Richtlinie fir das Volume fest.

Geben Sie die Grole des Volumes und den Prozentsatz der GesamtgrofRe des Volumes an, die Sie fur
Snapshot Kopien reservieren mochten.

Der fur Snapshot-Kopien reservierte Standardspeicherplatz betragt null Prozent fir SAN-Volumes und
VMware Volumes. Bei NAS-Volumes betragt der Standardwert 5 Prozent.



d. Wahlen Sie Standard, Thin Provisioning oder Thick Provisioning fir das Volume aus.

Bei aktiviertem Thin Provisioning wird dem Volume von dem Aggregat nur dann Speicherplatz
zugewiesen, wenn Daten auf das Volume geschrieben werden.

= Bei AFF-Storage-Systemen ist Thin Provisioning ,Standard“, und bei anderen
@ Storage-Systemen ist der Wert von Thick Provisioning ,Standard®.

= Bei FabricPool-fahigen Aggregaten ist Thin Provisioning der Wert von ,Default®.

e. Geben Sie an, ob die Deduplizierung auf dem Volume aktiviert werden soll.

System Manager verwendet den standardmafigen Deduplizierungszeitplan. Falls die angegebene
Volume-GroRe die fiir eine Deduplizierung erforderliche Obergrenze Gberschreitet, wird das Volume
erstellt und die Deduplizierung nicht aktiviert.

Far Systeme mit All-Flash-optimiertem Charakter, Inline-Komprimierung und auto Der
Deduplizierungszeitplan ist standardmafig aktiviert.
6. Flhren Sie auf der Registerkarte Quality of Service die folgenden Schritte aus:

a. Aktivieren Sie das Kontrollkastchen Storage Quality of Service managen, wenn Sie Storage QoS fur
das FlexVol Volume aktivieren mdchten, um die Workload-Performance zu managen.

b. Erstellung einer neuen Storage-QoS-Richtliniengruppe oder Auswahl einer vorhandenen
Richtliniengruppe zur Steuerung der 1/O-Performance (Input/Output) des FlexVol Volumes:
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lhr Ziel ist

Erstellen Sie eine neue Richtliniengruppe

Tun Sie das...

Wahlen Sie Neue Richtliniengruppe.

Geben Sie den Namen der Richtliniengruppe
an.

Geben Sie die minimale
Durchsatzbegrenzung an.

o |In System Manager 9.5 kénnen Sie die
Durchsatzbegrenzung nur auf
Performance-basierten All Flash-
optimierten Systemen festlegen. In
System Manager 9.6 kdnnen Sie das
Mindestdurchsatz-Limit fur die
Richtliniengruppe festlegen.

o Sie kdnnen das Mindestdurchsatz fir
Volumes nicht auf einem FabricPool-
fahigen Aggregat festlegen.

> Wenn Sie den Mindestdurchsatzwert nicht
angeben oder der Mindestdurchsatzwert
auf 0 gesetzt ist, wird ,Keine"
automatisch als Wert angezeigt.

Bei diesem Wert wird die Grol3-
/Kleinschreibung beachtet.

iv. Geben Sie das maximale Durchsatzlimit an,

um sicherzustellen, dass die Workload der
Objekte in der Richtliniengruppe das
angegebene Durchsatzlimit nicht
Uberschreitet.

o Die minimale Durchsatzbegrenzung und
die maximale Durchsatzbegrenzung
mussen vom selben Einheitstyp sein.

o Wenn Sie das minimale Durchsatzlimit
nicht angeben, kdnnen Sie die maximale
Durchsatzbegrenzung fir IOPS, B/s, KB/s,
MB/s usw. festlegen.

> Wenn Sie den maximalen Durchsatzwert
nicht angeben, wird ,Unlimited"
automatisch als Wert angezeigt.

Bei diesem Wert wird die Grof3-
/Kleinschreibung beachtet. Die
angegebene Einheit hat keinen Einfluss
auf den maximalen Durchsatz.



lhr Ziel ist

Wahlen Sie eine vorhandene Richtliniengruppe
aus

Tun Sie das...

Wahlen Sie vorhandene Richtliniengruppe
aus, und klicken Sie dann auf Auswahlen,
um eine vorhandene Richtliniengruppe im
Dialogfeld Richtliniengruppe auswahlen
auszuwahlen.

. Geben Sie die minimale

Durchsatzbegrenzung an.

o In System Manager 9.5 kénnen Sie die
Durchsatzbegrenzung nur auf
Performance-basierten All Flash-
optimierten Systemen festlegen. In
System Manager 9.6 konnen Sie das
Mindestdurchsatz-Limit fur die
Richtliniengruppe festlegen.

o Sie kdnnen das Mindestdurchsatz fiir
Volumes nicht auf einem FabricPool-
fahigen Aggregat festlegen.

o Wenn Sie den Mindestdurchsatzwert nicht
angeben oder der Mindestdurchsatzwert
auf 0 gesetzt ist, wird ,Keine"
automatisch als Wert angezeigt.

Bei diesem Wert wird die Grof3-
/Kleinschreibung beachtet.

ii. Geben Sie das maximale Durchsatzlimit an,

um sicherzustellen, dass die Workload der
Objekte in der Richtliniengruppe das
angegebene Durchsatzlimit nicht
Uberschreitet.

> Die minimale Durchsatzbegrenzung und
die maximale Durchsatzbegrenzung
muissen vom selben Einheitstyp sein.

o Wenn Sie das minimale Durchsatzlimit
nicht angeben, kénnen Sie die maximale
Durchsatzbegrenzung fur IOPS, B/s, KB/s,
MB/s usw. festlegen.

> Wenn Sie den maximalen Durchsatzwert
nicht angeben, wird ,Unlimited"
automatisch als Wert angezeigt.

Bei diesem Wert wird die Grol3-
/Kleinschreibung beachtet. Die
angegebene Einheit hat keinen Einfluss
auf den maximalen Durchsatz.

Wenn die Richtliniengruppe mehr als einem
Objekt zugewiesen ist, wird der maximale
Durchsatz, den Sie angeben, von den
Objekten gemeinsam genutzt.
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7. Fuhren Sie auf der Registerkarte Schutz die folgenden Schritte aus:
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a. Geben Sie an, ob Sie Volume Protection aktivieren mochten.

Ein nicht FabricPool FlexGroup Volume kann mit einem FabricPool FlexGroup Volume gesichert

werden.

Ein FabricPool FlexGroup Volume kann mit einem nicht FabricPool FlexGroup Volume gesichert

werden.

b. Wahlen Sie den Typ Replikation aus:

Wenn Sie den Replikationstyp ausgewahlt haben Tun Sie das...

als...

Asynchron

a. Optional: Wenn Sie den Replikationstyp und

den Beziehungstyp nicht kennen, klicken Sie
auf Hilfe Auswahlen, legen Sie die Werte fest
und klicken Sie dann auf Anwenden.

. Wahlen Sie den Beziehungstyp aus.

Der Beziehungstyp kann gespiegelt, Vault, auch
gespiegelt und Vault sein.

. Wahlen Sie ein Cluster und eine SVM fur das

Ziel-Volume aus.

Wenn auf dem ausgewahlten Cluster eine
Version der ONTAP Software vor ONTAP 9.3
ausgefuhrt wird, werden nur Peering SVMs
aufgelistet. Wenn auf dem ausgewahlten
Cluster ONTAP 9.3 oder héher ausgefihrt wird,
werden die Peering SVMs und zulassige SVMs
aufgelistet.

. Andern Sie das Suffix des Volume-Namens,

falls erforderlich.



Wenn Sie den Replikationstyp ausgewahlt haben Tun Sie das...
als...

Synchron a. Optional: Wenn Sie den Replikationstyp und
den Beziehungstyp nicht kennen, klicken Sie
auf Hilfe Auswahlen, legen Sie die Werte fest
und klicken Sie dann auf Anwenden.

b. Wahlen Sie die Synchronisierungsrichtlinie aus.

Die Synchronisierungsrichtlinie kann StrictSync
oder Sync lauten.

c. Wahlen Sie ein Cluster und eine SVM fiir das
Ziel-Volume aus.

Wenn auf dem ausgewahlten Cluster eine
Version der ONTAP Software vor ONTAP 9.3
ausgefiuhrt wird, werden nur Peering SVMs
aufgelistet. Wenn auf dem ausgewahlten
Cluster ONTAP 9.3 oder hdher ausgefiihrt wird,
werden die Peering SVMs und zuldssige SVMs
aufgelistet.

d. Andern Sie das Suffix des Volume-Namens,
falls erforderlich.

8. Klicken Sie Auf Erstellen.
9. Uberpriifen Sie, ob das erstellte Volume in der Liste der Volumes im Fenster Volume enthalten ist.

Das Volume wird mit Unix-Stil Sicherheit und UNIX 700 ,read write execute” Berechtigungen fir den
Eigentumer erstellt.

Verwandte Informationen

Fenster Volumes

Erstellen Sie SnapLock Volumes mit System Manager - ONTAP 9.7 und friiher

Mit ONTAP System Manager Classic (erhaltlich in ONTAP 9.7 und alter) kbnnen Sie ein
SnapLock-Compliance-Volume oder ein SnapLock Enterprise Volume erstellen. Bei der
Erstellung eines Volumes konnen Sie auch die Aufbewahrungszeiten festlegen und
entscheiden, ob DER WORM-Status fur Daten im Volume automatisiert werden soll.

Bevor Sie beginnen
» Die SnapLock Lizenz muss installiert worden sein.

» Das SnapLock Aggregat muss online sein.

» Zum Erstellen eines verschlisselten Volumes missen Sie die Volume-Verschlisselungslizenz mit System
Manager installiert haben, und Sie missen ,Key-Manager Setup® Uber die Befehlszeilenschnittstelle
(CLI) aktiviert haben.
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Sie mussen |hren Webbrowser aktualisieren, nachdem Sie ,key-Manager Setup” aktiviert haben.

Uber diese Aufgabe

+ Sie kdnnen ein komplettes SnapLock Enterprise Volume oder eine Datei in einem SnapLock Enterprise

Volume l6schen. Es ist jedoch nicht mdglich, nur die Daten einer Datei in einem SnapLock Enterprise
Volume zu I6schen.

» Ein SnapLock-Konformitatsvolume kann nicht geldscht werden, wenn Daten auf das Volume gesetzt sind.

» Sie kdnnen ein Volume nicht in Cloud Volumes ONTAP verschlisseln.

» Wenn auf dem Quell-Volume die Verschlisselung aktiviert ist und auf dem Ziel-Cluster eine altere Version

der ONTAP Software als ONTAP 9.3 ausgefluhrt wird, wird die Verschlisselung auf dem Ziel-Volume
standardmafig deaktiviert.

Schritte

1

2.
3.
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Klicken Sie Auf Storage > Volumes.
Klicken Sie auf Erstellen > FlexVol erstellen.

Durchsuchen Sie die Storage Virtual Machine (SVM), auf der Sie das Volume erstellen mdchten, und
wahlen Sie sie aus.

. Geben Sie im Dialogfeld Volume erstellen einen neuen Namen an, wenn Sie den Standardnamen des

Volumes andern mochten.

Sie kénnen den Namen eines SnapLock-Konformitatsvolume nicht &ndern, nachdem Sie das Volume
erstellt haben.

. Wahlen Sie das Container-Aggregat fir das Volume aus.

Sie mussen ein SnapLock Compliance-Aggregat oder ein SnapLock Enterprise Aggregat auswahlen, um
ein SnapLock Volume zu erstellen. Das Volume Gibernimmt den SnapLock-Typ aus dem Aggregat, und der
SnapLock-Typ kann nach dem Erstellen des Volume nicht mehr geandert werden. Daher missen Sie das
richtige Aggregat auswahlen.

. Aktivieren Sie das Kontrollkastchen Volume Encryption, um die Verschlisselung fir das Volume zu

aktivieren.

Diese Option steht nur zur Verfligung, wenn Sie die Lizenz fur Volume Encryption aktiviert haben und wenn
die entsprechende Plattform Verschlisselung unterstitzt.

. Wahlen Sie den Speichertyp aus, fir den Sie dieses Volume erstellen.

Wenn Sie ein SnapMirror Ziel-Volume erstellen, missen Sie Data Protection auswahlen. Sie erhalten
schreibgeschitzten Zugriff auf dieses Volume.

. Geben Sie die GrofRe des Volumes und den Prozentsatz der GesamtgroRe des Volumes an, die Sie fur

Snapshot Kopien reservieren mochten.

Der fir Snapshot-Kopien reservierte Standardspeicherplatz betragt null Prozent fiir SAN-Volumes und
VMware Volumes. Bei NAS-Volumes betragt der Standardwert 5 Prozent.

. Optional: Wahlen Sie Thin Provisioning, um Thin Provisioning flr das Volume zu aktivieren.

Bei aktiviertem Thin Provisioning wird dem Volume von dem Aggregat nur dann Speicherplatz zugewiesen,
wenn Daten auf das Volume geschrieben werden.



10.

1.

12.

13.

Optional: Machen Sie die erforderlichen Anderungen auf der Registerkarte Storage Efficiency, um die
Deduplizierung auf dem Volume zu aktivieren.

System Manager verwendet den standardmaRigen Deduplizierungszeitplan. Falls die angegebene
Volume-GroRe die fir eine laufende Deduplizierung erforderliche Obergrenze Uberschreitet, wird das
Volume erstellt und die Deduplizierung wird nicht aktiviert.
Wahlen Sie die Registerkarte SnapLock aus, und fihren Sie dann die folgenden Schritte aus:
a. Optional: Geben Sie den automatischen Verschiebungszeitraum an.
Die Datei im Volume bleibt fir den von lhnen angegebenen Zeitraum unverandert, bevor die Datei in
DEN WORM-Status versetzt wird. Um Dateien manuell in DEN WORM-Status zu setzen, missen Sie
nicht angegeben als Autocommit-Einstellung auswahlen.
Die Werte missen im Bereich von 5 Minuten bis 10 Jahren liegen.
a. Geben Sie den minimalen Aufbewahrungszeitraum und den maximalen Aufbewahrungszeitraum an.
Die Werte mussen im Bereich von 1 Tag bis 70 Jahre liegen oder unbegrenzt sein.

b. Wahlen Sie den Standardaufbewahrungszeitraum aus.

Die standardmaRige Aufbewahrungsfrist muss innerhalb des angegebenen
Mindestaufbewahrungszeitraums und der maximalen Aufbewahrungsdauer liegen.

Optional: Aktivieren Sie auf der Registerkarte Quality of Service das Kontrollkastchen Storage Quality
of Service managen, um Storage QoS fiir das FlexVol Volume zu aktivieren, um die Workload
Performance zu managen.

Erstellung einer Storage-QoS-Richtliniengruppe oder Auswahl einer vorhandenen Richtliniengruppe zur
Steuerung der 1/0-Performance (Input/Output) des FlexVol Volumes
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lhr Ziel ist

Erstellen einer Storage-QoS-Richtliniengruppe

Tun Sie das...
a. Wahlen Sie Neue Richtliniengruppe.

b. Geben Sie den Namen der Richtliniengruppe
an.

c. Geben Sie die minimale Durchsatzbegrenzung
an.

o In System Manager 9.5 kdnnen Sie die
Durchsatzbegrenzung nur auf Performance-
basierten All Flash-optimierten Systemen
festlegen. In System Manager 9.6 kdnnen
Sie daruber hinaus das Mindestdurchsatz-
Limit fir ONTAP Select Premium-Systeme
festlegen.

o Sie kdnnen das Mindestdurchsatz fir
Volumes nicht auf einem FabricPool-fahigen
Aggregat festlegen.

o Wenn Sie den Mindestdurchsatzwert nicht
angeben oder der Mindestdurchsatzwert auf
0 gesetzt ist, wird ,Keine" automatisch als
Wert angezeigt.

Bei diesem Wert wird die Grof}-
/Kleinschreibung beachtet.

d. Geben Sie das maximale Durchsatzlimit an, um
sicherzustellen, dass die Workload der Objekte
in der Richtliniengruppe das angegebene
Durchsatzlimit nicht Gberschreitet.

> Die minimale Durchsatzbegrenzung und die
maximale Durchsatzbegrenzung muassen
vom selben Einheitstyp sein.

o Wenn Sie das minimale Durchsatzlimit nicht
angeben, kdnnen Sie die maximale
Durchsatzbegrenzung fir IOPS, B/s, KB/s,
MB/s usw. festlegen.

o Wenn Sie den maximalen Durchsatzwert
nicht angeben, wird ,Unlimited"
automatisch als Wert angezeigt.

Bei diesem Wert wird die Grol3-
/Kleinschreibung beachtet. Die angegebene
Einheit hat keinen Einfluss auf den
maximalen Durchsatz.



lhr Ziel ist

Wahlen Sie eine vorhandene Richtliniengruppe aus

Tun Sie das...

a. Wahlen Sie vorhandene Richtliniengruppe

aus, und klicken Sie dann auf Auswahlen, um
eine vorhandene Richtliniengruppe im
Dialogfeld Richtliniengruppe auswahlen
auszuwahlen.

. Geben Sie die minimale Durchsatzbegrenzung

an.

° In System Manager 9.5 kdnnen Sie die
Durchsatzbegrenzung nur auf Performance-
basierten All Flash-optimierten Systemen
festlegen. In System Manager 9.6 kdnnen
Sie daruber hinaus das Mindestdurchsatz-
Limit fir ONTAP Select Premium-Systeme
festlegen.

> Sie kénnen das Mindestdurchsatz fur
Volumes nicht auf einem FabricPool-fahigen
Aggregat festlegen.

o Wenn Sie den Mindestdurchsatzwert nicht
angeben oder der Mindestdurchsatzwert auf
0 gesetzt ist, wird ,Keine" automatisch als
Wert angezeigt.

Bei diesem Wert wird die Grol3-
/Kleinschreibung beachtet.

c. Geben Sie das maximale Durchsatzlimit an, um

sicherzustellen, dass die Workload der Objekte
in der Richtliniengruppe das angegebene
Durchsatzlimit nicht Gberschreitet.

o Die minimale Durchsatzbegrenzung und die
maximale Durchsatzbegrenzung missen
vom selben Einheitstyp sein.

> Wenn Sie das minimale Durchsatzlimit nicht
angeben, kénnen Sie die maximale
Durchsatzbegrenzung fiir IOPS, B/s, KB/s,
MB/s usw. festlegen.

o Wenn Sie den maximalen Durchsatzwert
nicht angeben, wird ,Unlimited"
automatisch als Wert angezeigt.

Bei diesem Wert wird die Grol3-
/Kleinschreibung beachtet. Die angegebene
Einheit hat keinen Einfluss auf den
maximalen Durchsatz.

Wenn die Richtliniengruppe mehr als einem
Objekt zugewiesen ist, wird der maximale
Durchsatz, den Sie angeben, von den Objekten
gemeinsam genutzt.
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14. Aktivieren Sie * Lautstarkeschutz* auf der Registerkarte Schutz, um das Volumen zu schiitzen:

15. Wahlen Sie auf der Registerkarte Schutz den Typ Replikation aus:
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Wenn Sie den Replikationstyp ausgewahlt haben Tun Sie das...

als...

Asynchron

Synchron

a. Optional: Wenn Sie den Replikationstyp und

den Beziehungstyp nicht kennen, klicken Sie
auf Hilfe Auswahlen, legen Sie die Werte fest
und klicken Sie dann auf Anwenden.

. Wahlen Sie den Beziehungstyp aus.

Der Beziehungstyp kann gespiegelt, Vault, auch
gespiegelt und Vault sein.

. Wahlen Sie ein Cluster und eine SVM fir das

Ziel-Volume aus.

Wenn auf dem ausgewahlten Cluster eine
Version der ONTAP Software vor ONTAP 9.3
ausgefuhrt wird, werden nur Peering SVMs
aufgelistet. Wenn auf dem ausgewahlten
Cluster ONTAP 9.3 oder hoher ausgefiihrt wird,
werden die Peering SVMs und zulassige SVMs
aufgelistet.

. Andern Sie das Suffix des Volume-Namens,

falls erforderlich.

. Optional: Wenn Sie den Replikationstyp und

den Beziehungstyp nicht kennen, klicken Sie
auf Hilfe Auswahlen, legen Sie die Werte fest
und klicken Sie dann auf Anwenden.

. Wahlen Sie die Synchronisierungsrichtlinie aus.

Die Synchronisierungsrichtlinie kann StrictSync
oder Sync lauten.

. Wahlen Sie ein Cluster und eine SVM flr das

Ziel-Volume aus.

Wenn auf dem ausgewahlten Cluster eine
Version der ONTAP Software vor ONTAP 9.3
ausgefihrt wird, werden nur Peering SVMs
aufgelistet. Wenn auf dem ausgewahlten
Cluster ONTAP 9.3 oder hoher ausgefiihrt wird,
werden die Peering SVMs und zulassige SVMs
aufgelistet.

. Andern Sie das Suffix des Volume-Namens,

falls erforderlich.



16. Klicken Sie Auf Erstellen.

17. Uberprifen Sie, ob das erstellte Volume in der Liste der Volumes im Fenster Volume enthalten ist.

Ergebnisse

Das Volume wird mit Unix-Stil Sicherheit und UNIX 700 ,read write execute” Berechtigungen fur den
Eigentimer erstellt.

Richten Sie die SAML-Authentifizierung mit System Manager - ONTAP 9.7 und
friher ein

Sie kdbnnen ONTAP System Manager Classic (erhaltlich in ONTAP 9.7 und friher)
verwenden, um die Authentifizierung Uber die SicherheitsAssertion Markup Language
(SAML) einzurichten. Remote-Benutzer werden vor der Anmeldung bei System Manager
Uber einen sicheren Identitats-Provider (IdP) authentifiziert.

Prerequisite: Configure Security Assertion Markup
Language [SAML) authentication.

Enable 3AML authenticaticn

Retrieve host metadata using System Manager,

v

Configure host metadata and trust rules on
Identity Provider (dP).

'

Log in to Systermn Manager using 5AML authentication.

1aF documentation

Do you want ta change the |dP
details?

MNe
Yes

Dusable SARL authentication to adit “
the |dF details.

Log in to System Manager using
cluster credentials
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Aktivieren Sie die SAML-Authentifizierung

Mit System Manager kénnen Sie die SAML-Authentifizierung (Security Assertion Markup Language)
konfigurieren, sodass sich Remote-Benutzer Uber einen sicheren Identitatsanbieter (IdP) anmelden kénnen.

Bevor Sie beginnen

* Der IdP, den Sie fur die Remote-Authentifizierung verwenden méchten, muss konfiguriert werden.
@ Lesen Sie die Dokumentation, die von der von lhnen konfigurierten IdP bereitgestellt wird.

» Sie mussen die URI des IdP haben.

Uber diese Aufgabe
Die folgenden IDPs wurden mit System Manager validiert:

* Active Directory Federation Services
» Cisco DUO (validiert mit den folgenden ONTAP-Versionen:)
> 9.7P21 und hoéher 9.7
> 9.8P17 und héher 9.8
9.9.1P13 und hdher 9.9 Versionen
9.10.1P9 und héher 9.10 Versionen
° 9.11.1P4 und hdéher Version 9.11
° 9.12.1 und héhere Versionen
 Shibboleth

o

o

Nachdem die SAML-Authentifizierung aktiviert ist, kdbnnen nur Remote-Benutzer auf die System
Manager-GUI zugreifen. Lokale Benutzer kdnnen nach Aktivierung der SAML-Authentifizierung
nicht auf die System Manager-GUI zugreifen.

Schritte
1. Klicken Sie Auf Konfiguration > Cluster > Authentifizierung.

2. Aktivieren Sie das Kontrollkdstchen * SAML-Authentifizierung aktivieren®.
3. System Manager fir die Verwendung der SAML-Authentifizierung konfigurieren:
a. Geben Sie die URI des IdP ein.
b. Geben Sie die IP-Adresse des Hostsystems ein.
c. Optional: bei Bedarf andern Sie das Host-System-Zertifikat.
4. Klicken Sie auf Host-Metadaten abrufen, um die Host-URI und Host-Metadaten-Informationen abzurufen.

5. Kopieren Sie die Host-URI- oder Host-Metadaten-Details, greifen Sie auf |hr IdP zu und geben Sie dann
die Host-URI- oder Host-Metadaten-Details und die Vertrauensregeln im IdP-Fenster an.

@ Lesen Sie die Dokumentation, die von der von lhnen konfigurierten IdP bereitgestellt wird.

6. Klicken Sie Auf Speichern.

Das IdP-Anmeldefenster wird angezeigt.

52



7. Melden Sie sich mit dem IdP-Anmeldefenster bei System Manager an.

Wenn der Benutzer nach der Konfiguration des IdP versucht, sich unter Verwendung des vollstandig
qualifizierten Domanennamens (FQDN), IPv6 oder einer Cluster-Management-LIF einzuloggen, andert das
System die IP-Adresse automatisch in die IP-Adresse des Hostsystems, das wahrend der IdP-
Konfiguration angegeben wurde.

Deaktivieren Sie die SAML-Authentifizierung

Sie kénnen die SAML-Authentifizierung (Security Assertion Markup Language) deaktivieren, wenn Sie den
Remote-Zugriff auf System Manager deaktivieren oder die SAML-Konfiguration bearbeiten mochten.

Uber diese Aufgabe
Durch die Deaktivierung der SAML-Authentifizierung wird die SAML-Konfiguration nicht geldscht.

Schritte
1. Klicken Sie Auf Konfiguration > Cluster > Authentifizierung.
2. Deaktivieren Sie das Kontrollkastchen * SAML-Authentifizierung aktivieren*.

3. Klicken Sie Auf Speichern.
System Manager wird neu gestartet.
4. Loggen Sie sich mit den Cluster-Anmeldedaten bei System Manager ein.
Verwandte Informationen

Zugriff auf ein Cluster mithilfe der Browser-basierten grafischen Oberflache von ONTAP System Manager

Peering mit System Manager - ONTAP 9.7 und friiher einrichten

Sie kdnnen ONTAP System Manager Classic (erhaltlich in ONTAP 9.7 und friher) zum
Einrichten von Peering verwenden. Das Einrichten von Peering umfasst die Erstellung
von Clusterlogischen Schnittstellen (LIFs) auf jedem Node, das Erstellen von Cluster-

Peering und das Erstellen von SVM-Peering.

Praveguisite: Set up your cluster elther
using Guided Setup or manually

!

Create Intercluster LIF

!

Create cluster peering

!

Create 3VM pearing

!

SUFIMERY
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https://docs.netapp.com/de-de/ontap-system-manager-classic/online-help-96-97/task_accessing_cluster_by_using_system_manager_brower_based_gui.html

Voraussetzungen fiir Cluster-Peering

Bevor Sie Cluster-Peering einrichten, sollten Sie bestatigen, dass Konnektivitat, Port, IP-Adresse, Subnetz,
Firewall, Und die Anforderungen fiir die Cluster-Benennung erfillen.

Konnektivitatsanforderungen erfiillen

Jede Intercluster LIF auf dem lokalen Cluster muss in der Lage sein, mit jeder Intercluster LIF auf dem
Remote-Cluster zu kommunizieren.

Es ist zwar nicht erforderlich, aber in der Regel ist es einfacher, die IP-Adressen zu konfigurieren, die fur
Intercluster LIFs im selben Subnetz verwendet werden. Die IP-Adressen konnen sich im gleichen Subnetz wie
Daten-LIFs oder in einem anderen Subnetz befinden. Das in jedem Cluster verwendete Subnetz muss die
folgenden Anforderungen erflllen:

» Das Subnetz muss zur Broadcast-Domane gehdren, die die Ports enthalt, die fir die Kommunikation
zwischen Clustern verwendet werden.

Intercluster-LIFs konnen eine IPv4-Adresse oder eine |IPv6-Adresse besitzen.

ONTAP 9 ermdglicht Ihnen die Migration Ihrer Peering-Netzwerke von IPv4 zu IPv6, indem Sie

@ optional zulassen, dass beide Protokolle gleichzeitig auf den Intercluster LIFs vorhanden sind. In
friiheren Versionen waren alle Cluster-Beziehungen fir einen gesamten Cluster entweder IPv4
oder IPv6. Somit war eine Anderung der Protokolle ein potenziell stérendes Ereignis.

Port-Anforderungen

Sie kénnen dedizierte Ports flr die Cluster-Ubergreifende Kommunikation verwenden oder vom Datennetzwerk
verwendete Ports freigeben. Ports missen folgende Anforderungen erflllen:

» Alle Ports, die fir die Kommunikation mit einem bestimmten Remote-Cluster verwendet werden, miissen
sich im selben IPspace befinden.

Sie kénnen mehrere IPspaces verwenden, um mit mehreren Clustern zu Punkten. Paarweise ist
Vollmaschenverbindung nur innerhalb eines IPspaces erforderlich.

» Die Broadcast-Domane, die fiir die Intercluster-Kommunikation verwendet wird, muss mindestens zwei
Ports pro Node enthalten, damit die Intercluster-Kommunikation von einem Port zu einem anderen Port
ausfallen kann.

Ports, die einer Broadcast-Domane hinzugefligt werden, kdnnen physische Netzwerk-Ports, VLANs oder
Interface Groups (iffrps) sein.

« Alle Ports mussen verkabelt sein.

* Alle Ports missen sich in einem ordnungsgemalfen Zustand befinden.

* Die MTU-Einstellungen der Ports missen konsistent sein.
Anforderungen an die Firewall

Firewalls und die Cluster-tbergreifende Firewall-Richtlinie miissen folgende Protokolle zulassen:

* |CMP-Dienst
e TCP auf die IP-Adressen aller Cluster-LIFs tber die Ports 10000, 11104 und 11105
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 Bidirektionales HTTPS zwischen den Intercluster-LIFs

Der Standardwert intercluster Firewall-Richtlinie ermdglicht den Zugriff Gber das HTTPS-Protokoll und
Uber alle IP-Adressen (0.0.0.0/0). Sie kénnen die Richtlinie bei Bedarf andern oder ersetzen.

Erstellen von Intercluster-LIFs

Durch die Erstellung von Cluster-logischen Schnittstellen (LIFs) kann das Cluster-Netzwerk mit einem Node
kommunizieren. Sie missen innerhalb jedes IPspaces, der flr Peering verwendet wird, eine Intercluster LIF
erstellen, auf jedem Node in jedem Cluster, fir den Sie eine Peer-Beziehung erstellen mdchten.

Schritte
1. Klicken Sie Auf Konfiguration > Erweitertes Cluster-Setup.

2. Klicken Sie im Fenster Setup Advanced Cluster Features neben der Option Cluster Peering auf
Proceed.

3. Wahlen Sie einen IPspace aus der Liste IPspace aus.
4. Geben Sie fur jeden Node die IP-Adresse, den Port, die Netzwerkmaske und das Gateway ein.
5. Klicken Sie auf Absenden und fortfahren.

Nachste Schritte

Sie sollten die Cluster-Details im Cluster-Peering-Fenster eingeben, um mit Cluster-Peering fortzufahren.

Erstellen von Cluster-Peer-Beziehungen

Sie kdnnen eine authentifizierte Cluster-Peer-Beziehung erstellen, um Cluster zu verbinden, sodass die
Cluster in der Peer-Beziehung sicher miteinander kommunizieren kénnen.

Bevor Sie beginnen
« Sie mussen die Anforderungen zur Durchfliihrung dieser Aufgabe geprift und erfillt haben.

Voraussetzungen fur Cluster-Peering

+ Sie missen logische Schnittstellen (LIFs) zwischen Clustern erstellt haben.

+ Sie sollten beachten, welche Version von ONTAP fir jedes Cluster ausgeflihrt wird.

Uber diese Aufgabe
* Wenn Sie eine Peer-Beziehung zu einem Cluster mit Data ONTAP 8.2.2 oder einer alteren Version
erstellen moéchten, missen Sie die CLI verwenden.

+ Sie kdnnen eine Peer-Beziehung zwischen einem Cluster, auf dem ONTAP 9.5 ausgefiihrt wird, und einem
Cluster mit ONTAP 9.6 erstellen. Allerdings wird die Verschliisselung in ONTAP 9.5 nicht unterstitzt,
sodass die Peer-Beziehung nicht verschlisselt werden kann.

* Wenn Sie in einer MetroCluster-Konfiguration eine Peer-Beziehung zwischen dem primaren und einem
externen Cluster erstellen, empfiehlt es sich, eine Peer-Beziehung zwischen dem verbleibenden Standort-
Cluster und dem externen Cluster zu erstellen.

 Sie kdnnen eine benutzerdefinierte Passphrase erstellen oder die vom System generierte Passphrase
verwenden, um die Cluster-Peer-Beziehung zu authentifizieren. Allerdings missen die Passphrases beider
Cluster Gbereinstimmen.

Schritte
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1. Klicken Sie Auf Konfiguration > Erweitertes Cluster-Setup.

2. Geben Sie im Feld Target Cluster Intercluster LIF IP Addresses die IP-Adressen der Intercluster LIFs
des Remote-Clusters ein.

3. Optional: Wenn Sie eine Peer-Beziehung zwischen einem Cluster mit ONTAP 9.5 und einem Cluster mit
ONTAP 9.6 erstellen, aktivieren Sie das Kontrollkastchen.

Die Peer-Beziehung wird nicht verschlisselt. Wenn Sie das Kontrollkastchen nicht aktivieren, wird die
Peer-Beziehung nicht hergestellt.

4. Geben Sie im Feld Passphrase eine Passphrase flir die Cluster-Peer-Beziehung an.

Wenn Sie eine benutzerdefinierte Passphrase erstellen, wird die Passphrase anhand der Passphrase des
Peered-Clusters validiert, um eine authentifizierte Cluster-Peer-Beziehung sicherzustellen.

Wenn die Namen des lokalen Clusters und des Remote-Clusters identisch sind und Sie eine
benutzerdefinierte Passphrase verwenden, wird fir das Remote-Cluster ein Alias erstellt.

5. Optional: um eine Passphrase aus dem Remote-Cluster zu generieren, geben Sie die Management-IP-
Adresse des Remote-Clusters ein.

6. Initiieren des Cluster-Peering.

lhr Ziel ist Tun Sie das...

Initiieren des Cluster-Peering vom Initiator-Cluster  Klicken Sie Auf Cluster Peering Initiieren.

Cluster-Peering von dem Remote-Cluster initiieren a. Geben Sie die Management-IP-Adresse des

(gilt, wenn Sie eine benutzerdefinierte Passphrase Remote-Clusters ein.

erstellt haben) b. Klicken Sie auf den Link Management URL, um
auf das Remote-Cluster zuzugreifen.

c. Klicken Sie Auf Cluster Peering Erstellen.

d. Geben Sie die LIF-Intercluster-IP-Adressen und
die Passphrase des Initiator-Clusters an.

e. Klicken Sie Auf Peering Initiieren.

f. Greifen Sie auf das Initiator-Cluster zu und
klicken Sie dann auf Peering validieren.

Nachste Schritte

Sie sollten die SVM-Details im SVM-Peering-Fenster angeben, um den Peering-Prozess fortzusetzen.

Erstellen Sie SVM-Peers

Das SVM-Peering ermdglicht Ihnen die Einrichtung einer Peer-Beziehung zwischen zwei Storage Virtual
Machines (SVMs) zur Datensicherung.

Bevor Sie beginnen

Sie mussen eine Peer-Beziehung zwischen den Clustern erstellt haben, in denen die SVMs, die Sie Peer-to-
Peer-residieren mochten.
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Uber diese Aufgabe

* Die Cluster, die Sie als Zielcluster auswahlen kdnnen, werden angezeigt, wenn Sie SVM-Peers mit dem
Fenster Configuration > SVM Peers erstellen.

* Wenn die Ziel-SVM auf einem Cluster in einem System mit ONTAP 9.2 oder friher liegt, kann SVM-
Peering nicht mithilfe von System Manager akzeptiert werden.

@ In diesem Szenario kdnnen Sie SVM-Peering Uber die Befehlszeilenschnittstelle (CLI)
akzeptieren.

Schritte
1. Wahlen Sie die Initiator-SVM aus.

2. Wahlen Sie die Ziel-SVM aus der Liste zulassiger SVMs aus.
3. Geben Sie den Namen der Ziel-SVM im Feld Enter an SVM an.

@ Wenn Sie im Fenster Configuration > SVM Peers navigiert haben, sollten Sie die Ziel-SVM
aus der Liste der Peered-Cluster auswahlen.

4. Initiieren von SVM-Peering.

lhr Ziel ist Tun Sie das...
Initiieren des SVM-Peering vom Initiator-Cluster Klicken Sie auf SVM-Peering initiieren.
SVM-Peering vom Remote-Cluster akzeptieren @ Gilt fiir nicht zuléssige SVMs

a. Geben Sie die Managementadresse des
Remote-Clusters an.

b. Klicken Sie auf den Link Management URL, um
das SVM Peer-Fenster des Remote-Clusters
aufzurufen.

c. Akzeptieren Sie auf dem Remote-Cluster die
Anforderung ausstehender SVM Peer.

d. Greifen Sie auf das Initiator-Cluster zu und
klicken Sie dann auf Peering validieren.

5. Klicken Sie Auf Weiter.

Nachste Schritte

Im Fenster ,Zusammenfassung“ kdnnen die Clusterschnittstellen, die Cluster-Peer-Beziehung und die SVM-
Peer-Beziehung angezeigt werden.

Wenn Sie System Manager zum Erstellen der Peer-Beziehung verwenden, lautet der Verschlisselungsstatus
standardmaRig ,Enabled”.

Was Passphrases sind

Sie kdnnen eine Passphrase verwenden, um Peering-Anforderungen zu autorisieren. Sie kdnnen eine
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benutzerdefinierte Passphrase oder eine vom System generierte Passphrase fur Cluster-Peering verwenden.

 Sie kdnnen eine Passphrase im Remote-Cluster generieren.
* Die erforderliche Mindestlange fir eine Passphrase betragt acht Zeichen.
» Die Passphrase wird basierend auf dem IPspace generiert.

* Wenn Sie eine vom System generierte Passphrase fiir Cluster-Peering verwenden, wird nach der Eingabe
der Passphrase im Initiator-Cluster das Peering automatisch autorisiert.

* Wenn Sie eine benutzerdefinierte Passphrase fur Cluster-Peering verwenden, missen Sie zum Remote-
Cluster navigieren, um den Peering-Prozess abzuschliel3en.

Verwalten von Clustern

Dashboard-Fenster fiir System Manager - ONTAP 9.7 und friiher

D

as Dashboard-Fenster in ONTAP System Manager Classic (erhaltlich in ONTAP 9.7 und

frher) enthalt mehrere Panels, die Ihnen auf einen Blick kumulative Informationen Uber
Ihr System und seine Performance bieten.

Uber das Dashboard-Fenster kénnen Sie Informationen zu wichtigen Warnmeldungen und
Benachrichtigungen, zur Effizienz und Kapazitat von Aggregaten und Volumes, zu den in einem Cluster
verfigbaren Nodes, den Status der Nodes in einem HA-Paar, den aktivsten Applikationen und Objekten
anzeigen, Und die Performance-Kennzahlen eines Clusters oder Node.
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« Warnungen und Benachrichtigungen

Zeigt alle rot angezeigten Warnmeldungen an, z. B. EMS-Notfallereignisse, Offline-Knotendetails,
fehlerhafte Festplattendetails, risikoreichen Lizenzberechtigungen und Details zum Offline-
Netzwerkanschluss. Zeigt alle Benachrichtigungen in Gelb an, z. B. Benachrichtigungen zur
Systemzustandsiiberwachung, die in den letzten 24 Stunden auf Cluster-Ebene aufgetreten sind,
Lizenzberechtigungen mit mittlerem Risiko, nicht zugewiesene Festplattendetails, die Anzahl der migrierten
LIFs, fehlgeschlagene Volume-Verschiebung Und Volume-Ververschiebungsoperationen, die in den letzten
24 Stunden einen administrativen Eingriff erforderlich waren.

Im Bereich Warnungen und Benachrichtigungen werden bis zu drei Benachrichtigungen angezeigt, Uber
die ein Link Alle anzeigen angezeigt wird. Sie kdnnen auf den Link Alle anzeigen klicken, um weitere
Informationen zu den Warnungen und Benachrichtigungen anzuzeigen.

Das Aktualisierungsintervall fir das Feld Warnungen und Benachrichtigungen betragt eine Minute.
Cluster Ubersicht

Zeigt die Aggregate und Volumes an, die sich der Kapazitat nahern, die Storage-Effizienz eines Clusters
oder Nodes und die Sicherungsdetails der wichtigsten Volumes.

Auf der Registerkarte Kapazitat werden die oberen Online-Aggregate angezeigt, die sich der Kapazitat
nahern, in absteigender Reihenfolge des belegten Speicherplatzes.

Die Registerkarte ,Kapazitat* enthalt einen Link zur Anzahl der Volumes mit der héchsten verwendeten
Kapazitat, wenn Sie in das Feld ,Volumes, die die genutzte Kapazitat Uberschreiten” einen guiltigen Wert
eingeben. Auf ihm wird auRerdem die Menge der inaktiven (kalten) Daten angezeigt, die im Cluster
verflgbar sind.



Auf der Registerkarte ,Effizienz“ werden die Storage-Einsparungen fiir ein Cluster oder Node angezeigt.
Sie kdnnen den insgesamt genutzten logischen Speicherplatz, den insgesamt genutzten physischen
Speicherplatz und die Gesamteinsparungen anzeigen. Sie kdnnen ein Cluster oder einen bestimmten
Node auswahlen, um die Einsparungen durch die Storage-Effizienz anzuzeigen. Bei System Manager 9.5
ist der flir Snapshot Kopien verwendete Speicherplatz nicht in den Werten fir den insgesamt genutzten
logischen Speicherplatz, den insgesamt genutzten physischen Speicherplatz und die Gesamteinsparungen
enthalten. Ab System Manager 9.6 wird der flr Snapshot Kopien verwendete Speicherplatz jedoch in den
Werten fiir den insgesamt genutzten logischen Speicherplatz, den insgesamt genutzten physischen
Speicherplatz und die Gesamteinsparungen enthalten.

Das Aktualisierungsintervall fiir die Cluster-Ubersicht betragt 15 Minuten.

Auf der Registerkarte Schutz werden Informationen zu clusterweiten Volumes angezeigt, die keine
definierten Schutzbeziehungen haben. Es werden nur die FlexVol Volumes und FlexGroup Volumes
angezeigt, die die folgenden Kriterien erflllen:

o Die Volumes sind RW-Volumes und sind online.
o Das Aggregat, das die Volumes enthalt, ist online.

> Die Volumes verfiigen Uber Sicherungsbeziehungen und sind noch nicht initialisiert. Sie kbnnen das
Fenster Volumes aufrufen, um die Volumes anzuzeigen, die Uber keine definierte Sicherungsbeziehung
verflugen.

Auf der Registerkarte Sicherung werden auch die fiinf wichtigsten SVMs mit der hdchsten Anzahl von
Volumes angezeigt, in denen keine definierten Sicherungsbeziehungen definiert sind.

Knoten

Zeigt eine Bilddarstellung der Anzahl und Namen der im Cluster verfiigbaren Nodes und des Status der in
einem HA-Paar aufgeflihrten Nodes an. Sie sollten den Mauszeiger tUber die Bilddarstellung der Nodes
positionieren, um den Status der Nodes in einem HA-Paar anzuzeigen.

Uber den Link Knoten kénnen Sie weitere Informationen zu allen Knoten anzeigen. Sie kénnen auch auf
die Bilddarstellung klicken, um das Modell der Nodes und die Anzahl der in den Nodes verfligbaren
Aggregate, Storage Pools, Shelfs und Festplatten anzuzeigen. Sie kdnnen die Knoten ber den Link
Knoten verwalten verwalten verwalten verwalten verwalten. Sie kdnnen die Nodes in einem HA-Paar
mithilfe des HA-Links managen.

Das Aktualisierungsintervall fir das Bedienfeld Nodes betragt 15 Minuten.
Anwendungen und Objekte

Mit dem Bereich Applikationen und Objekte kénnen Sie Informationen Uber Applikationen, Clients und
Dateien in einem Cluster anzeigen.

Auf der Registerkarte Applikationen werden Informationen Gber die funf wichtigsten Applikationen des
Clusters angezeigt. Sie kdnnen die finf wichtigsten Applikationen entweder auf Basis von IOPS und
Latenz (von niedrig bis hoch oder von hoch zu niedrig) oder der Kapazitat (von niedrig bis hoch oder von
hoch bis niedrig) anzeigen.

Klicken Sie auf das entsprechende Balkendiagramm, um weitere Informationen zur Anwendung
anzuzeigen. Der gesamte Speicherplatz, der genutzte Speicherplatz und der verfligbare Speicherplatz
werden fir die Kapazitat angezeigt, die IOPS-Details werden fiir IOPS angezeigt und die Latenzdetails
werden fir die Latenz angezeigt.

Sie kénnen auf Details anzeigen klicken, um das Anwendungsfenster der jeweiligen Anwendung zu
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offnen.

Auf der Registerkarte Objekte werden Informationen Uber die finf wichtigsten aktiven Clients und Dateien
im Cluster angezeigt. Sie kdnnen die flnf wichtigsten aktiven Clients und Dateien auf Basis von IOPS oder
Durchsatz anzeigen.

@ Diese Informationen werden nur fir CIFS- und NFS-Protokolle angezeigt.

Das Aktualisierungsintervall fir den Bereich Anwendungen und Objekte betragt eine Minute.
* Leistung

Zeigt durchschnittliche Performance-Metriken, Metriken zur Lese-Performance und Metriken zur Schreib-
Performance des Clusters basierend auf Latenz, IOPS und Durchsatz an. Die durchschnittlichen
Performance-Metriken werden standardmaRig angezeigt. Sie kbnnen auf Lesen oder Schreiben klicken,
um die Metriken zur Lese-Performance bzw. Schreib-Performance anzuzeigen. Sie kénnen die
Performance-Metriken des Clusters oder eines Node anzeigen.

Wenn die Informationen zur Cluster-Performance nicht von ONTAP abgerufen werden kénnen, kénnen Sie
das entsprechende Diagramm nicht anzeigen. In diesen Fallen zeigt der System Manager die spezifische
Fehlermeldung an.

Das Aktualisierungsintervall fur die Diagramme im Fenster Leistung betragt 15 Sekunden.

Monitoring eines Clusters mithilfe des Dashboards

Mit dem Dashboard in System Manager kénnen Sie den Systemzustand und die Performance eines Clusters
Uberwachen. Sie kbnnen auch mithilfe des Dashboards Hardware-Probleme und Probleme bei der Storage-
Konfiguration identifizieren.

Schritte

1. Klicken Sie auf die Registerkarte Dashboard, um die Dashboard-Bereiche fir Zustand und Leistung
anzuzeigen.

MetroCluster Umschaltung und zuriickwechseln

Uber MetroCluster Switchover und Switchback

Seit ONTAP System Manager 9.6 kdnnen Sie MetroCluster Switchover und Switchback-
Vorgange nach einem Ausfall nutzen, wodurch alle Nodes im Quellcluster nicht mehr
erreichbar und ausgeschaltet werden. Zudem kann der Switchover-Workflow fur eine
ausgehandelte (geplante) Umschaltung verwendet werden, beispielsweise fur Disaster-
Recovery-Tests oder einen Standort, der zu Wartungszwecken offline geschaltet wird.

Uber MetroCluster Switchover und Switchback

Ab System Manager 9.6 kénnen Sie MetroCluster Switchover- und Switchback-Vorgange verwenden, so dass
ein Cluster-Standort die Aufgaben eines anderen Cluster-Standorts Gbernehmen kann. Diese Funktion
erleichtert lhnen die Wartung oder das Recovery im Falle von Ausfallen.

Durch einen Switchover-Vorgang kann ein Cluster (Standort A) die Aufgaben ibernehmen, die ein anderes

Cluster (Standort B) normalerweise durchfihrt. Nach der Umschaltung kann das Cluster, das Gibernommen
wurde (Standort B), zur Wartung oder Reparatur heruntergefahren werden. Nach Abschluss der Wartung kann
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Standort B gestartet werden und die Heilungsaufgaben abgeschlossen werden. Sie konnen einen Switchback-
Vorgang initiieren, Uber den das reparierte Cluster (Standort B) die Ublicherweise durchgefiihrten Aufgaben
wieder aufnehmen kann.

System Manager unterstiitzt zwei Arten von Umschalttasoperationen, basierend auf dem Status des Remote-
Cluster-Standorts:

 Eine ausgehandelte (geplante) Umschaltung: Sie initiieren diesen Vorgang, wenn geplante
Wartungsarbeiten an einem Cluster durchgefihrt oder Disaster-Recovery-Verfahren getestet werden
mussen.

» Ein ungeplantes Switchover: Sie initileren diesen Vorgang, wenn auf einem Cluster ein Ausfall aufgetreten
ist (Standort B), und Sie mochten, dass ein anderer Standort oder Cluster (Standort A) die Aufgaben des
Clusters, der von der Katastrophe betroffen ist (Standort B), wahrend Sie Reparaturen und
Wartungsarbeiten durchfihren.

In System Manager werden beide Switchover-Vorgange Uber die gleichen Schritte durchgefihrt. Wenn ein
Switchover initiiert wird, bestimmt System Manager, ob der Vorgang maoglich ist und richtet den Workload
entsprechend aus.

Workflow fiir MetroCluster-Umschaltung und zuriickwechseln

Der Gesamtprozess fur den Switchover- und Switch-Workflow umfasst die folgenden drei Phasen:

1. Switchover: Mit dem Switchover-Prozess kdnnen Sie die Steuerung des Storage und des Client-Zugriffs
von einem Quell-Cluster-Standort (Standort B) auf einen anderen Cluster-Standort (Standort A)
Ubertragen. Dank dieses Vorgangs lassen sich unterbrechungsfreie Betriebsablaufe fir Tests und Wartung
gewahrleisten. Dieser Prozess ermoglicht dariiber hinaus ein Recovery nach einem Standortausfall. Bei
Disaster-Recovery-Tests oder geplanten Standortwartungsarbeiten kann ein MetroCluster-Switchover
durchgefiihrt werden, um die Kontrolle an einen Disaster-Recovery-Standort (DR) zu Gbertragen (Standort
A). Bevor der Prozess gestartet wird, miissen mindestens ein der verbleibenden Standort-Nodes vor dem
Switchover betriebsbereit sein. Wenn ein Switchover-Vorgang zuvor auf bestimmten Nodes am DR-
Standort fehlgeschlagen ist, kann der Betrieb auf allen diesen Nodes erneut getestet werden.

2. Standort B Betrieb: Nach Abschluss der Umschaltung schlie3t der System Manager den Heilungsprozess
fur die MetroCluster IP-Konfiguration ab. Die Heilung ist ein geplantes Ereignis, das volle Kontrolle tiber
jeden Schritt gibt, um Ausfallzeiten zu minimieren. Die Reparatur ist ein zweiphasiger Prozess, der fur die
Storage- und Controller-Komponenten durchgefiihrt wird, um die Nodes am reparierten Standort flr den
Switchback-Prozess vorzubereiten. In der ersten Phase werden die Aggregate mithilfe der gespiegelten
Plexe neu synchronisiert und anschlieRend werden die Root-Aggregate erhielt, indem sie zuriick zum
Disaster-Standort verschoben werden.

In der zweiten Phase wird der Standort fir den Switchback-Prozess vorbereitet.

3. Switchback: Nach der Wartung und Reparatur an Standort B initiieren Sie den Switchback-Betrieb, um die
Kontrolle Gber den Speicher und den Client-Zugriff von Standort A nach Standort B zurtickzugeben Fur
einen erfolgreichen Umschalter missen die folgenden Bedingungen vorliegen:

> Die Home-Nodes und Speicher-Shelfs missen eingeschaltet sein und Uber Knoten in Standort A
erreichbar sein

o System Manager muss die Healing-Phase erfolgreich abgeschlossen haben, bevor Sie den
Switchback-Betrieb starten kénnen.

> Alle Aggregate in Standort A sollten den Status ,gespiegelt” aufweisen und kénnen nicht im Status
.beeintrachtigt® oder ,neu synchronisiert” sein.

o Alle friiheren Konfigurationsanderungen missen abgeschlossen sein, bevor Sie einen Switchback-
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Vorgang durchfiihren. Dadurch wird verhindert, dass diese Anderungen mit dem ausgehandelten
Switchover- oder Switchback-Betrieb konkurrieren.

Flussdiagramm zum Umschalten zwischen MetroCluster und Umschalten des Workflows

Im folgenden Flussdiagramm werden die Phasen und Prozesse dargestellt, die beim Starten des
Umschalttaops und des Umschalttaops auftreten.

System Manager

Start

User initiates switchover by clicking
Switchover Site B from Site A

.

Switchowver starts

v

Planned switchover of
Site B by Site A occurs
1 ONTAP

Switchover completes

Maintenance is performed

-

Aggregates are healed

L J
User initiates switchback
of Site B from Site A

.

Switchback starts

v

Switchback completes

.

Both sites are up and running
In MetroCluster configuration
synced condition

Bereiten Sie die Umschalttavorgédnge vor und wechseln Sie zuriick

Bevor ein Switchover mit ONTAP System Manager Classic 9.6 durchgefuhrt wird, sollten
die erforderlichen Schritte auf dem betroffenen Standort Gberpruft werden.

62



Schritte

1. Wenn Sie eine Wiederherstellung nach einer Katastrophe an Standort B durchfiihren, missen Sie die
folgenden Schritte durchfiihren:

a. Reparieren oder ersetzen Sie beschadigte Festplatten oder Hardware.
b. Stromversorgung wiederherstellen.
c. Beheben Sie Fehler, die auftreten.
d. Notfallstandort aufbringen.
2. Stellen Sie sicher, dass im Cluster folgende Bedingungen vorhanden sind:
> Beide Standorte befinden sich im aktiven Zustand, wenn eine geplante Umschaltung durchgefihrt wird.
° Das MetroCluster System verwendet den Konfigurationstyp ,IP Fabric®.

> Beide Standorte arbeiten mit einer Konfiguration mit zwei Nodes (zwei Nodes pro Cluster). Standorte
mit einer Konfiguration mit einem oder vier Nodes werden mit System Manager nicht fir Switchover-
und Switchover-Vorgange unterstitzt.

3. Wenn Sie den Remote-Standort (Standort B) vom lokalen Standort (Standort A) starten, stellen Sie sicher,
dass an Standort B System Manager 9.6 oder eine neuere Version ausgefihrt wird.

Benennen Sie die lokale MetroCluster-Website (Standort A) mit System Manager - ONTAP 9.7 und
frither um

Sie kénnen ONTAP System Manager Classic (verfugbar in ONTAP 9.7 und friiher) verwenden, um die lokale
MetroCluster-Site (Standort A) in einem Cluster umzubenennen.

Schritte
1. Klicken Sie Auf Konfiguration > Konfigurationsaktualisierungen.

2. Klicken Sie auf Cluster-Name aktualisieren.
3. Aktualisieren Sie den Namen im Textfeld und klicken Sie dann auf Absenden.

Sie kénnen den aktualisierten Namen anzeigen, wenn der Status der MetroCluster-Website A angezeigt
wird.

4. Um den aktualisierten Namen von MetroCluster-Standort A anzuzeigen, wenn Sie ihn vom Remote-
Standort (Standort B) aus anzeigen, fihren Sie den folgenden Befehl in der CLI auf dem Remote-Standort
(Standort B) aus: cluster peer modify-local-name

Durchfiihren einer ausgehandelten Umschaltung

Ab System Manager 9.6 kann eine ausgehandelte (geplante) Umschaltung auf einen
MetroCluster Standort initiiert werden. Dieser Vorgang ist nutzlich, wenn Sie Disaster-
Recovery-Tests oder geplante Wartungsarbeiten am Standort durchfihren mochten.

Schritte

1. Verwenden Sie in System Manager die Anmeldeinformationen des Clusteradministrators, um sich an der
lokalen MetroCluster-Site (Standort A) anzumelden.

2. Klicken Sie auf Konfiguration > MetroCluster
Das Fenster ,MetroCluster Switchover/Switchback Operations® wird angezeigt.

3. Klicken Sie Auf Weiter.
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Im Fenster MetroCluster Switchover und Switch Back Operations werden der Status der Vorgange
angezeigt und System Manager Uberpruft, ob eine Umschaltung mdglich ist.
4. Fihren Sie einen der folgenden Teilschritte durch, wenn der Validierungsprozess abgeschlossen ist:
> Wenn die Validierung erfolgreich ist, fahren Sie mit Schritt fort "5".

> Wenn die Validierung fehlschlagt, aber Standort B aktiv ist, ist ein Fehler aufgetreten, z. B. ein Problem
mit einem Subsystem oder die NVRAM-Spiegelung ist nicht synchronisiert. Sie kdnnen einen der
folgenden Prozesse ausflhren:

= Beheben Sie das Problem, das den Fehler verursacht, klicken Sie auf SchlieBen und starten Sie
dann erneut bei Schritt "1".

= Stoppen Sie die Knoten Standort B, klicken Sie auf SchlieBen und fiihren Sie die Schritte unter
aus Durchfuhrung einer ungeplanten Umschaltung.

> Wenn die Validierung fehlschlagt und Standort B nicht verflgbar ist, liegt wahrscheinlich ein
Verbindungsproblem vor. Uberpriifen Sie, ob Standort B wirklich ausgefallen ist, und fiihren Sie die
Schritte unter aus Durchflhrung einer ungeplanten Umschaltung.

5. Klicken Sie auf Umschaltung von Standort B zu Standort A, um den Umstellungsprozess zu starten.

Es wird eine Warnmeldung angezeigt, die Sie darauf hinweist, dass durch den Switchover alle Data SVMs
an Standort B angehalten und an Standort A neu gestartet wird

6. Wenn Sie fortfahren mdchten, klicken Sie auf Ja.
Der Switchover-Prozess beginnt. Die Zustande von Standort A und Standort B werden Uber den grafischen
Darstellungen ihrer Konfigurationen angezeigt. Wenn der Umschaltvorgang fehlschlagt, wird eine
Fehlermeldung angezeigt. Klicken Sie Auf SchlieBen. Beheben Sie alle Fehler, und starten Sie erneut bei
Schritt "1"

7. Warten Sie, bis System Manager zeigt, dass die Reparatur abgeschlossen ist.

Nach Abschluss der Heilung ist Standort B betriebsbereit und die Systeme bereiten den Switchback-
Prozess vor.

Wenn die Vorbereitungen fur den Switchback-Prozess abgeschlossen sind, ist die Schaltflache Switch
Back von Standort A nach Standort B unten im Fenster aktiv.

8. Fuhren Sie die Schritte in aus, um mit dem Wechsel zurtick fortzufahren Zurtickwechseln.

Durchfiihrung einer ungeplanten Umschaltung

Ab System Manager 9.6 kdnnen Sie eine ungeplante Umschaltung eines MetroCluster
Standorts initiieren. Dieser Vorgang ist nach einem Ausfall oder einem Ausfall hilfreich.

Bevor Sie beginnen

Die MetroCluster wird im normalen Betrieb ausgefiihrt. Die Nodes im lokalen Cluster (Standort A) sind jedoch
aktiv, die Nodes im Remote-Cluster (Standort B) sind jedoch nicht verflgbar.

Schritte
1. Uberpriifen Sie, ob Standort B tatsachlich ausgefallen ist.

Ein Verbindungsfehler kann dazu fiihren, dass Standort B nicht verflgbar ist.
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@ Der Switchover-Prozess mit Standort B up zu starten kann zu katastrophalen Ergebnissen
fUhren.

2. Melden Sie sich bei System Manager mithilfe der Anmeldedaten des Cluster-Administrators bei der lokalen
MetroCluster-Site (Site A) an.

3. Klicken Sie auf Konfiguration > MetroCluster
Das Fenster ,MetroCluster Switchover/Switchback Operations® wird angezeigt.
4. Klicken Sie Auf Weiter.

Im Fenster MetroCluster Switchover/Switch Back Operations wird der Status der Vorgange angezeigt und
System Manager uberprift, ob eine Umschaltung moglich ist.

5. Wenn der Validierungsprozess abgeschlossen ist, klicken Sie auf Umschaltstelle B zu Standort A, um
den Switchover-Prozess zu initiieren.

Es wird eine Warnmeldung angezeigt, die Sie darauf hinweist, dass der Umschaltvorgang von Standort B
zu Standort A steuert Der Status von Standort B sollte ,UNERREICHBAR® lauten, und alle Knoten von
Standort B werden rot angezeigt.

Wie in Schritt angegeben "1", Standort B muss eigentlich ausgefallen sein und nicht nur
@ unverbunden. Zudem sollte berlcksichtigt werden, dass der Switchover-Vorgang zu
Datenverlust flihren kann.

6. Wenn Sie fortfahren mochten, stellen Sie sicher, dass das Kontrollkastchen aktiviert ist, und klicken Sie
dann auf Ja.

Der Switchover-Prozess beginnt. Die Zustande von Standort A und Standort B werden Uber den grafischen
Darstellungen ihrer Konfigurationen angezeigt. Wenn der Umschaltvorgang fehlschlagt, wird eine
Fehlermeldung angezeigt. Klicken Sie Auf SchlieBen. Beheben Sie alle Fehler, und starten Sie erneut bei
Schritt "1"

7. Fuhren Sie alle erforderlichen Wartungsaktivitaten flr Standort B. durch

8. Stellen Sie sicher, dass Standort B verflgbar ist.
Der Heilungsprozess beginnt. Wenn der Healing von System Manager angezeigt wird, ist Standort B
betriebsbereit und die Systeme bereiten den Switchback-Prozess vor. Die Schaltflache Switchback von
Standort A nach Standort B wird unten im Fenster angezeigt.

9. Fahren Sie mit fort Zurtickwechseln So starten Sie den Switchback-Betrieb.

Zuriickwechseln

Ab System Manager 9.6 konnen Sie einen Switchback-Vorgang durchfuhren, der nach
Abschluss des Switchover-Vorgangs die Kontrolle Gber den urspriinglichen MetroCluster
Standort (Standort B) wiederherstellt.

Bevor Sie beginnen
Bevor Sie einen Switchback-Vorgang durchfiihren, missen Sie die folgenden Aufgaben ausfihren:

» Sie missen die MetroCluster-Sites bis vorbereiten Durchflhren einer ausgehandelten (geplanten)
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Umschaltung Oder Durchflihrung einer ungeplanten Umschaltung.

* Wenn wahrend des Heilvorgangs Fehler aufgetreten sind, missen Sie die angezeigten Anweisungen
befolgen, um sie zu beheben.

* Wenn der Status des Remote-Standorts als ,Vorbereitungen fir den Wechsel zuriick"angezeigt
wird, werden die Aggregate weiterhin neu synchronisiert. Sie sollten warten, bis der Status des Remote-
Standorts angibt, dass er fur den Wechsel bereit ist.

Uber diese Aufgabe

Wenn ein Switchover erfolgreich durchgefuhrt wird, wird das Fenster MetroCluster Switchover und Switch Back
Operations angezeigt. Das Fenster zeigt den Status beider Standorte an und enthalt eine Meldung, die lhnen
anzeigt, dass der Vorgang erfolgreich war.

Schritte
1. Klicken Sie auf Switch Back von Standort A nach Standort B, um den Switchback-Betrieb zu starten.

Eine Warnmeldung gibt an, dass der zurtickkehrende Vorgang die Steuerung des MetroCluster an Standort
B zuriickgibt und dass der Vorgang moglicherweise eine gewisse Zeit in Anspruch nehmen kann.

2. Wenn Sie fortfahren mochten, klicken Sie auf Ja.

3. Fuhren Sie einen der folgenden Teilschritte durch, wenn der Switch-Back-Vorgang abgeschlossen ist:

> Wenn der Vorgang zum Umkehren erfolgreich war, klicken Sie auf Fertig, um den Abschluss der
MetroCluster-Vorgange zu bestatigen.

Bis Sie den Abschluss des Vorgangs zum Rickwechseln bestatigen, wird im System
Manager weiterhin die Meldung angezeigt, dass der Vorgang abgeschlossen wurde. Sie

@ koénnen erst dann einen anderen Vorgang starten oder den nachfolgenden
Umschalttavorgang Gberwachen, wenn Sie den Abschluss des Switchback-Vorgangs
bestatigen.

o Wenn der Vorgang zum zurlickwechseln nicht erfolgreich ist, werden oben im Statusbereich
Fehlermeldungen angezeigt. Nehmen Sie ggf. Korrekturen vor, und klicken Sie auf Switch Back von
Standort A nach Standort B, um den Prozess erneut zu versuchen.

Fenster ,,MetroCluster Switchover” und ,,Switchback Operations“

Ab System Manager 9.6 konnen Sie mithilfe des MetroCluster Switchover- und Switch-
Operations-Fensters eine ausgehandelte (geplante) Umschaltung oder eine ungeplante
Umschaltung von einem Standort oder Cluster (Standort B) zu einem anderen Standort
oder Cluster (Standort A) initiieren. Nachdem Sie an Standort B Wartungsarbeiten oder
Reparaturen durchgefiuhrt haben, kdnnen Sie einen Wechsel von Standort A zu Standort
B initileren und den Status des Vorgangs in diesem Fenster anzeigen.

Befehlsschaltflachen

* Umschalten von Standort B zu Standort A
Initiilert den Prozess, der Standort B zu Standort A umschaltet
» Switch-Back-Standort A an Standort B

Initiiert den Prozess, der Standort A zurtick zu Standort B schaltet
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Andere Aktionen
* * Navigieren Sie zum Cluster Standort B*
Geben Sie die Cluster-Management-IP-Adresse von Standort B ein
* Checkbox fiir ungeplante Umschaltung

Wenn Sie eine ungeplante Umschaltung initiieren mdchten, aktivieren Sie das Kontrollkdstchen mit nicht
geplanter Umschaltung fortfahren.

Statusbereiche

Wahrend das System sich Uber- oder zurlickschaltet, wird der Status von System Manager mit den folgenden
Methoden angezeigt:

» Grafik der Fortschrittslinie

Zeigt Phasen der Vorgange an und gibt die Phasen an, die abgeschlossen wurden. Die Phasen lauten
Switchover, Standort B Operations und Switchback.

* Details Anzeigen
Zeigt eine Liste der zeitgestempelten Systemereignisse als Fortschritt des MetroCluster-Betriebs an.
* Lokal: Website A

Zeigt eine Grafik der Konfiguration des Clusters an Standort A an, einschlieBlich des Status dieser Site,
wahrend sie die Phasen des Vorgangs durchlaufen.

* Fernbedienung: Standort B

Zeigt eine Grafik der Konfiguration des Clusters an Standort B an, einschlieRlich des Status dieser Site,
wahrend sie die Phasen des Vorgangs durchlaufen.

Wenn Sie sich bei Standort B anmelden und das Fenster MetroCluster-Umschaltung und Switchback-
Vorgange anzeigen, wird der Status von Standort A als ,INAKTIV* angezeigt und der Status von Standort B
wird als ,SWITCHOVER-MODUS" angezeigt.

Konfigurieren Sie Applikationen mit System Manager - ONTAP 9.7 und friiher

Mit vordefinierten Applikationsvorlagen konnen Sie in ONTAP System Manager Classic
(verfugbar in ONTAP 9.7 und friher) neue Konfigurationen erstellen, die auf vorhandenen
Applikationsvorlagen basieren. Sie konnen dann Instanzen der Applikation im ONTAP
bereitstellen.

Sie konfigurieren Anwendungen, indem Sie auf Anwendungen &Tiers > Anwendungen klicken.

Wenn jemand neue Anwendungen mithilfe der CLI oder DER REST-API hinzufiigt, wahrend Sie
die Liste der Anwendungen anzeigen, kdnnen Sie diese neuen Anwendungen nicht anzeigen,
wenn Sie durch die Liste blattern.

Die folgenden Applikationen kénnen in System Manager konfiguriert werden:
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Allgemeine Anwendungen

* NAS-Container (Volume wird zu NFS- oder CIFS-Clients exportiert)

+ Allgemeine SAN-Anwendung (Satz von LUNSs, die auf den Anwendungsserver exportiert wurden)
» Datenbanken*

* MongoDB (Uber SAN)

* Oracle (Uber NFS oder SAN)

» Oracle (Real Application Cluster ber NFS oder SAN)

* Microsoft SQL Server (iber SAN oder SMB )

* Virtuelle Infrastruktur®

« Virtuelle Server (mit VMware, Hyper-V oder XEN)
Verwandte Informationen

"ONTAP-Konzepte"

Stellen Sie mit System Manager — ONTAP 9.7 und friiher eine grundlegende Vorlage bereit

Mit ONTAP System Manager Classic (erhaltlich in ONTAP 9.7 und friher) lassen sich
Grundvorlagen fur SAP HANA schnell bereitstellen.

Uber diese Aufgabe

Als Cluster-Administrator konnen Sie Applikationen bereitstellen, indem Sie eine grundlegende Vorlage
konfigurieren. Das Beispiel beschreibt die Konfiguration des SAP HANA-Servers.

Schritte
1. Klicken Sie Auf Anwendungen & Tiers > Anwendungen

2. Wahlen Sie auf der Registerkarte Basic die Vorlage SAP HANA Server aus.
3. Geben Sie im Abschnitt DatenbankdetailsFolgendes an:

o Datenbankname

o DatenbankgrofRe

> Protokollgrofe

o Tempdb-GroRRe

o Anzahl der Serverkerne

> Hinweise zu HA-Controllern

4. Klicken Sie Auf Storage Bereitstellen

Ergebnisse
Die Anwendung SAP HANA Server wird bereitgestellt.

Verwandte Informationen

"Feldbeschreibungen finden Sie unter Einstellungen fir die Anwendungsbereitstellung"
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Storage-Service-Definitionen fiir System Manager - ONTAP 9.7 und friiher

ONTAP System Manager Classic (verfuigbar in ONTAP 9.7 und friher) umfasst
vordefinierte Storage-Services, die den entsprechenden minimalen Performance-
Faktoren zugeordnet sind.

Die tatsachliche Menge an Storage-Services, die in einem Cluster oder einer SVM verfligbar sind, hangt von
der Storage-Art ab, aus der ein Aggregat in der SVM besteht.

Die folgende Tabelle zeigt, wie die minimalen Performance-Faktoren den vordefinierten Storage-Services
zugeordnet werden:

Storage-Service Erwartete IOPS IOPS- Minimale Geschatzte Werden IOPS
(SLA) Spitzenwerte Volume-IOPS Latenz erzwungen?
(SLO)
Wert 128 pro TB 512 pro TB 75 17 ms Bei AFF: Ja

Ansonsten: Nein
Performance 2048 pro TB 4096 pro TB 500 2ms Ja.

Extrem 6144 pro TB 12288 pro TB 1000 1ms Ja.

Die folgende Tabelle definiert das verfligbare Storage-Service-Level fir jeden Medien- oder Node-Typ:

Medien oder Node Verfiigbares Storage Service Level
Festplatte Wert
Festplatte einer virtuellen Maschine Wert
Hybrid Wert
Flash mit optimierter Kapazitat Wert

Solid State Drive (SSD) - kein All Flash FAS System  Wert

Performance-optimierter Flash — SSD (AFF) Hochste Leistung, Mehrwert

Fiigen Sie Microsoft SQL Server iiber SAN zu System Manager - ONTAP 9.7 und friiher hinzu

Sie konnen die Registerkarte Erweitert verwenden, um ONTAP System Manager Classic
(verfugbar in ONTAP 9.7 und friher) eine Instanz von Microsoft SQL Server uber SAN
hinzuzufigen.

Uber diese Aufgabe

Im folgenden Verfahren wird beschrieben, wie Sie eine Microsoft SQL Server-Instanz Gber SAN zu System
Manager hinzufligen. Sie kdnnen SMB nur als Exportprotokoll auswahlen, wenn das Cluster fiir CIFS lizenziert
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ist. Dieses muss auf der Storage Virtual Machine (SVM) konfiguriert werden.

Schritte
1. Klicken Sie Auf Anwendungen & Tiers > Anwendungen

2. Klicken Sie auf der Registerkarte * Erweitert* auf Hinzufiigen

3. Wahlen Sie im MenU * Microsoft SQL Server Instance* aus.

@ Die Dropdown-Liste enthalt eine Liste aller verfigbaren Anwendungstypen und
Vorlagentypen.

Das Fenster Microsoft SQL Server-Instanz hinzufligen wird angezeigt.

4. Geben Sie folgende Details an:
o Datenbankname
o Grofde der Datenbank und erforderliche ONTAP Service-Level
o Anzahl der Serverkerne
o Protokollgréfie und der erforderliche ONTAP Service-Level
o Bereitstellung fur Tempdb

Geben Sie an, ob der Server flr Tempdb bereitgestellt werden soll.
o Exportprotokoll (SMB oder SAN)
Legen Sie SAN fest

o Host-Betriebssystem
o Das LUN-Format
o Host-Zuordnung

5. Klicken Sie Auf Anwendung Hinzufiigen

Ergebnisse
Die Microsoft SQL Server-Instanz tber SAN wird zu System Manager hinzugeflgt.

Einstellungen fiir die Applikations-Bereitstellung in System Manager - ONTAP 9.7 und friiher

Sie mussen Einzelheiten zum Einrichten einer einfachen oder erweiterten Vorlage fur
eine Datenbank, einen Server oder einen virtuellen Desktop in ONTAP System Manager
Classic (erhaltlich in ONTAP 9.7 und friher) angeben. Nachdem eine Anwendung
bereitgestellt wurde, kdnnen Sie die Details bearbeiten und eine Grélkenanderung
angeben (nur hdohere Groke). In diesem Abschnitt werden die Felder in den einzelnen
Vorlagen beschrieben. Es werden nur die Felder angezeigt, die fur die Bereitstellung oder
Bearbeitung der Einstellungen der spezifischen Anwendung erforderlich sind.

Details fur Microsoft SQL-Datenbankapplikationen liber SAN

Sie geben die folgenden Informationen ein, um Microsoft SQL-Datenbankanwendungen tber SAN
bereitzustellen, oder bearbeiten Sie die Einstellungen:
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* Datenbankname

Pflichtfeld: Der Name der Datenbank, die Sie konfigurieren; dieser String wird als Prafix beim Bereitstellen
von Speicher fir jede Datenbank verwendet.

* DatenbankgroRe
Obligatorisch: Die GroRRe der Datenbank, in Einheiten von MB, GB, TB oder PB.
* ONTAP Service Level fur Datenbank
Obligatorisch: Der Service-Level fiir die Datenbank.
* ProtokollgroRe
Obligatorisch: GréRRe des Datenbankprotokolls in Einheiten von MB, GB, TB oder PB.
* ONTAP Service Level fiir Log
Obligatorisch: Service-Level fur das Protokoll.
* Tempdb
Obligatorisch: Die GroRe der tempdb-Datenbank in Einheiten von MB, GB, TB oder PB.
* Exportprotokoll
Pflichtfeld: Das Exportprotokoll ist SAN
* Anzahl der Serverkerne (auf dem SQL Server)
Gibt die Anzahl der CPU-Kerne auf dem Datenbank-Server in Schritten von 2 an.
* Spanne HA-Controller-Knoten

Gibt an, ob Storage-Objekte auf einem hochverfligbaren Node-Paar erstellt werden sollen.

Details zur Bereitstellung einer SAP HANA-Datenbank

» Active SAP HANA-Knoten

Die Anzahl der aktiven SAP HANA-Knoten. Die maximale Anzahl der Nodes betragt 16.
» SpeichergroRe pro HANA-Node

Die Speichergrofie eines einzelnen SAP HANA-Node.
+ DatenfestplattengrofRe pro HANA-Node

Die DatenfestplattengréRe fur jeden Node.

@ Wenn auf 0 gesetzt, wird das obige Feld Speichergrofie verwendet, um die Gréke des
Datenbereichs zu berechnen.
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Details fur Microsoft SQL Database Applikationen tiber SMB

Sie geben die folgenden Informationen ein, um Microsoft SQL Database Applikationen Gber SMB
bereitzustellen, oder bearbeiten Sie die Einstellungen:

* Datenbankname

Pflichtfeld: Der Name der Datenbank, die Sie konfigurieren; dieser String wird als Prafix beim Bereitstellen
von Speicher fur jede Datenbank verwendet.

» Datenbankgrofle
Obligatorisch: Die GréRRe der Datenbank, in Einheiten von MB, GB, TB oder PB.
» * Datenbank Service Level*
Obligatorisch: Der Service-Level fiir die Datenbank.
* Anzahl der Serverkerne (auf dem SQL Server)
Gibt die Anzahl der CPU-Kerne auf dem Datenbank-Server in Schritten von 2 an.
* ProtokollgroRe
Obligatorisch: GréRe des Datenbankprotokolls in Einheiten von MB, GB, TB oder PB.
» Service Level Protokollieren

Obligatorisch: Service-Level fur das Protokoll.

Bereitstellung fiir Tempdb

Obligatorisch: Gibt an, ob tempdb bereitgestellt wird.
* Exportprotokoll

Pflicht: Das Exportprotokoll ist SMB oder SAN.

SMB kann nur ausgewahlt werden, wenn das Cluster fur CIFS lizenziert ist, das fur die SVM konfiguriert
wurde.

» Zugriff auf Benutzer gewédhren
Obligatorisch: Zugriffsebene fir die Anwendung.
* Berechtigung

Obligatorisch: Die Berechtigungsstufe fur die Anwendung.

Details fiir ein SQL Server-Konto

Sie geben die folgenden Informationen ein, um vollstandigen Zugriff auf die SQL Server-Konten zu erhalten:

@ Das Installationskonto wird erteilt SeSecurityPrivilege.
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* SQL Server Service-Konto
Obligatorisch: Dies ist ein bereits vorhandenes Domain-Konto; bitte angeben als domain\user.
» SQL Server Agent Service-Konto

Optional: Dies ist dieses Domanenkonto, wenn der SQL Server Agent Service konfiguriert ist, geben Sie im
Format Domain\user an.

Details zu Oracle Database Applikationen finden

Sie geben die folgenden Informationen ein, um Oracle-Datenbankapplikationen bereitzustellen, oder
bearbeiten Sie die Einstellungen:

e Datenbankname

Pflichtfeld: Der Name der Datenbank, die Sie konfigurieren; dieser String wird als Prafix beim Bereitstellen
von Speicher fir jede Datenbank verwendet.

» Datendatei-GroRe
Obligatorisch: Die GréRe der Datendatei in Einheiten von MB, GB, TB oder PB.
* ONTAP Service Level fiur Datendatei
Obligatorisch: Der Service-Level fiir die Datendatei.
* GroRe Der Redo Log-Gruppe
Pflichtfeld: Grofie der Redo-Protokollgruppe in Einheiten von MB, GB, TB oder PB.
* ONTAP Service Level fiir Redo Log Gruppe
Obligatorisch: Der Service-Level fur die Wiederherstellungsprotokoll-Gruppe.
» Archiv ProtokoligroRe
Obligatorisch: Die GroRRe des Archivprotokolls, in Einheiten von MB, GB, TB oder PB.
* ONTAP Service Level fiir das Archiv Log
Obligatorisch: Service-Level fur die Archivgruppe.
* Exportprotokoll
Exportprotokoll: SAN oder NFS
* Initiatoren
Eine durch Komma getrennte Liste der Initiatoren (WWPN oder IQN) in der Initiatorgruppe.
» Zuschuss fiir den Host

Der Hostname, dem die Anwendung Zugriff gewahrt.
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Details fir MongoDB Applikationen

Sie geben die folgenden Informationen ein, um MongoDB Applikationen bereitzustellen, oder bearbeiten Sie
die Einstellungen:

* Datenbankname

Pflichtfeld: Der Name der Datenbank, die Sie konfigurieren; dieser String wird als Prafix beim Bereitstellen
von Speicher fur jede Datenbank verwendet.

* GroRe Des Datensatzes
Obligatorisch: Die GroRRe der Datendatei in Einheiten von MB, GB, TB oder PB.
* ONTAP Service Level fiur Datensatz
Obligatorisch: Der Service-Level fiir die Datendatei.
* Replikationsfaktor
Obligatorisch: Die Anzahl der Replikationen.
» Zuordnung fiir priméaren Host
Pflichtfeld: Der Name des primaren Hosts.
* Mapping fiir Replikathost 1
Obligatorisch: Der Name des ersten Host-Replikats.
» Mapping fiir Replica Host 2

Pflichtfeld: Name des zweiten Host-Replikats.

Details zu Virtual Desktop Applications

Sie geben die folgenden Informationen ein, um Virtual Desktop Infrastructures (VDI) bereitzustellen oder die
Einstellungen zu bearbeiten:

* Durchschnittliche Desktop-GroRe (verwendet fiir den SAN Virtual Desktop)
Anhand dieser wird die Thin Provisioning-Grofie der einzelnen Volumes in MB, GB, TB oder PB ermittelt.
* Desktop-GroRe

Hiermit wird die GroRe der Volumes festgelegt, die in Einheiten von MB, GB, TB oder PB bereitgestellt
werden sollen.

* ONTAP Service Level fiir Desktops
Obligatorisch: Der Service-Level fiir die Datendatei.
* * Anzahl der Desktops*

Diese Zahl wird verwendet, um die Anzahl der erstellten Volumes zu bestimmen.
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@ Dies wird nicht zur Bereitstellung der Virtual Machines verwendet.

* Wahlen Sie Hypervisor

Der fir diese Volumes verwendete Hypervisor; der Hypervisor bestimmt das korrekte Datastore-Protokoll.
Die Optionen sind VMware, Hyper-V oder XenServer/KVM.

* Desktop Persistenz*

Bestimmen, ob der Desktop persistent oder nicht persistent ist. Durch die Auswahl der Desktop-Persistenz
werden die Standardwerte flr das Volume festgelegt, beispielsweise Richtlinien fir Snapshot Zeitplane
und Deduplizierung in der Nachbearbeitung. Inline-Effizienzfunktionen sind fiir alle Volumes standardmaRig
aktiviert.

@ Diese Richtlinien kénnen nach der Bereitstellung manuell gedndert werden.

Datastore Prefix

Der eingegebene Wert wird verwendet, um die Namen der Datastores zu generieren und, falls zutreffend,
den Namen der Exportrichtlinie oder den Freigabennamen.

* Exportprotokoll

Exportprotokoll: SAN oder NFS

Initiatoren
Eine durch Komma getrennte Liste der Initiatoren (WWPN oder IQN) in der Initiatorgruppe.
» Zuschuss fiir den Host

Der Hostname, dem die Anwendung Zugriff gewahrt.

Initiatordetails

Sie geben die folgenden Informationen ein, um den Initiator einzurichten:
* Initiatorgruppe
Sie kdnnen eine vorhandene Gruppe auswahlen oder eine neue Gruppe erstellen.
* Name Der Initiatorgruppe
Der Name der neuen Initiatorgruppe.
* Initiatoren

Eine durch Komma getrennte Liste der Initiatoren (WWPN oder IQN) in der Initiatorgruppe.

Die folgenden Felder gelten nur fir SAP HANA Provisioning:
* Betriebssystem des Initiators

Das Betriebssystem der neuen Initiatorgruppe.
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e *FCP Portset*

Der FCP-Portsatz, an den die Initiatorgruppe gebunden ist.

Konfiguration Des Host-Zugriffs

Sie geben die folgenden Informationen ein, um den Hostzugriff auf die Volumes zu konfigurieren:
* Volume Export Konfiguration

Wahlen Sie die Exportrichtlinie aus, die auf die Volumes wahrend der Erstellung angewendet werden soll.
Folgende Optionen stehen zur Verfligung:

o Alle Zulassen

Diese Option impliziert, dass eine Exportregel erstellt wird, die Lese-Schreib-Zugriff auf alle Clients
ermoglicht.

o Erstellen Sie Eine Benutzerdefinierte Richtlinie

Mit dieser Option kénnen Sie eine Liste der Host-IP-Adressen fir den Empfang von Lese-Schreib-
Zugriff angeben.

@ Die Exportrichtlinie fur Volumes kann spater mithilfe von System Manager-Workflows
geandert werden.

* Host-IP-Adressen

Dies ist eine kommagetrennte Liste von |IP-Adressen.

@ Bei NFS-basierten Systemen wird mithilfe des Datastore-Prafixes eine neue Exportrichtlinie
erstellt, und mit welcher Regel auch der Zugriff auf die IP-Liste erfolgt.

Einzelheiten Zur Anwendung

Wenn die Anwendung hinzugefiigt wird, kdnnen Sie die Konfigurationseinstellungen im Fenster
Anwendungsdetails auf der Registerkarte Ubersicht anzeigen. Weitere Details wie NFS oder CIFS Access
und Permissions werden abhangig von dem eineingestellten Applikationstyp angezeigt.

* Typ
Dies ist die Art allgemeiner, Datenbank- oder virtueller Infrastruktur, die erstellt wurde.
+ SVM
Der Name der virtuellen Servermaschine, auf der die Anwendung erstellt wurde.
* GroRe
Gesamtgrofe des Volumes:
 Verfligbar

Die Menge an derzeit im Volume verfligbaren Speicherplatz.
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* Schutz

Der Typ der konfigurierten Datensicherung.

Sie kénnen die Fensterbereiche Components und Volumes erweitern, um Performance-Details tber den
verwendeten Speicherplatz, die IOPS und die Latenz zu erhalten.

@ Die im Teilfenster Komponenten angezeigte verwendete Grofie unterscheidet sich von der in der
CLI angezeigten verwendeten Grof3e.

Bearbeiten Sie eine Anwendung mit System Manager - ONTAP 9.7 und friiher

Mit ONTAP System Manager classic (verfugbar in ONTAP 9.7 und fruher) konnen Sie
eine bereitgestellte Applikation bearbeiten, um die Storage-Grolie zu erhéhen oder die
Snapshot-Kopien der Applikation zu verwalten.

Uber diese Aufgabe

Als Cluster-Administrator kdnnen Sie nach dem Bereitstellen einer Applikation die Grof3e des Storage
bearbeiten. Sie kdnnen auch Snapshot Kopien der Applikation erstellen, wiederherstellen oder I6schen. Im
folgenden Beispiel wird beschrieben, wie eine NAS Container-Anwendung bearbeitet wird.

Schritte
1. Klicken Sie Auf Anwendungen & Tiers > Anwendungen

2. Klicken Sie auf den Namen der NAS-Container-Anwendung.

Wenn jemand neue Anwendungen mithilfe der CLI oder DER REST-API hinzufugt, wahrend
Sie die Liste der Anwendungen anzeigen, konnen Sie diese neuen Anwendungen nicht
anzeigen, wenn Sie durch die Liste blattern.

Auf der Registerkarte Ubersicht des Fensters Anwendungsdetails: nas werden die
Anwendungseinstellungen angezeigt.

3. Klicken Sie Auf Bearbeiten.

Der Edit NAS Container: nas zeigt die aktuelle SpeichergréReneinstellung und die Adresse NFS Access -
Grant Access to Host an.

4. Andern Sie den Wert fiir Storage Total Size.

5. Wahlen Sie im Feld GréReneinheiten im Dropdown-Menu die Option aus, um die Einheiten der richtigen
Grolie festzulegen (Byte, MB, GB oder TB).

6. Wahlen Sie im Feld ONTAP Service Level im Dropdown-Meni den Wert aus.
7. Klicken Sie Auf Speichern.

8. Navigieren Sie zuriick zum Fenster Anwendungsdetails: nas, und wahlen Sie die Registerkarte
Snapshot Kopienaus.

Eine Liste der Snapshot Kopien fiir diese bereitgestellte Applikation wird angezeigt. Sie konnen das Feld
Search verwenden, um nach Snapshot Kopien nach Namen zu suchen.

9. Managen Sie die Snapshot Kopien, indem Sie bei Bedarf die folgenden Aufgaben ausfihren:
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Aufgabe Aktionen

Erstellen Klicken Sie auf Erstellen, um eine neue Snapshot-
Kopie zu erstellen.

Wiederherstellen Aktivieren Sie die Kontrollkastchen neben den
Snapshot Kopien, die Sie wiederherstellen
mochten, und klicken Sie dann auf
Wiederherstellen.

Loschen Aktivieren Sie die Kontrollkastchen neben den
Snapshot Kopien, die Sie I6schen mdchten, und
klicken Sie dann auf Loschen.

Loschen Sie eine Anwendung mit System Manager - ONTAP 9.7 und friiher

Mit ONTAP System Manager classic (verfugbar in ONTAP 9.7 und friher) kbnnen Sie
eine bereitgestellte Anwendung I6schen, wenn sie nicht mehr bendtigt wird.

Uber diese Aufgabe

Als Cluster-Administrator kdnnen Sie sie I6schen, wenn Sie sie nicht mehr bendtigen. Das folgende Beispiel
beschreibt das Léschen einer NAS Container Anwendung.

Schritte
1. Klicken Sie Auf Anwendungen & Tiers > Anwendungen

2. Klicken Sie auf den Namen der NAS-Container-Anwendung.

Wenn jemand neue Anwendungen mithilfe der CLI oder DER REST-API hinzufugt, wahrend
Sie die Liste der Anwendungen anzeigen, konnen Sie diese neuen Anwendungen nicht
anzeigen, wenn Sie durch die Liste blattern.

Auf der Registerkarte Ubersicht des Fensters Anwendungsdetails: nas werden die
Anwendungseinstellungen angezeigt.

3. Klicken Sie Auf Loschen.

In einem Dialogfeld wird eine Warnmeldung angezeigt, in der Sie gefragt werden, ob Sie diese Anwendung
wirklich [6schen méchten.

4. Klicken Sie Auf Loschen.

@ Ein Volume, das mit dem Vorgang zum Loschen von Anwendungen geldscht wurde, wird
nicht in die Wiederherstellungswarteschlange gelegt. Das Volume wird sofort geldscht.

Anwendungen-Fenster in System Manager - ONTAP 9.7 und friiher

Mit ONTAP System Manager Classic (verfugbar in ONTAP 9.7 und friher) kdnnen Sie
eine Liste der Applikationen einer Storage Virtual Machine (SVM) anzeigen. Die Liste
enthalt detaillierte Informationen zu den einzelnen Anwendungen.
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Registerkarten

Abhangig von der Cluster-Konfiguration zeigt System Manager Informationen tber Applikationen mit einer der
folgenden Methoden an:

+ Keine Registerkarten

Detaillierte Informationen zur Applikation, einschlief3lich Name, Typ, Storage-Auslastung, Performance Und
verwandten Themen.

» Zwei Registerkarten
Das Display enthalt zwei Registerkarten mit Informationen zur Anwendung.
o * Erweitert*

Detaillierte Informationen zur Applikation, einschlief3lich Name, Typ, Storage-Auslastung, Performance
Und verwandten Themen.

o Einfach

Grundlegende Informationen zur Anwendung.

Liste von Applikationen

Die Anwendungen fir die ausgewahlte SVM werden auf der Registerkarte * Enhanced* auf folgende Weise in
einer Liste angezeigt:

» Fur System Manager 9.5 und friihere Versionen werden in der Liste bis zu 32 Applikationen angezeigt.

» Fur System Manager 9.6 werden die ersten 25 Applikationen in der Liste angezeigt. Wenn Sie zum Ende
der Liste blattern, werden weitere 25 Anwendungen zur Liste hinzugeflgt. Wenn Sie die Bildlaufleiste
fortsetzen 25, kénnen Sie die Liste bis zu 1000 Anwendungen gleichzeitig hinzufligen.

Spalten auflisten

Die Informationen zu den einzelnen Anwendungen werden in den folgenden Spalten auf der Registerkarte *
Erweitert* angezeigt.

L]
Pfeil erweitern/reduzieren *

Enthalt einen Pfeil, auf den Sie klicken kdnnen, um die Informationen zu einer Detailansicht anzuzeigen
oder um die Informationen zuruick in die Zusammenfassungsansicht zu reduzieren.

* Name

Der Name der Anwendung.
* Typ

Applikationstyp.
+ * Komponente*

Die Komponente der Anwendung.
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* ONTAP Service Level
Der ONTAP Service Level fir die Applikation.
* Verwendung
Ein grafischer Balken, der den Prozentsatz der Nutzung anzeigt.
* Verwendet
Die Menge an Speicherplatz, der von der Applikation verwendet wird.
* Verfiigbar
Die Menge an Speicherplatz, die fur die Anwendung noch verflgbar ist.
» GroRe
Der Grolde der Applikation.
- IOPS
Die Anzahl der ein- und Ausgabevorgange pro Sekunde (IOPS) fiir die Applikation.
* Latenz

Die Hohe der Latenz fur die Applikation.

Eingabefelder

Mit den folgenden Feldern kdnnen Sie die Informationsanzeige andern:
+ SVM

Ermdglicht Ihnen die Anzeige einer Dropdown-Liste der SVMs, aus der Sie die SVM mit den
anzuzeigenden Applikationen auswahlen kénnen.

» Suchfeld
Ermaoglicht die Eingabe eines Anwendungsnamens ganz oder teilweise, um eine Suche basierend auf den
von lhnen verwendeten Kriterien zu initiieren. In der Liste werden dann nur die Applikationen mit Namen
angezeigt, die den Kriterien entsprechen.

» Sortieren nach Feld

Ermaoglicht das Sortieren der Liste von Anwendungen nach Name, Grél3e oder Typ.

Aktionssymbole

Die folgenden Symbole auf der Registerkarte * Erweitert* kbnnen verwendet werden, um Aktionen zu initiieren:

+

Symbol hinzufiigen

Hiermit kdnnen Sie eine Applikation zur ausgewahlten SVM hinzufiigen.
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* Filtersymbol =
Hier kdnnen Sie den Anwendungstyp angeben, der in den Suchergebnissen angezeigt werden soll.

Symbol Anzeige i

Ermoglicht das Umschalten zwischen einer Listenansicht und einer Kartenansicht der
Anwendungsinformationen.

Konfigurations-Update fiir System Manager - ONTAP 9.7 und friiher

Mit ONTAP System Manager Classic (erhaltlich in ONTAP 9.7 und friher) lassen sich die

Administrationsaufgaben von Storage Virtual Machines (SVMs) konfigurieren.

Konfigurieren Sie die Administratoren-Details einer SVM

Mit System Manager kdnnen Sie die Administrationsdetails einer Storage Virtual Machine (SVM) schnell
konfigurieren. Optional kénnen Sie die Administration der SVM an SVM-Administratoren delegieren.

Uber diese Aufgabe

Als SVM-Administrator kdnnen Sie mit System Manager delegierte SVMs nicht managen. Sie kdnnen
derSVMsonly Uber die Befehlszeilenschnittstelle (CLI) verwalten.

Schritte
1. Klicken Sie Auf Konfiguration > Cluster > Konfigurationsupdates.

2. Wahlen Sie auf der Registerkarte SVMs den Knoten aus und klicken Sie dann auf Administratordetails
konfigurieren.

3. Richten Sie im Abschnitt Administratordetails ein Passwort fir den ein vsadmin Benutzerkonto.

4. Wenn Sie eine dedizierte LIF fir SVM-Verwaltung bendtigen, wahlen Sie Erstellen einer logischen
Schnittstelle fiir SVM-Management aus, und geben Sie dann die Netzwerkdetails an.

Fir SAN-Protokolle ist eine dedizierte SVM-Management-LIF erforderlich, bei der Daten- und
Managementprotokolle nicht dieselbe LIF teilen kénnen. Das SVM-Management LIFs kénnen nur auf
Daten-Ports erstellt werden.

5. Geben Sie Netzwerkdetails an:
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lhr Ziel ist Dann...

Geben Sie die IP-Adresse mithilfe eines Subnetzes Wahlen Sie mit einem Subnetz aus.

an

o

b. Wahlen Sie im Dialogfeld Details hinzufligen
das Subnetz aus, dem die IP-Adresse
zugewiesen werden muss.

Far Intercluster-LIFs werden nur die Subnetze
angezeigt, die dem ausgewahlten IPspace
zugeordnet sind.

c. Wenn Sie der Schnittstelle eine bestimmte IP-
Adresse zuweisen mochten, wahlen Sie eine
bestimmte IP-Adresse verwenden aus, und
geben Sie dann die IP-Adresse ein.

Die IP-Adresse, die Sie angeben, wird dem
Subnetz hinzugefiigt, wenn diese IP-Adresse
nicht bereits im Subnetz-Bereich vorhanden ist.

d. Klicken Sie auf OK.

Geben Sie die IP-Adresse manuell an, ohne ein Wahlen Sie ohne Subnetz.

Subnetz zu verwenden

o

b. Fihren Sie im Dialogfeld Details hinzufiigen die
folgenden Schritte aus:

i. Geben Sie die IP-Adresse und
Netzwerkmaske oder das Préafix an.

i. Optional: Geben Sie das Gateway an.
Das Zielfeld wird basierend auf der Familie

der IP-Adresse mit dem Standardwert
gefullt.

ii. Wenn der Standardwert nicht verwendet
werden soll, geben Sie einen neuen Zielwert
an. Wenn keine Route vorhanden ist, wird
automatisch eine neue Route basierend auf
dem Gateway und dem Ziel erstellt.

c. Klicken Sie auf OK.

6. Geben Sie einen Port an, um eine Daten-LIF zu erstellen:
a. Klicken Sie Auf Durchsuchen.

b. Wahlen Sie im Dialogfeld Netzwerkanschluss auswahlen oder Adapter einen Port aus, und klicken
Sie dann auf OK.

Fenster ,,Konfigurationsaktualisierungen

Mit dem Fenster Konfigurationsupdates kdnnen Sie die Konfigurationsdetails fur das Cluster, die Storage
Virtual Machine (SVM) und die Nodes aktualisieren.
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Registerkarten

* Knoten
Ermdglicht Ihnen das Konfigurieren von Details zum Node.
+ SVMs

Ermaoglicht die Konfiguration der Details der SVM.

Registerkarte Knoten

Befehlsschaltflachen

* Knotenname Bearbeiten
Offnet das Dialogfeld Knotenname bearbeiten, in dem Sie den Namen des Knotens &ndern kénnen.
* Erstellen Sie Knoten-Management-LIF

Offnet das Dialogfeld Node-Management-LIF erstellen, das Ihnen erméglicht, eine Node-Management-LIF
zum Verwalten eines bestimmten Node zu erstellen.

* AutoSupport bearbeiten
Offnet das Dialogfeld AutoSupport-Einstellungen bearbeiten, in dem Sie eine E-Mail-Adresse angeben

koénnen, von der aus E-Mail-Benachrichtigungen gesendet werden, und mehrere E-Mail-Adressen der
Hostnamen hinzufligen kénnen.

Registerkarte ,,SVMs*“

Befehlsschaltflache

* Administratordetails Konfigurieren

Offnet das Dialogfeld ,Administratordetails konfigurieren, in dem Sie die Administratordetails der SVM
konfigurieren kdnnen.

Verwandte Informationen
Erstellen eines Clusters

Einrichten eines Netzwerks, wenn ein IP-Adressbereich deaktiviert ist

Verwenden Sie einen Service Processor mit System Manager - ONTAP 9.7 und
friher

Verwenden Sie einen Serviceprozessor mit ONTAP System Manager Classic (erhaltlich
in ONTAP 9.7 und friher), um die Parameter lhres Storage-Systems wie Temperatur,
Spannung, Strom und Luftergeschwindigkeit zu Uberwachen und zu verwalten.
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Isolierung des Managementnetzwerk-Traffic

Es handelt sich um eine Best Practice, um SP/BMC und die EOM Management-Schnittstelle in einem fir
Management-Datenverkehr dedizierten Subnetz zu konfigurieren. Ein laufender Datenverkehr Uiber das
Managementnetzwerk kann zu Performance-Einbufen und Routing-Problemen flhren.

Der Management-Ethernet-Port an den meisten Storage Controllern (angezeigt durch ein
Schraubenschlisselsymbol auf der Riickseite des Chassis) ist mit einem internen Ethernet-Switch verbunden.
Der interne Switch bietet Konnektivitat zum SP/BMC sowie zur EOM Managementoberflache, tber die Sie
mittels TCP/IP-Protokollen wie Telnet, SSH und SNMP auf das Storage-System zugreifen kénnen.

Wenn Sie das Remote-Management-Gerat und EOM verwenden mdchten, missen Sie diese in demselben IP-
Subnetz konfigurieren. Da es sich hierbei um Schnittstellen mit niedriger Bandbreite handelt, empfiehlt es sich,
SP/BMC und EOM in einem fur den Management-Datenverkehr dedizierten Subnetz zu konfigurieren.

Wenn Sie den Verwaltungsdatenverkehr nicht isolieren kénnen oder wenn Ihr dediziertes
Managementnetzwerk ungewdhnlich grol} ist, sollten Sie versuchen, das Volumen des Netzwerkdatenverkehrs
so gering wie moglich zu halten. UbermaBiger Ingress-Broadcast- oder Multicast-Datenverkehr kann die
SP/BMC-Leistung beeintrachtigen.

Einige Storage Controller, z. B. die AFF A800, verfliigen Uber zwei externe Ports: Einen fir BMC
und die andere flr EOM. Fir diese Controller missen BMC und EOM in demselben IP-Subnetz
nicht konfiguriert werden.

Weisen Sie Service-Prozessoren IP-Adressen zu

Mit System Manager kénnen Sie allen Service-Prozessoren gleichzeitig IP-Adressen zuweisen und mit diesen
Service-Prozessoren verschiedene Systemparameter Ihrer Speichersysteme tGberwachen und verwalten.

Schritte
1. Klicken Sie Auf Konfiguration > Cluster > Konfigurationsupdates.

2. Klicken Sie im Fenster Service Processor auf Globale Einstellungen.

3. Wahlen Sie im Dialogfeld Globale Einstellungen die Quelle fur die Zuweisung der IP-Adressen aus:

lhr Ziel ist Dann...

Weisen Sie IP-Adressen automatisch von einem Wahlen Sie DHCP.
DHCP-Server zu

Weisen Sie IP-Adressen einem Subnetz zu Wahlen Sie Subnetz.

Geben Sie manuell IP-Adressen an Wahlen Sie Manuelle Zuweisung.

4. Klicken Sie Auf Speichern.

Service Processor-Einstellungen bearbeiten

Sie kénnen Service-Prozessor-Attribute, z. B. die IP-Adresse, die Netzwerkmaske oder die Prafixlange und die
Gateway-Adresse, mit System Manager andern. Sie kdnnen Service-Prozessoren, die keine IP-Adressen
zugewiesen haben, auch IP-Adressen zuweisen.

Uber diese Aufgabe
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+ Sie kénnen die Einstellungen eines Service Processor bearbeiten, dem eine IP-Adresse manuell
zugewiesen wurde.

 Sie kdnnen die Einstellungen eines Service-Prozessors nicht bearbeiten, dem eine IP-Adresse Uber einen
DHCP-Server oder Uber ein Subnetz zugewiesen wurde.

Schritte
1. Klicken Sie Auf Konfiguration > Cluster > Service Processor.

2. Wahlen Sie im Fenster Service Processor den Service Processor aus, den Sie andern mochten, und
klicken Sie dann auf Bearbeiten.

3. Nehmen Sie im Dialogfeld Service Processor bearbeiten die erforderlichen Anderungen vor und klicken
Sie dann auf Speichern und SchlieRen.

Informationen iiber den Service Processor

Ein Service Processor ist eine systemunabhangige Ressource im Storage-System, die Ihnen dabei hilft,
Parameter wie Temperatur, Spannung, Strom und LUftergeschwindigkeit zu GUberwachen und zu managen.

Wenn der Service-Prozessor bei einem der Storage-Systemparameter eine anormale Bedingung erkennt,
meldet der Service-Prozessor ein Ereignis, benachrichtigt ONTAP Uber das Problem und generiert
AutoSupport-Meldungen ber E-Mail oder SNMP-Traps.

Der Service-Prozessor Uberwacht ONTAP uber einen Watchdog-Mechanismus und kann einen schnellen
Failover zum Partner-Node ermoglichen. Der Service-Prozessor verfolgt zudem zahlreiche Systemereignisse
und speichert die Ereignisse in einer Protokolldatei. Zu den Ereignissen gehdren Boot-Status, Anderungen an
der FRU (Field Replaceable Unit), von ONTAP generierte Ereignisse und der Verlauf der
Benutzertransaktionen.

Der Service Processor kann sich unabhangig vom Status des Storage-Systems Remote einloggen und das
Storage-System verwalten sowie Diagnosen stellen, das System herunterfahren, ein- und wieder starten oder
neu. Darlber hinaus bietet der Service-Prozessor Remote-Diagnosefunktionen.

Dank der kombinierten Monitoring- und Management-Funktionen des Service Processor kdnnen Sie das
Storage-System im Falle eines Problems bewerten und anschliellend unmittelbar effektive Service-Aktionen
durchfuhren.

Service Processor-Fenster geoffnet

Uber das Fenster Service Processor kdnnen Sie die Attribute der Service-Prozessoren, z. B. IP-Adresse,
Netzwerkmaske (IPv4) oder Prafixlange (IPv6) und Gateway, anzeigen und andern oder die IP-Quelle fiir einen
Service-Prozessor konfigurieren.

Befehlsschaltflachen
« Bearbeiten

Offnet das Dialogfeld Service Processor bearbeiten, in dem Sie die IP-Adresse, Netzwerkmaske (IPv4)
oder Prafixlange (IPv6) und Gateway-Informationen eines Service Processor andern kdnnen.

* Globale Einstellungen

Offnet das Dialogfeld Globale Einstellungen, in dem Sie die IP-Quelle fiir alle Service-Prozessoren wie
DHCP, Subnetz oder Handbuch konfigurieren kénnen.
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« Aktualisieren

Aktualisiert die Informationen im Fenster.

Liste der Service-Prozessoren

* Knoten

Gibt den Node an, auf dem sich der Service-Prozessor befindet.
* IP-Adresse

Gibt die IP-Adressen des Service-Prozessors an.
+ Status

Gibt den Status des Service-Prozessors an. Dieser kann ,Online“, ,Offline”, ,Daemon offline“, ,Node offline“
oder ,beeintrachtigt’ lauten. Neu gestartet oder unbekannt.

« MAC-Adresse

Gibt die MAC-Adresse des Service-Prozessors an.

Detailbereich

Im Bereich unterhalb der Liste des Service-Prozessors werden ausfihrliche Informationen zum Service-
Prozessor angezeigt, einschlie3lich Netzwerkdetails, wie die IP-Adresse, Netzwerkmaske (IPv4) oder
Prafixlange (IPv6), Gateway, IP-Quelle, Und MAC-Adresse sowie allgemeine Details, wie die Firmware-Version
und ob die automatische Aktualisierung der Firmware aktiviert ist.

Verwandte Informationen

Einrichten eines Netzwerks, wenn ein IP-Adressbereich deaktiviert ist

Cluster-Experten mit System Manager — ONTAP 9.7 und friher

Mit ONTAP System Manager Classic (erhaltlich in ONTAP 9.7 und friher) kbnnen Sie
zwei Cluster miteinander in Verbindung setzen, damit die Peering-Cluster die Ressourcen
koordinieren und gemeinsam nutzen kénnen. Peered Cluster sind fur die
Datenreplizierung mit SnapMirror Technologie und SnapVault Technologie und fur die
Datenreplizierung mit FlexCache Volumes und SyncMirror Technologie in MetroCluster
Konfigurationen erforderlich.

Erzeugen einer Peering-Passphrase

Ab System Manager 9.6 kdnnen Sie beim Erstellen von Peering-Beziehungen eine Passphrase fiir den
IPspace des lokalen Clusters generieren und dieselbe Passphrase im Remote-Cluster verwenden.

Schritte
1. Klicken Sie Auf Konfiguration > Cluster Peers.

2. Klicken Sie Auf Peering Passphrase Generieren.
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Das Dialogfeld Peering-Passphrase generieren wird angezeigt.

3. Fullen Sie die folgenden Felder aus:
o IPspace: Wahlen Sie den IPspace aus dem Pulldown-Menu aus.

> Gultigkeit der Passphrase: Wahlen Sie im Dropdown-Menu die Dauer, fiir die die Passphrase gliltig
sein soll.

> SVM Permissions: Wahlen Sie eine der folgenden Optionen:
= Alle SVMs weisen darauf hin, dass alle SVMs berechtigt sind, auf den Cluster zuzugreifen.

= Ausgewahlte SVMs zur Angabe bestimmter SVMs, die auf den Cluster zugreifen dirfen.
Markieren Sie die SVM-Namen in dem Feld, das Sie angeben mochten.

4. Optional: Aktivieren Sie das Kontrollkastchen, wenn die effektive Cluster-Version des Remote-Clusters
alter als ONTAP 9.6 ist. Andernfalls wird das Cluster-Peering nicht generiert.

5. Klicken Sie auf Erstellen, um die Passphrase zu generieren.
Fir eine erfolgreiche Generierung wird eine Nachricht angezeigt, die lhre Passphrase identifiziert.

6. Wenn Sie eine E-Mail senden oder die Passphrase kopieren méchten, fiihren Sie eine der folgenden
Aktionen aus:

o Klicken Sie auf E-Mail-Passphrase-Details.

o Klicken Sie auf Passphrase kopieren.

Andern Sie die Cluster-Peer-Passphrase
Sie kénnen die Passphrase andern, die wahrend der Cluster-Peer-Erstellung bereitgestellt wird.

Schritte
1. Klicken Sie auf Konfiguration > Cluster Peers.

2. Wahlen Sie den Peered Cluster aus, und klicken Sie auf Bearbeiten
Das Dropdown-MenU wird angezeigt.

3. Klicken Sie Auf Local Cluster Passphrase.
Das Dialogfeld ,Lokale Cluster-Passphrase bearbeiten” wird angezeigt.

4. Geben Sie im Feld Passphrase eingeben eine neue Passphrase ein, und klicken Sie dann auf Apply.
@ Die erforderliche Mindestlange der Passphrase betragt acht Zeichen.

Die Passphrase wird sofort geandert. Es kann jedoch zu einer Verzégerung kommen, bevor der korrekte
Authentifizierungsstatus angezeigt wird.

5. Melden Sie sich beim Remote-Cluster an, und fiihren Sie die Schritte aus "1" Bis "4" So andern Sie die
Passphrase im Remote-Cluster.

Der Authentifizierungsstatus des lokalen Clusters wird als angezeigt ok _and offer Bis Sie die
Passphrase im Remote-Cluster andern.
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Andern Sie LIFs, die fiir das Remote-Cluster konfiguriert sind

Mit System Manager kdnnen Sie den IPspace und die fur das Remote-Cluster konfigurierten logischen
Schnittstellen (LIFs) andern. Sie kénnen neue Intercluster-IP-Adressen hinzufligen oder vorhandene IP-
Adressen entfernen.

Bevor Sie beginnen
Sie mussen mindestens eine Cluster-IP-Adresse haben, um die Cluster-Peer-Beziehung zu erstellen.

Schritte
1. Klicken Sie Auf Konfiguration > Cluster > Konfigurationsupdates.

2. Wahlen Sie den Peered Cluster aus, und klicken Sie auf Bearbeiten
Das Dropdown-Men( wird angezeigt.

3. Klicken Sie Auf Peer Cluster Network Parameters.
Das Dialogfeld Peer-Netzwerkparameter bearbeiten wird angezeigt.

4. Andern Sie bei Bedarf die folgenden Felder:
o IPspace: Wahlen Sie den IPspace aus dem Pulldown-Menu aus.

o Intercluster LIFs: Fligen Sie Intercluster-IP-Adressen hinzu oder entfernen Sie sie. Sie kdnnen
mehrere IP-Adressen hinzufligen, indem Sie diese durch Kommas trennen.

5. Klicken Sie Auf Andern.
6. Uberpriifen Sie die Anderungen, die Sie im Fenster * Cluster Peers* vorgenommen haben.
Andern des Peering-Verschliisselungsstatus

Sie kénnen den Peering-Verschllisselungsstatus fir das ausgewahlte Cluster mit System Manager andern.

Uber diese Aufgabe

Der Verschlisselungsstatus kann aktiviert oder deaktiviert werden. Sie kdnnen den Status von aktiviert auf
deaktiviert oder von deaktiviert auf aktiviert andern, indem Sie Verschliisselung dndern wahlen.

Schritte
1. Klicken Sie Auf Konfiguration > Cluster Peers.

2. Wahlen Sie den Peered Cluster aus, und klicken Sie auf Bearbeiten
Das Dropdown-Menl wird angezeigt.
3. Klicken Sie Auf Verschliisselung Andern.
Diese Aktion ist nicht verfligbar, wenn der Verschlisselungsstatus ,N/2" lautet.

Das Dialogfeld Verschlisselung andern wird angezeigt. Die Umschalttaste zeigt den aktuellen
Verschlisselungsstatus an.

4. Schieben Sie die Umschalttaste, um den Peering-Verschliisselungsstatus zu andern, und fahren Sie fort.

° Wenn der aktuelle Verschlisselungsstatus ,none* lautet, kbnnen Sie die Verschllisselung aktivieren,
indem Sie die Umschalttaste verschieben, um den Status in ,t1s_psk® zu andern.
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° Wenn der aktuelle Verschlisselungsstatus ,t1s psk* lautet, kdnnen Sie die Verschlisselung
deaktivieren, indem Sie die Umschalttaste schieben, um den Status in ,none® zu andern.

5. Nachdem Sie die Peering-Verschllisselung aktiviert oder deaktiviert haben, kénnen Sie entweder eine
neue Passphrase generieren und im Peering-Cluster bereitstellen. Oder Sie kénnen eine vorhandene
Passphrase anwenden, die bereits beim Peering-Cluster generiert wurde.

Wenn die Passphrase, die am lokalen Standort verwendet wird, nicht mit der Passphrase
@ Ubereinstimmt, die am Remote-Standort verwendet wird, funktioniert die Cluster-Peering-
Beziehung nicht ordnungsgeman.

Wahlen Sie eine der folgenden Optionen:

o Generieren Sie eine Passphrase: Fahren Sie mit fort "Schritt 6".
> Sie haben bereits eine Passphrase: Fahren Sie mit fort "Schritt 9".

6. Wenn Sie Passphrase generieren ausgewahlt haben, fiillen Sie die erforderlichen Felder aus:
o IPspace: Wahlen Sie den IPspace aus dem Dropdown-Menti aus.

o Gilltigkeit der Passphrase: Wahlen Sie im Dropdown-Menu die Dauer, fiir die die Passphrase glltig
sein soll.

> SVM Permissions: Wahlen Sie eine der folgenden Optionen:
= Alle SVMs weisen darauf hin, dass alle SVMs Zugriff auf den Cluster haben.

= Ausgewahlte SVMs zur Angabe bestimmter SVMs, die auf den Cluster zugreifen dirfen.
Markieren Sie die SVM-Namen in dem Feld, das Sie angeben mochten.

7. Optional: Aktivieren Sie das Kontrollkastchen, wenn die effektive Cluster-Version des Remote-Clusters
alter als ONTAP 9.6 ist. Andernfalls kann die Passphrase nicht generiert werden.

8. Klicken Sie Auf Anwenden.

Die Passphrase wird flr die Beziehung erzeugt und angezeigt. Sie konnen die Passphrase entweder
kopieren oder per E-Mail versenden.

Der Authentifizierungsstatus des lokalen Clusters wird als angezeigt ok _and offer Flr die ausgewahlte
Gultigkeitsdauer der Passphrase, bis Sie die Passphrase am Remote-Cluster angeben.

9.  Wenn Sie bereits eine neue Passphrase im Remote-Cluster generiert haben, fihren Sie die folgenden
Teilschritte durch:
a. Klicken Sie auf bereits eine Passphrase.
b. Geben Sie im Feld Passphrase dieselbe Passphrase ein, die im Remote-Cluster generiert wurde.

c. Klicken Sie Auf Anwenden.

Loschen von Cluster-Peer-Beziehungen

Sie kdnnen mit System Manager eine Cluster-Peer-Beziehung I6schen, wenn die Beziehung nicht mehr
erforderlich ist. Sie miissen die Cluster-Peering-Beziehung von jedem der Cluster in der Peer-Beziehung
I6dschen.

Schritte
1. Klicken Sie auf Konfiguration > Cluster Peers.

2. Wahlen Sie den Cluster Peer aus, fir den Sie die Beziehung lIéschen mdchten, und klicken Sie dann auf
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Loschen.
3. Aktivieren Sie das Bestatigungsfeld, und klicken Sie dann auf Léschen.

4. Melden Sie sich beim Remote-Cluster an, und fihren Sie die Schritte aus "1" Bis "3" Zum Loschen der
Peer-Beziehung zwischen dem lokalen Cluster und dem Remote-Cluster.

Der Status der Peer-Beziehung wird als ,ungesund“ angezeigt, bis die Beziehung sowohl aus dem lokalen
Cluster als auch aus dem Remote-Cluster geldscht wird.

Cluster Peers -Fenster

Sie kénnen das Fenster Cluster Peers verwenden, um Peer-Cluster-Beziehungen zu verwalten, sodass Sie
Daten von einem Cluster zum anderen verschieben kdnnen.

Befehlsschaltflachen
e Erstellen

Offnet das Dialogfeld Cluster-Peering erstellen, in dem Sie eine Beziehung zu einem Remote-Cluster
erstellen kénnen.

» Bearbeiten
Zeigt ein Dropdown-Men0 mit folgenden Auswahlmdglichkeiten an:
o Local Cluster Passphrase

Offnet das Dialogfeld ,Lokale Cluster-Passphrase bearbeiten®, in dem Sie eine neue Passphrase
eingeben kénnen, um das lokale Cluster zu validieren.

o Peer Cluster Netzwerkparameter

Offnet das Dialogfeld Peer Cluster-Netzwerkparameter bearbeiten, in dem Sie den IPspace andern und
Intercluster-LIF-IP-Adressen hinzufligen oder entfernen kénnen.

Sie kdénnen mehrere IP-Adressen, getrennt durch Kommas, hinzufligen.
o Verschliisselung Andern
Offnet das Dialogfeld Verschliisselung dndern fiir das ausgewahlte Peer-Cluster. Wahrend Sie die
Verschlisselung der Peered-Beziehung andern, kdnnen Sie entweder eine neue Passphrase
generieren oder eine Passphrase angeben, die bereits im Remote-Peering-Cluster generiert wurde.
Diese Aktion ist nicht verfigbar, wenn der Verschllisselungsstatus ,N/A* lautet.

* Loschen

Offnet das Dialogfeld Cluster-Peer-Beziehung Idschen, in dem Sie die ausgewéhlte Peer-Cluster-
Beziehung l6schen kénnen.

« Aktualisieren
Aktualisiert die Informationen im Fenster.

+ SVM-Berechtigungen verwalten

90


https://docs.netapp.com/de-de/ontap-system-manager-classic/online-help-96-97/.html#step1
https://docs.netapp.com/de-de/ontap-system-manager-classic/online-help-96-97/.html#step3

Aktiviert SVMs, SVM-Peering-Anforderungen automatisch zu akzeptieren.
» Peering-Passphrase Generieren

Ermoglicht Innen das Generieren einer Passphrase flir das lokale Cluster-IPspace, indem Sie den IPspace
angeben, die Gultigkeitsdauer der Passphrase festlegen und angeben, welche SVMs berechtigt sind.

Sie verwenden dieselbe Passphrase im Remote-Cluster fiir das Peering.

Peer-Cluster-Liste

* Peer Cluster
Gibt den Namen des Peer-Clusters in der Beziehung an.
« Verfiigbarkeit
Gibt an, ob das Peer-Cluster zur Kommunikation verflgbar ist.
* Authentifizierungsstatus
Gibt an, ob das Peer-Cluster authentifiziert ist oder nicht.
« * Lokaler Cluster IPspace*
Zeigt den mit der lokalen Cluster-Peer-Beziehung verbundenen IP-Speicherplatz an.
» Peer Cluster Intercluster IP-Adressen
Zeigt IP-Adressen an, die mit der Peer-Verbindung zwischen Clustern verknUpft sind.
* Letzte Aktualisierung
Zeigt die Zeit an, zu der das Peer-Cluster zuletzt gedndert wurde.
* Verschliisselung

Zeigt den Status der Verschlisselung der Peering-Beziehung an.

@ Ab System Manager 9.6 ist Peering standardmaRig verschlisselt, wenn Sie eine Peering-
Beziehung zwischen zwei Clustern herstellen

o N/A: Verschlisselung ist nicht auf die Beziehung anwendbar.
> Keine: Die Peering-Beziehung ist nicht verschlisselt.

o tls_psk: Die Peering-Beziehung ist verschlusselt.

Erstellen Sie Hochverfiuigbarkeitspaare mit System Manager - ONTAP 9.7 und friher

Mit ONTAP System Manager Classic (verfugbar ab ONTAP 9.7) lassen sich HA-Paare fur
Hochverfugbarkeit erstellen, die fur unterbrechungsfreien Betrieb und Fehlertoleranz
Hardware-Redundanz bieten.

91



Hochverfiigbarkeit

Das Fenster Hochverfligbarkeit bietet eine Bilddarstellung des Hochverfiigbarkeits-(HA-)Zustands, des
Interconnect-Status und des Takeover- oder Giveback-Status aller HA-Paare in ONTAP. Sie kénnen auch
manuell einen Takeover- oder Giveback-Vorgang tUber das Fenster ,Hochverfligbarkeit” initiieren.

Sie kdnnen Details wie den Takeover- oder Giveback-Status und den Interconnect-Status anzeigen, indem Sie
auf das HA-Paar-Image klicken.

Die Farbe gibt den Status des HA-Paars an:

» Grin: Zeigt an, dass das HA-Paar und der Interconnect optimal konfiguriert sind und fir Takeover oder
Giveback zur Verfligung stehen.

Griin zeigt auRerdem den Status der Ubernahme in Bearbeitung, Giveback in Bearbeitung und Warten auf
Giveback.

+ Rot: Zeigt einen heruntergestuften Zustand an, z. B. einen Ubernahmefehler.

» Gelb: Zeigt an, dass der Verbindungsstatus ausgefallen ist.
Wenn mehrere HA-Paare in einem Cluster gleichzeitig an Storage Failover-Vorgangen beteiligt sind, basiert
der angezeigte Cluster-Status auf dem Status und dem Schweregrad des HA-Paars. Wahrend der Anzeige

des Cluster-Status wird die folgende Reihenfolge des Schweregrads beriicksichtigt: Ubernahme in
Bearbeitung, Riickgabe in Bearbeitung, Warten auf Giveback.

Aktionen

Aufgaben wie Ubernahme oder Riickgabe kénnen basierend auf dem Status der Nodes im HA-Paar
durchgeflhrt werden.

* Ubernahme node name

Ermdglicht Ihnen die Durchfiihrung eines Ubernahmvorgangs, wenn fiir den Partner-Node
Wartungsarbeiten erforderlich sind.

* Giveback node name

Ermoglichen Sie die Durchfiihrung eines Giveback-Vorgangs, wenn der Gbergebene Partner-Node auf
Giveback wartet oder sich teilweise Giveback befindet.

» Aktivieren oder Deaktivieren des automatischen Giveback

Aktiviert oder deaktiviert den automatischen Giveback-Vorgang.

@ Standardmalig ist das automatische Giveback aktiviert.

Befehlsschaltflachen

» Aktualisieren

Aktualisiert die Informationen im Fenster.
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@ Die im Fenster hohe Verfiigbarkeit angezeigten Informationen werden automatisch alle 60
Sekunden aktualisiert.
Verwandte Informationen

Monitoring von HA-Paaren

Lizenzen mit System Manager - ONTAP 9.7 und friiher managen

Mit ONTAP System Manager classic (verfugbar ab ONTAP 9.7) kdnnen Sie alle auf
einem Cluster oder Node installierten Softwarelizenzen anzeigen, managen oder
I0schen.

Loschen Sie Lizenzen

Sie kdnnen im Fenster Lizenzen in System Manager jede Softwarelizenz I6schen, die auf einem Cluster oder
Node installiert ist.

Weitere Informationen zum Verwalten von Lizenzen mit ONTAP 9.8 und hoher finden Sie in den folgenden
Informationen:

« "Ubersicht tber die Lizenzverwaltung (nur Cluster-Administratoren)"

 "Aktivieren Sie neue Funktionen durch Hinzufligen von Lizenzschltissel"

Bevor Sie beginnen

Die Softwarelizenz, die Sie [6schen mochten, darf nicht von einem Dienst oder einer Funktion verwendet
werden.

Schritte
1. Klicken Sie Auf Konfiguration > Cluster > Lizenzen.

2. Fihren Sie im Fenster Lizenzen die entsprechende Aktion aus:

lhr Ziel ist Tun Sie das...

Léschen eines bestimmten Lizenzpakets auf einem  Klicken Sie auf die Registerkarte Details.
Knoten oder einer Master-Lizenz

Léschen Sie ein bestimmtes Lizenzpaket Uber alle  Klicken Sie auf die Registerkarte Pakete.
Nodes im Cluster hinweg

3. Wahlen Sie das Software-Lizenzpaket aus, das Sie I6schen moéchten, und klicken Sie dann auf Loschen.
Sie kénnen jeweils nur ein Lizenzpaket I6schen.
4. Aktivieren Sie das Bestatigungsfeld, und klicken Sie dann auf Léschen.

Ergebnisse

Die Softwarelizenz wird aus lhrem Speichersystem geldscht. Die gel6schte Lizenz wird auch aus der Liste der
Lizenzen im Fenster Lizenzen entfernt.

93


https://docs.netapp.com/us-en/ontap/system-admin/manage-licenses-concept.html
https://docs.netapp.com/us-en/ontap/task_admin_enable_new_features.html

Lizenztypen und Berechtigungsrisiko

Wenn Sie die verschiedenen Lizenztypen und das damit verbundene Berechtigungsrisiko kennen, kénnen Sie
das Risiko, das mit den Lizenzen in einem Cluster verbunden ist, verwalten.

Lizenztypen

Ein Paket kann Uber einen oder mehrere der folgenden Lizenztypen im Cluster verfigen:
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Node-gesperrte Lizenz oder Standardlizenz

Fir einen Node mit einer bestimmten Systemseriennummer wird eine Node-gesperrte Lizenz ausgegeben
(auch bekannt als ,,Controller-Seriennummer*). Diese Lizenz ist nur fiir den Knoten giltig, der tGber die
passende Seriennummer verfugt.

Durch die Installation einer Node-gesperrten Lizenz wird ein Node auf die lizenzierte Funktionalitat
berechtigt. Damit der Cluster die lizenzierte Funktion nutzen kann, muss mindestens ein Node fir die
Funktionalitat lizenziert sein. Es ist moglicherweise nicht mehr konform, die lizenzierte Funktion auf einem
Knoten zu verwenden, der keinen Anspruch auf die Funktionalitat hat.

ONTAP 8.2 und neuere Versionen behandeln eine Standardlizenz, die vor Data ONTAP 8.2 installiert
wurde. Somit verfigen alle Nodes im Cluster in den Versionen ONTAP 8.2 und héher automatisch tber die
Standardlizenz fur das Paket, in dem die zuvor lizenzierte Funktion integriert ist.

Master- oder Standortlizenz

Eine Master- oder Site-Lizenz ist nicht an eine bestimmte System-Seriennummer gebunden. Bei der
Installation einer Standortlizenz haben alle Knoten im Cluster Anspruch auf die lizenzierte Funktion.

Wenn lhr Cluster Uber eine Master-Lizenz verflgt und Sie einen Node aus dem Cluster entfernen,
Ubernimmt der Node nicht die Standortlizenz, und der Node ist nicht mehr auf die lizenzierte Funktionalitat
berechtigt. Wenn Sie einem Cluster einen Knoten hinzufligen, der Uber eine Master-Lizenz verfugt, hat der
Knoten automatisch Anspruch auf die von der Standortlizenz gewahrte Funktionalitat.

Demo oder temporare Lizenz

Eine Demo- oder temporare Lizenz lauft nach einer bestimmten Zeit ab. Mit dieser Lizenz kénnen Sie
bestimmte Software-Funktionen ohne Erwerb einer Berechtigung testen. Eine temporare Lizenz ist eine
Cluster-weite Lizenz und nicht an eine bestimmte Seriennummer eines Node gebunden.

Wenn |hr Cluster Uber eine temporare Lizenz fir ein Paket verfiigt und Sie einen Node aus dem Cluster
entfernen, enthalt der Node nicht die Evaluierungslizenz.

Kapazitatslizenz (nur ONTAP Select und FabricPool)

Eine ONTAP Select Instanz wird entsprechend der Datenmenge lizenziert, die der Benutzer managen
mochte. Beispielsweise kdnnte der Benutzer eine 10-TB-Kapazitatslizenz erwerben, um ONTAP Select das
Management von bis zu 10 TB Daten zu ermdglichen. Wenn mehr Storage-Kapazitat an das System
angeschlossen ist, als ONTAP Select fir das Management lizenziert ist, funktioniert ONTAP Select nicht.
StandardmaRig betragt die maximale Storage-Kapazitat, die an eine ONTAP Select Instanz angehangt
werden kann, 2 TB, bis eine Kapazitatslizenz (z. B. eine Kapazitatslizenz mit 5 TB, eine Kapazitatslizenz
mit 10 TB usw.) erworben und installiert wird.

Ab ONTAP 9.2 benétigen FabricPool-fahige Aggregate eine Kapazitatslizenz, die zusammen mit einem
Storage Tier von Drittanbietern (z. B. AWS) verwendet werden kann. Die FabricPool Kapazitatslizenz
definiert die Datenmenge, die im Cloud-Tier-Storage gespeichert werden kann.



Berechtigungsrisiko

Ein Berechtigungsrisiko ergibt sich aus der nicht einheitlichen Installation einer Node-gesperrten Lizenz. Wenn
die Lizenz fur einen Node mit Locked auf allen Nodes installiert wird, besteht kein Berechtigungsrisiko.

Das Berechtigungsrisiko kann in Abhangigkeit von bestimmten Bedingungen ein hohes Risiko, ein mittleres
Risiko, kein Risiko oder ein unbekanntes Risiko sein:

* Hohes Risiko

o Wenn auf einem bestimmten Node verwendet wird, die Lizenz fiir den Node-gesperrt jedoch nicht auf
diesem Node installiert ist

o Wenn die Demo-Lizenz, die auf dem Cluster installiert wurde, ablauft, und es wird auf jedem Node

verwendet
@ Wenn eine Standortlizenz auf einem Cluster installiert wird, ist das Berechtigungsrisiko nie
hoch.

» Mittleres Risiko

Wenn keine Site-Lizenz installiert ist und die Lizenz fiir Node-Locked nicht einheitlich auf den Nodes in
einem Cluster installiert ist

» Keine Risiko

Wenn auf allen Nodes eine Node-gesperrte Lizenz installiert ist oder eine Standortlizenz unabhangig von
der Verwendung auf dem Cluster installiert ist, besteht kein Berechtigungsrisiko.

* Unbekannt
Das Risiko ist unbekannt, wenn die APl manchmal nicht in der Lage ist, die Daten zum Berechtigungsrisiko

abzurufen, das mit einem Cluster oder den Nodes im Cluster verkniipft ist.

Das Fenster ,Lizenzen*

Das Speichersystem wird ab Werk mit vorinstallierter Software geliefert. Wenn Sie nach Erhalt des
Speichersystems eine Softwarelizenz hinzufligen oder entfernen méchten, kénnen Sie das Fenster Lizenzen
verwenden.

System Manager Uberwacht keine Evaluierungslizenzen und gibt keine Warnung aus, wenn sich
@ eine Evaluierungslizenz dem Ablauf nahert. Eine Evaluierungslizenz ist eine temporare Lizenz,
die nach einem bestimmten Zeitraum ablauft.

Befehlsschaltflachen

» Hinzufligen

Offnet das Fenster Lizenz hinzufiigen, in dem Sie neue Softwarelizenzen hinzufiigen kénnen.
* Loschen

Loscht die Softwarelizenz, die Sie in der Software-Lizenzliste auswéahlen.

e Aktualisieren
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Aktualisiert die Informationen im Fenster.

Registerkarte Pakete

Zeigt Informationen zu den auf Ihrem Speichersystem installierten Lizenzpaketen an.
* Paket
Zeigt den Namen des Lizenzpakets an.
* Berechtigungsrisiko

Zeigt das Risiko als Ergebnis von Lizenzberechtigungen fir einen Cluster an. Das Berechtigungsrisiko
kann hoch sein (§BMittelgroRes Risiko ({1}), kein Risiko (), unbekannt ({}}), oder nicht lizenziert (-).

* Beschreibung

Zeigt die Risikostufe als Ergebnis von Lizenzberechtigungsproblemen fiir einen Cluster an.

Detailbereich Lizenzpaket

Im Bereich unterhalb der Liste der Lizenzpakete werden zusatzliche Informationen zum ausgewahlten
Lizenzpaket angezeigt. Dieser Bereich enthalt Informationen Uber das Cluster oder den Node, auf dem die
Lizenz installiert ist, die Seriennummer der Lizenz, die Verwendung in der vorherigen Woche, die Installation
der Lizenz, das Ablaufdatum der Lizenz und die Frage, ob es sich bei der Lizenz um eine altere handelt.

Registerkarte ,,Details“

Zeigt zusatzliche Informationen zu den auf Ihrem Speichersystem installierten Lizenzpaketen an.
* Paket
Zeigt den Namen des Lizenzpakets an.
» * Cluster/Node*
Zeigt das Cluster oder den Node an, auf dem das Lizenzpaket installiert ist.
» Seriennummer
Zeigt die Seriennummer des Lizenzpakets an, das auf dem Cluster oder Node installiert ist.
* Typ
Zeigt den Typ des Lizenzpakets an. Dies kann die folgenden sein:

o Temporar: Gibt an, dass es sich bei der Lizenz um eine temporare Lizenz handelt, die nur wahrend des
Demonstrationszeitraums gultig ist.

o Master: Gibt an, dass es sich bei der Lizenz um eine Master-Lizenz handelt, die auf allen Nodes im
Cluster installiert ist.

o Node gesperrt: Gibt an, dass es sich bei der Lizenz um eine Node-gesperrte Lizenz handelt, die auf
einem einzelnen Node im Cluster installiert ist.

o Kapazitat:
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= Bei ONTAP Select gibt an, dass es sich bei der Lizenz um eine Kapazitatslizenz handelt, die die
Gesamtkapazitat definiert, die die zu verwaltende Instanz lizenziert ist.

= Bei FabricPool gibt an, dass es sich bei der Lizenz um eine Kapazitatslizenz handelt, die die
Datenmenge definiert, die im verbundenen Drittanbieter-Storage (z. B. AWS) gemanagt werden
kann.

* Bundesland
Zeigt den Status des Lizenzpakets an. Dies kann die folgenden sein:

o Bewertung: Gibt an, dass die installierte Lizenz eine Evaluierungslizenz ist.
o Installiert: Gibt an, dass die installierte Lizenz eine glltige erworbene Lizenz ist.

o WARNUNG: Gibt an, dass die installierte Lizenz eine gultige erworbene Lizenz ist und sich der
maximalen Kapazitat nahert.

o Durchsetzung: Gibt an, dass die installierte Lizenz eine guiltige erworbene Lizenz ist und das
Ablaufdatum Uberschritten hat.

o Warten auf Lizenz: Gibt an, dass die Lizenz noch nicht installiert wurde.

* *Vermachtnis*®
Zeigt an, ob es sich bei der Lizenz um eine altere Lizenz handelt.

+ Maximale Kapazitat

> Bei ONTAP Select wird die maximale Speichermenge angezeigt, die an die ONTAP Select Instanz
angehangt werden kann.

> Bei FabricPool wird die maximale Menge an Objektspeicher-Storage von Drittanbietern angezeigt, der
als Cloud-Tier-Storage verwendet werden kann.

* Aktuelle Kapazitat

> Bei ONTAP Select wird die Gesamtzahl des Speichers angezeigt, die derzeit mit der ONTAP Select
Instanz verbunden ist.

> Bei FabricPool wird die GesamtgroRe des Objekt-Storage von Drittanbietern angezeigt, die aktuell als
Cloud-Tier-Storage verwendet wird.

* Ablaufdatum

Zeigt das Ablaufdatum des Softwarelizenzpakets an.

Verwandte Informationen
"Systemadministration”

Erstellen eines Clusters

Cluster-Erweiterung mit System Manager — ONTAP 9.7 und friher

Mit ONTAP System Manager Classic (erhaltlich in ONTAP 9.7 und alter) konnen Sie die
Grdfie und den Funktionsumfang Ihres Storage erhéhen, indem Sie dem Cluster
kompatible Nodes hinzufugen und Details zum Node-Netzwerk konfigurieren. Sie kdbnnen
auch die Zusammenfassung der Nodes anzeigen.
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Wenn Sie sich bei System Manager anmelden, erkennt der System Manager automatisch kompatible Nodes,
die verkabelt, dem Cluster jedoch nicht hinzugeflgt wurden, und fordert Sie zum Hinzufligen der Nodes auf.
Sie kdnnen kompatible Nodes so und hinzufigen, wenn System Manager die Nodes erkannt hat. Oder Sie
kénnen die Nodes zu einem spateren Zeitpunkt manuell hinzufligen.

Fiigen Sie Nodes zu einem Cluster hinzu

Mit System Manager kénnen Sie die Gré3e und den Funktionsumfang lhres Storage-Systems erhéhen, indem
Sie einem vorhandenen Cluster Nodes hinzufligen.

Bevor Sie beginnen
* Neue kompatible Nodes missen mit dem Cluster verbunden werden.

Im Fenster Netzwerk werden nur die Ports aufgefihrt, die sich in der Standard-Broadcast-Domane
befinden.
* Alle Nodes im Cluster missen betriebsbereit sein.

» Alle Nodes mussen dieselbe Version aufweisen.

Schritte
1. Flgen Sie die neuen kompatiblen Nodes dem Cluster hinzu:

lhr Unternehmen Tun Sie das...

Nicht bei System Manager angemeldet a. Melden Sie sich bei System Manager an.

Die neuen kompatiblen Nodes
werden von System Manager bei
der Anmeldung automatisch

@ erkannt. Sie werden von System
Manager aufgefordert, die neuen
kompatiblen Nodes zum Cluster
hinzuzufigen.

b. Klicken Sie auf Knoten zu Cluster hinzufiigen.
c. Andern Sie den Namen der Nodes.
d. Geben Sie die Knotenlizenzen an.

e. Klicken Sie auf Absenden und fortfahren.
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lhr Unternehmen Tun Sie das...
Bei System Manager angemeldet a. Klicken Sie Auf Konfiguration > Cluster >
Erweiterung.

System Manager sucht nach neu hinzugefliigten
Nodes. Wenn Warnungen angezeigt werden,
mussen Sie sie beheben, bevor Sie fortfahren.
Wenn neue kompatible Nodes erkannt werden,
fahren Sie mit dem nachsten Schritt fort.

b. Andern Sie den Namen der Nodes.

c. Geben Sie die Knotenlizenzen an.

d. Klicken Sie auf Absenden und fortfahren.

Konfigurieren Sie die Netzwerkdetails der Nodes

Mit System Manager kénnen Sie die LIF- und Service-Prozessor-Einstellungen fur das Node-Management fur
die neu hinzugefligten Nodes konfigurieren.

Bevor Sie beginnen
* Im Standard-IPspace muss fir die LIF-Erstellung eine ausreichende Anzahl von Ports vorhanden sein.

* Alle Ports missen betriebsbereit sein und ausgefthrt werden.

Schritte
1. Konfiguration des Node-Managements:

a. Geben Sie die IP-Adresse in das Feld * IP-Adresse* ein.
b. Wahlen Sie den Port fir die Knotenverwaltung im Feld Port aus.
c. Geben Sie die Netzmaske und Gateway-Details ein.

2. Konfigurieren Sie die Service Processor-Einstellungen:

a. Aktivieren Sie das Kontrollkastchen Standardeinstellungen iliberschreiben, um die Standardwerte zu
Uberschreiben.

b. Geben Sie IP-Adresse, Netmask und Gateway-Details ein.
3. Klicken Sie auf Senden und Fortfahren, um die Netzwerkkonfiguration der Knoten abzuschliel3en.

4. Uberprifen Sie die Details der Knoten auf der Seite Zusammenfassung.

Nachste Schritte

» Wenn Ihr Cluster geschutzt ist, sollten Sie die erforderliche Anzahl von Intercluster LIFs in den neu
hinzugefligten Nodes erstellen, um TeilPeering und einen ungesunden Schutz zu vermeiden.

* Wenn SAN-Datenprotokolle in Ihrem Cluster aktiviert sind, sollten Sie die erforderliche Anzahl an SAN-
Daten-LIFs fur die Datenbereitstellung erstellen.

Verwandte Informationen

Erstellen von Netzwerkschnittstellen
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Aktualisieren Sie Cluster mit System Manager - ONTAP 9.7 und friiher

Mit ONTAP System Manager Classic (verfugbar in ONTAP 9.7 und alter) kbnnen Sie ein
Cluster oder die einzelnen Nodes in einem HA-Paar aktualisieren. Sie kdnnen ein Cluster
auch in einer MetroCluster Konfiguration aktualisieren.

Aktualisieren Sie Cluster in einer nicht-MetroCluster-Konfiguration mit System Manager - ONTAP 9.7
und friher

Mit ONTAP System Manager Classic (verfugbar in ONTAP 9.7 und alter) kbnnen Sie ein
Cluster oder die einzelnen Nodes in einem HA-Paar aktualisieren. Um ein Update
durchzufuhren, sollten Sie ein ONTAP Image auswahlen, Uberprufen, ob das Cluster oder
die einzelnen Nodes im HA-Paar fur das Update bereit sind, und fuhren Sie dann das
Update aus.

Update the cluster.

Prerequisite: Verify the .| Plan the Prepare for the Perform the

update requirements. v update. » update. update.

Upgrade and Revert/
Downgrade Guide

Obtain the
ONTAP » Select the ONTAP > ) .
T image. Optional: Modify
the advanced
‘L options as
required.
Perfarm the pre-
update validation.

I '

Perform remedial
action for warnings
and errors, if
required.

Werify the cluster
update is
complete.

Verwandte Informationen

"Upgrade von ONTAP"

Aktualisieren Sie die Cluster in einer MetroCluster-Konfiguration mit System Manager - ONTAP 9.7 und
frither

Sie konnen ONTAP System Manager classic (verfugbar in ONTAP 9.7 und alter)
verwenden, um ein Cluster in MetroCluster-Konfigurationen zu aktualisieren. Sie mussen
jeden Vorgang auf beiden Clustern durchfihren, mit Ausnahme des Updates des
Clusters.
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Prerequisite: Verify the update
requirements on site A and then on site B.

Upgrade and Revert/Downgrade
l Guide

Obtain the ONTAP image on site A and
then on site B.

l

Select the ONTAP image on site A and then
on site B,

l

Perform the pre-update validation on site
A and then on site B.

i

Perform remedial action for warnings and
errors on site A and then on site B, if
required.

'

Perform the update only on site A.

i

Verify that the cluster update is complete
on site A and then on site B.

Updating site A automatically updates site B.

Verwandte Informationen

"Upgrade von ONTAP"

Beziehen Sie ONTAP-Software-Images mit System Manager - ONTAP 9.7 und friiher

Sie konnen ONTAP Software Images mit ONTAP System Manager classic erhalten
(erhaltlich in ONTAP 9.7 und friher). Bei ONTAP 9.4 und héher lasst sich das ONTAP
Software-Image von der NetApp Support-Website in einen lokalen Ordner kopieren. Fur
Upgrades von ONTAP 9.3 oder fruher mussen Sie das ONTAP Software-lmage auf einen
HTTP-Server oder FTP-Server in Inrem Netzwerk kopieren.

Uber diese Aufgabe
Fur ein Upgrade des Clusters auf die Zielversion von ONTAP bendtigen Sie Zugriff auf Software-Images.
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Software-Images, Informationen zu Firmware-Versionen und die neueste Firmware fur Ihr Plattformmodell
finden Sie auf der NetApp Support Site. Sie sollten folgende wichtige Informationen beachten:

» Software-Images sind fir Plattformmodelle spezifisch.
Sie mussen das richtige Image fir Ihr Cluster erhalten.
» Software-Images enthalten die neueste Version der System-Firmware, die verfligbar war, wenn eine

bestimmte Version von ONTAP veroffentlicht wurde.

* Wenn Sie ein System mit NetApp Volume Encryption auf ONTAP 9.5 oder héher aktualisieren, missen Sie
das ONTAP Software-Image fur Lander herunterladen, fir die keine Beschrankungen bestehen. Dazu
gehoren auch NetApp Volume Encryption.

Wenn Sie zum Upgrade eines Systems mit NetApp Volume Encryption das ONTAP Software-Image fiir
eingeschrankte Lander verwenden, kommt es zu einer Systempanik, wahrend der Zugriff auf die Volumes
verloren geht.

* Wenn Sie ein Upgrade von ONTAP 9.3 auf 9.7 durchfiihren, missen Sie das Software-Image fiur ONTAP
9.5 und 9.7 kopieren.

Schritte
1. Sie finden die Ziel-ONTAP Software im Bereich Software Downloads auf der NetApp Support Website.

2. Kopieren Sie das Software-Image.

° Kopieren Sie fur ONTAP 9.3 oder eine friihere Version das Software-Image (z. B. 93 g image.tgz)
Von der NetApp Support Site zum Verzeichnis auf dem HTTP-Server oder FTP-Server, von dem das
Image bereitgestellt wird

° Kopieren Sie fur ONTAP 9.4 oder hoher das Software-Image (z. B. 97 g image.tgz) Von der
NetApp Support Site zum Verzeichnis auf dem HTTP- oder FTP-Server, von dem das Image
bereitgestellt wird, oder zu einem lokalen Ordner.

Aktualisieren von Single-Node-Clustern mit System Manager — ONTAP 9.7 und friiher

Verwenden Sie ONTAP System Manager Classic (verfligbar in ONTAP 9.7 und friher),
um Single-Node-Cluster zu aktualisieren.

Bevor Sie beginnen
» Auf den Clustern muss ONTAP 9.4 oder héher ausgefiihrt werden.

» Sie missen das Software-Image von der NetApp Support Site auf einen HTTP-Server im Netzwerk, auf
einen FTP-Server im Netzwerk oder auf Ihr lokales System kopiert haben, damit die Nodes auf das Image
zugreifen kdnnen.

"ONTAP Software-Images werden eingeholt"

Uber diese Aufgabe

* Ab System Manager 9.5 kénnen Sie Single Node Cluster in MetroCluster Konfigurationen mit zwei Packs
aktualisieren.

Sie mussen diesen Vorgang an beiden Standorten ausfihren.

* Die Aktualisierung von Single-Node-Clustern in MetroCluster Konfigurationen ist nicht mit
Unterbrechungen verbunden.
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Wahrend das Cluster neu gebootet wird, ist die Benutzeroberflache von System Manager nicht verflgbar.

* In System Manager 9.4 und hdher kdnnen Sie Single-Node-Cluster in Konfigurationen aufRerhalb von
MetroCluster aktualisieren.

Die Aktualisierung von Single-Node-Clustern in Non-MetroCluster Konfigurationen ist mit Unterbrechungen
verbunden. Die Clientdaten sind nicht verfigbar, wahrend die Aktualisierung ausgefihrt wird.

* Wenn Sie versuchen, andere Aufgaben wahrend der Aktualisierung des Node, der die Cluster-
Management-LIF hostet, auszufihren, wird méglicherweise eine Fehlermeldung angezeigt.

Sie mussen warten, bis das Update abgeschlossen ist, bevor Sie Vorgange ausfihren.

* Wenn das NVMe-Protokoll in System Manager 9.4 konfiguriert ist und Sie ein Update von System Manager
9.4 auf System Manager 9.5 durchfiihren, ist das NVMe-Protokoll fiir eine Gnadenfrist von 90 Tagen ohne
Lizenz verflgbar.

Diese Funktion ist in MetroCluster-Konfigurationen nicht verfiigbar.

* Wenn das NVMe-Protokoll in System Manager 9.5 nicht konfiguriert ist und Sie ein Update von System
Manager 9.5 auf System Manager 9.6 durchfihren, wird der Gnadenzeitraum nicht angegeben. Zur
Verwendung des NVMe-Protokolls missen Sie die NVMe-Lizenz installieren.

Diese Funktion ist in MetroCluster-Konfigurationen nicht verfligbar.

Schritte
1. Klicken Sie Auf Konfiguration > Cluster > Update.

2. Flgen Sie auf der Registerkarte Cluster Update ein neues Software-Image hinzu oder wahlen Sie ein
verfugbares Software-Image aus.

lhr Ziel ist Dann...

Flgen Sie ein neues Software-Image vom lokalen a. Klicken Sie auf vom lokalen Client
Client hinzu hinzufiigen.

b. Suchen Sie nach dem Software-Bild, und
klicken Sie dann auf Offnen.

o

Flgen Sie ein neues Software-Image von der
NetApp Support Site hinzu

Klicken Sie auf vom Server hinzufiigen.

b. Geben Sie im Dialogfeld Add a New Software
Image (Neues Software-Image hinzufligen) die
URL des HTTP-Servers oder FTP-Servers ein,
auf dem Sie das Image, das von der NetApp
Support-Website heruntergeladen wurde,
gespeichert haben.

Fir anonymes FTP missen Sie die URL im
angeben ftp://anonymous@ftpserver
Formatieren.

c. Klicken Sie Auf Hinzufiigen.
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3.

lhr Ziel ist Dann...

Wahlen Sie ein verfugbares Bild aus Wabhlen Sie eines der aufgefuhrten Bilder aus.

Klicken Sie auf Validieren, um die Validierungsprifungen vor dem Update auszuflhren, um zu Gberprifen,
ob das Cluster bereit fir ein Update ist.

Der Validierungsvorgang Uberprift die Clusterkomponenten, um zu Uberprifen, ob das Update
abgeschlossen werden kann, und zeigt dann Fehler oder Warnungen an. Der Validierungsvorgang zeigt
auflderdem alle erforderlichen Korrekturmafinahmen an, die Sie vor der Aktualisierung der Software
durchfihren mussen.

Sie missen alle erforderlichen AbhilfemalRnahmen fiir die Fehler durchflihren, bevor Sie mit

@ dem Update fortfahren. Obwohl Sie die AbhilfemaRnahmen fiir die Warnungen ignorieren
koénnen, sollten Sie alle Abhilfemallnahmen durchfihren, bevor Sie mit dem Update
fortfahren.

. Klicken Sie Auf Weiter.

5. Klicken Sie Auf Aktualisieren.

Die Validierung wird erneut durchgefihrt.

> Wenn die Validierung abgeschlossen ist, zeigt eine Tabelle alle Fehler und Warnungen sowie alle
erforderlichen AbhilfemalRnahmen an, bevor Sie fortfahren.

o Wenn die Validierung mit Warnungen abgeschlossen ist, kdnnen Sie das Kontrollkastchen
Aktualisierung mit Warnungen fortsetzen aktivieren und dann auf Weiter klicken. Wenn die
Validierung abgeschlossen ist und die Aktualisierung gerade lauft, kann die Aktualisierung aufgrund
von Fehlern angehalten werden. Sie kdnnen auf die Fehlermeldung klicken, um die Details anzuzeigen
und anschlieflend die Abhilfemalnahmen durchzufiihren, bevor Sie das Update fortsetzen.

Nachdem das Update erfolgreich abgeschlossen wurde, wird der Node neu gebootet, und Sie werden zur
Anmeldeseite von System Manager umgeleitet. Wenn das Neubooten des Node lange dauert, missen Sie
den Browser aktualisieren.

. Melden Sie sich bei System Manager an, und Uberprifen Sie, ob der Cluster erfolgreich auf die

ausgewahlte Version aktualisiert wurde. Klicken Sie dazu auf Konfiguration > Cluster > Update >
Aktualisierungsverlauf, und zeigen Sie die Details an.

Unterbrechungsfreie Aktualisierung eines Clusters mit System Manager - ONTAP 9.7 und friiher

Mit ONTAP System Manager classic (verfugbar in ONTAP 9.7 und friher) kann ein
Cluster oder einzelne Nodes in HA-Paaren mit ONTAP 8.3.1 oder hdher auf eine
bestimmte Version der ONTAP Software aktualisiert werden, ohne den Zugriff auf Client-
Daten zu unterbrechen.

Bevor Sie beginnen
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Alle Nodes mussen sich in HA-Paaren befinden.
Alle Nodes mussen in einem ordnungsgemafen Zustand sein.

Sie mussen das Software-Image von der NetApp Support Site auf einen HTTP-Server oder FTP-Server im
Netzwerk kopiert haben, damit die Nodes auf das Image zugreifen kénnen.



"ONTAP Software-Images werden eingeholt"

Uber diese Aufgabe

* Wenn Sie versuchen, andere Aufgaben von System Manager wahrend des Updates des Node, der die
Cluster-Management-LIF hostet, auszufihren, wird méglicherweise eine Fehlermeldung angezeigt.

Sie mussen warten, bis das Update abgeschlossen ist, bevor Sie Vorgange ausfihren.

 Bei Clustern mit weniger als acht Nodes wird ein Rolling Update durchgefiihrt, bei Clustern mit mehr als
acht Nodes wird ein Batch-Update durchgefihrt.

In einem Rolling Update werden die Nodes im Cluster einzeln aktualisiert. Bei einem Batch-Update werden
mehrere Nodes parallel aktualisiert.

 Sie kdnnen ONTAP Software unterbrechungsfrei von einer LTS-Version (Long Term Service) bis zur
nachsten LTS-Version (LTS+1) aktualisieren.

Sind beispielsweise ONTAP 9.1 und ONTAP 9.3 LTS-Versionen, kdnnen Sie |hr Cluster unterbrechungsfrei
von ONTAP 9.1 auf ONTAP 9.3 aktualisieren.

» Ab System Manager 9.6 gilt, dass das NVMe-Protokoll in System Manager 9.5 konfiguriert ist und Sie ein
Upgrade von System Manager 9.5 auf System Manager 9.6 durchflihren, es nicht mehr als 90 Tage dauert,
bis das NVMe-Protokoll ohne Lizenz verflgbar ist. Wenn die Gnadenfrist beim Upgrade von ONTAP 9.5
auf 9.6 wirksam ist, muss die Gnadenfrist durch eine giltige NVMeoF-Lizenz ersetzt werden, damit Sie die
NVMe-Funktionen weiterhin nutzen kénnen.

Diese Funktion ist in MetroCluster-Konfigurationen nicht verfiigbar.

* Wenn das NVMe-Protokoll in System Manager 9.5 nicht konfiguriert ist und Sie ein Update von System
Manager 9.5 auf System Manager 9.6 durchfihren, wird der Gnadenzeitraum nicht angegeben. Zur
Verwendung des NVMe-Protokolls missen Sie die NVMe-Lizenz installieren.

Diese Funktion ist in MetroCluster-Konfigurationen nicht verfligbar.

* Ab ONTAP 9.5 muss mindestens eine NVMe-LIF fiir jeden Node in einem HA-Paar zum Einsatz des
NVMe-Protokolls konfiguriert werden. Sie kdnnen auerdem maximal zwei NVMe LIFs pro Node erstellen.
Wenn Sie ein Upgrade auf ONTAP 9.5 durchfiihren, missen Sie sicherstellen, dass mindestens eine
NVMe-LIF fir jeden Node in einem HA-Paar mithilfe des NVMe-Protokolls definiert ist.

Schritte
1. Klicken Sie Auf Konfiguration > Cluster > Update.

2. Fugen Sie auf der Registerkarte Update ein neues Bild hinzu oder wahlen Sie ein verfiigbares Bild aus.

lhr Ziel ist Dann...

Flgen Sie ein neues Software-Image vom lokalen a. Klicken Sie auf vom lokalen Client
Client hinzu hinzufigen.

b. Suchen Sie nach dem Software-Bild, und
klicken Sie dann auf Offnen.
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3.
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lhr Ziel ist Dann...

Flgen Sie ein neues Software-Image von der a. Klicken Sie auf vom Server hinzufiigen.

NetApp Support Site hinzu b. Geben Sie im Dialogfeld Add a New Software
Image (Neues Software-Image hinzufligen) die
URL des HTTP-Servers oder FTP-Servers ein,
auf dem Sie das Image, das von der NetApp
Support-Website heruntergeladen wurde,
gespeichert haben.

Fir anonymes FTP missen Sie die URL im
angeben ftp://anonymous@ftpserver
Formatieren.

c. Klicken Sie Auf Hinzufligen.

Wahlen Sie ein verfugbares Bild aus Wahlen Sie eines der aufgefihrten Bilder aus.

Klicken Sie auf Validieren, um die Validierungsprifungen vor dem Update auszuflihren, um zu Gberprifen,
ob das Cluster bereit fir ein Update ist.

Der Validierungsvorgang Uberpriift die Cluster-Komponenten, um zu Utberprifen, ob das Update
unterbrechungsfrei durchgefiihrt werden kann, und zeigt anschlieRend Fehler oder Warnungen an.
AuRerdem werden alle erforderlichen KorrekturmaRnahmen angezeigt, die Sie vor dem Aktualisieren der
Software durchfiihren missen.

Sie missen alle erforderlichen AbhilfemalRnahmen fiir die Fehler durchflihren, bevor Sie mit

@ dem Update fortfahren. Obwohl Sie die AbhilfemaRnahmen fir die Warnungen ignorieren
kénnen, sollten Sie alle AbhilfemaRnahmen durchfihren, bevor Sie mit dem Update
fortfahren.

. Klicken Sie Auf Weiter.

. Klicken Sie Auf Aktualisieren.

Die Validierung wird erneut durchgefthrt.

> Wenn die Validierung abgeschlossen ist, zeigt eine Tabelle alle Fehler und Warnungen sowie alle
erforderlichen Abhilfemafinahmen an, bevor Sie fortfahren.

o Wenn die Validierung mit Warnungen abgeschlossen ist, kdnnen Sie das Kontrollkastchen
Aktualisierung mit Warnungen fortsetzen aktivieren und dann auf Weiter klicken. Wenn die
Validierung abgeschlossen ist und die Aktualisierung gerade lauft, kann die Aktualisierung aufgrund
von Fehlern angehalten werden. Sie konnen auf die Fehlermeldung klicken, um die Details anzuzeigen
und anschlielend die AbhilfemaRnahmen durchzuflihren, bevor Sie das Update fortsetzen.

Nachdem das Update erfolgreich abgeschlossen wurde, wird der Node neu gebootet, und Sie werden zur
Anmeldeseite von System Manager umgeleitet. Wenn das Neubooten des Node lange dauert, miissen Sie
den Browser aktualisieren.

. Melden Sie sich bei System Manager an und Uberpriifen Sie, ob der Cluster erfolgreich auf die

ausgewahlte Version aktualisiert wurde, indem Sie auf Konfiguration > Cluster > Update >
Aktualisierungsverlauf klicken und die Details anzeigen.



Verwandte Informationen

So aktualisieren Sie einen Cluster unterbrechungsfrei

Cluster-Update-Fenster mit System Manager - ONTAP 9.7 und friher

Mithilfe des Cluster-Update-Fensters kdnnen Sie ein automatisiertes Cluster-Update
unterbrechungsfrei durchfihren oder Single-Node-Cluster mit ONTAP System Manager
classic (erhaltlich in ONTAP 9.7 und fruher) unterbrechungsfrei aktualisieren.

Registerkarten

* Cluster-Update

Automatisierte Cluster-Updates lassen sich unterbrechungsfrei durchfihren oder Cluster mit einem
einzelnen Node unterbrechungsfrei aktualisieren.

» Verlauf Aktualisieren

Zeigt die Details friherer Cluster-Updates an.

Registerkarte Cluster Update

Auf der Registerkarte Cluster-Update kdnnen Sie automatisierte Cluster-Updates unterbrechungsfrei
durchfiihren oder einzelne Node-Cluster unterbrechungsfrei aktualisieren.

Befehlsschaltflachen
+ Aktualisieren
Aktualisiert die Informationen im Fenster.
* Wahlen Sie
Sie kdnnen die Version des Software-Images fiir das Update auswahlen.

o Cluster-Versionsdetails: Zeigt die aktuelle verwendete Cluster-Version und die Versionsdetails der
Nodes oder HA-Paare an.

o Verfigbare Software-Images: Ermoglicht Innen die Auswahl eines vorhandenen Softwareabbilds fur die
Aktualisierung.

Alternativ kdnnen Sie ein Software-Image von der NetApp Support Site herunterladen und das Image
fur das Update hinzufligen.

 Validieren
Sie kénnen das Cluster anhand der Software-Image-Version fir das Update anzeigen und validieren. Eine
Validierung vor dem Update Uberprtift, ob sich das Cluster in einem Zustand befindet, der fir ein Update
bereit ist. Wenn die Validierung mit Fehlern abgeschlossen ist, zeigt eine Tabelle den Status der
verschiedenen Komponenten und die erforderliche KorrekturmaRnahme fiir die Fehler an.

Sie kdnnen die Aktualisierung nur durchfiihren, wenn die Validierung erfolgreich abgeschlossen wurde.

+ Aktualisierung
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Sie kdnnen alle Nodes im Cluster oder ein HA-Paar im Cluster auf die ausgewahlte Version des Software-
Images aktualisieren. Wahrend die Aktualisierung lauft, kdnnen Sie wahlen, ob Sie die Aktualisierung
unterbrechen méchten, und Sie kénnen die Aktualisierung entweder abbrechen oder fortsetzen.

Wenn ein Fehler auftritt, wird die Aktualisierung angehalten und eine Fehlermeldung mit den
AbhilfemalRnahmen angezeigt. Sie kdnnen wahlen, ob Sie das Update nach Durchfihrung der
Fehlerbehebungsschritte fortsetzen oder das Update abbrechen mdchten. Nach erfolgreichem Abschluss

des Updates kdnnen Sie die Tabelle mit dem Node-Namen, der Uptime, dem Status und der ONTAP-
Version anzeigen.

Registerkarte Verlauf aktualisieren

Zeigt Details zum Verlauf des Cluster-Updates an.
Liste des Aktualisierungsverlaufs
« Bildversion
Gibt die Version des ONTAP Images an, auf das der Node aktualisiert werden soll.
» Software-Updates auf installiert
Gibt den Festplattentyp an, auf dem die Updates installiert sind.
 Status

Gibt den Status der Aktualisierung des Software-Images an (ob das Update erfolgreich oder abgebrochen
wurde).

« Startzeit
Gibt den Zeitpunkt an, zu dem die Aktualisierung gestartet wurde.
* Abschlusszeit
Gibt den Zeitpunkt an, zu dem die Aktualisierung abgeschlossen wurde.
Dieses Feld ist standardmafig ausgeblendet.
» Benoétigte Zeit fiir das Update
Gibt die Zeit an, die fur den Abschluss der Aktualisierung benétigt wurde.
* Vorherige Version
Gibt die ONTAP-Version des Node vor dem Update an.
» Aktualisierte Version

Gibt die ONTAP-Version des Node nach dem Update an.
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Verwalten Sie die Datum- und Zeiteinstellungen eines Clusters mit System Manager
- ONTAP 9.7 und friuher

Mit ONTAP System Manager Classic (erhaltlich in ONTAP 9.7 und fruher) konnen Sie die
Datums- und Zeiteinstellungen eines Clusters verwalten.

Datum und Uhrzeit

Im Fenster Datum und Uhrzeit kdnnen Sie die aktuellen Datums- und Zeiteinstellungen fir Ihr Speichersystem
anzeigen und die Einstellungen bei Bedarf andern.

Befehlsschaltflachen
* Bearbeiten
Offnet das Dialogfeld Datum und Uhrzeit bearbeiten, in dem Sie die Zeitserver bearbeiten kdnnen.
« Aktualisieren

Aktualisiert die Informationen im Fenster.

Detailbereich

Im Detailbereich werden Informationen zu Datum, Uhrzeit, Zeitzone, NTP-Service und Zeitservern fir |hr
Speichersystem angezeigt.

Verwandte Informationen
Einstellen der Zeitzone fir ein Cluster
Einrichten eines Netzwerks, wenn ein |IP-Adressbereich deaktiviert ist

"Systemadministration”

Konfigurieren Sie SNMP mit System Manager - ONTAP 9.7 und fruher

Mit ONTAP System Manager classic (erhaltlich in ONTAP 9.7 und friher) kdnnen Sie
SNMP zum Uberwachen von SVMs in lhrem Cluster konfigurieren.

Aktivieren oder deaktivieren Sie SNMP

Sie konnen SNMP auf lhren Clustern mit System Manager aktivieren oder deaktivieren. SNMP ermdglicht das
Monitoring der Storage Virtual Machines (SVMs) in einem Cluster zur Vermeidung von Stérungen, bevor diese
auftreten kdnnen und zur Vermeidung von Storfallen fihren.

Schritte
1. Klicken Sie Auf £§.
2. Klicken Sie im Fenster Setup auf SNMP.

3. Klicken Sie im Fenster SNMP entweder auf enable oder Disable.
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Bearbeiten Sie SNMP-Informationen

Mit dem Dialogfeld SNMP-Einstellungen bearbeiten in System Manager kénnen Sie Informationen tber den
Speicherort des Storage-Systems und die Kontaktmitarbeiter aktualisieren und die SNMP-Communitys lhres
Systems angeben.

Uber diese Aufgabe

System Manager verwendet die SNMP-Protokolle SNMPv1 und SNMPv2¢ sowie eine SNMP-Community, um
Storage-Systeme zu erkennen.

Schritte
1. Klicken Sie Auf £F.
2. Klicken Sie im Fenster Setup auf SNMP.
3. Klicken Sie Auf Bearbeiten.
4. Geben Sie auf der Registerkarte Allgemein die Kontaktinformationen des Ansprechpartners und

Standortinformationen fir das Speichersystem und die SNMP-Communitys an.

Der Community-Name kann aus 32 Zeichen bestehen und darf die folgenden Sonderzeichen nicht
enthalten: , /:".
5. Gehen Sie auf der Registerkarte SNMPv3wie folgt vor:
a. Klicken Sie auf Hinzufiigen, um einen SNMPv3-Benutzer hinzuzufligen.
b. Geben Sie den Benutzernamen an und andern Sie ggf. die Engine-ID.
c. Wahlen Sie das Authentifizierungsprotokoll aus, und geben Sie |hre Anmeldedaten ein.
d. Wahlen Sie das Privacy Protocol aus und geben Sie Ihre Anmeldedaten ein.
e. Klicken Sie auf OK, um die Anderungen zu speichern.
6. Klicken Sie auf OK.

7. Uberpriifen Sie die Anderungen, die Sie an den SNMP-Einstellungen vorgenommen haben, im Fenster
SNMP.

Aktivieren oder Deaktivieren von SNMP-Traps

SNMP-Traps ermdglichen es lhnen, den Zustand und den Zustand der verschiedenen Komponenten lhres
Speichersystems zu tiberwachen. Uber das Dialogfeld SNMP-Einstellungen bearbeiten in System Manager
kénnen Sie SNMP-Traps auf Ihrem Speichersystem aktivieren oder deaktivieren.

Uber diese Aufgabe
Obwohl SNMP standardmaRig aktiviert ist, sind SNMP-Traps standardmafig deaktiviert.

Schritte
1. Klicken Sie Auf £F.

2. Klicken Sie im Fenster Setup auf SNMP.
3. Klicken Sie im Fenster SNMP auf Bearbeiten.

4. Wahlen Sie im Dialogfeld SNMP-Einstellungen bearbeiten die Registerkarte Trap Hosts aus und
aktivieren bzw. deaktivieren Sie das Kontrollkastchen Traps aktivieren, um SNMP-Traps zu aktivieren
bzw. zu deaktivieren.

5. Wenn Sie SNMP-Traps aktivieren, figen Sie den Hostnamen oder die IP-Adresse der Hosts hinzu, an die
die Traps gesendet werden.
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6. Klicken Sie auf OK.

Testen Sie die Trap-Host-Konfiguration
Mit System Manager kénnen Sie testen, ob Sie die Trap-Host-Einstellungen richtig konfiguriert haben.

Schritte
1. Klicken Sie Auf £¥.

2. Klicken Sie im Fenster Setup auf SNMP.
3. Klicken Sie im Fenster SNMP auf Test Trap Host.
4. Klicken Sie auf OK.

SNMP-Fenster

Im SNMP-Fenster konnen Sie die aktuellen SNMP-Einstellungen fiir lhr System anzeigen. Sie kénnen auch
die SNMP-Einstellungen lhres Systems andern, SNMP-Protokolle aktivieren und Trap-Hosts hinzufiigen.

Befehlsschaltflachen
» Aktivieren/Deaktivieren
Aktiviert oder deaktiviert SNMP.
* Bearbeiten

Offnet das Dialogfeld SNMP-Einstellungen bearbeiten, in dem Sie SNMP-Communitys fiir Ihr
Speichersystem angeben und Traps aktivieren oder deaktivieren kénnen.

* Trap Host Testen

Sendet einen Test-Trap an alle konfigurierten Hosts, um zu prifen, ob der Test-Trap alle Hosts erreicht und
ob die Konfigurationen fir SNMP richtig eingestellt sind.

¢ Aktualisieren

Aktualisiert die Informationen im Fenster.

Details

Im Detailbereich werden die folgenden Informationen zum SNMP-Server und Host-Traps fur lhr
Speichersystem angezeigt:

+ SNMP

Zeigt an, ob SNMP aktiviert ist oder nicht.
* Traps

Zeigt an, ob SNMP-Traps aktiviert sind oder nicht.
* Lage

Zeigt die Adresse des SNMP-Servers an.
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» Kontakt

Zeigt die Kontaktinformationen flir den SNMP-Server an.
* Trap-Host-IP-Adresse

Zeigt die IP-Adressen des Trap-Hosts an.
« Community-Namen

Zeigt den Community-Namen des SNMP-Servers an.
 Sicherheitsnamen

Zeigt den Sicherheitsstil fiir den SNMP-Server an.

Verwandte Informationen

"Netzwerkmanagement"

Konfigurieren Sie einen LDAP-Server mit System Manager - ONTAP 9.7 und friher
Mit ONTAP System Manager Classic (erhaltlich in ONTAP 9.7 und fruher) konnen Sie

einen LDAP-Server konfigurieren, der die Benutzerinformationen zentral verwaltet.
Zeigen Sie die LDAP-Client-Konfiguration an

Mit System Manager kénnen Sie die LDAP-Clients anzeigen, die fiir eine Storage Virtual Machine (SVM) in
einem Cluster konfiguriert sind.

Schritte
1. Klicken Sie Auf £F.

2. Klicken Sie im Fensterbereich Setup auf LDAP.

Die Liste der LDAP-Clients wird im LDAP-Fenster angezeigt.

LDAP-Dienste verwenden

Mit einem LDAP-Server kdnnen Sie Benutzerinformationen zentral verwalten. Wenn Sie lhre
Benutzerdatenbank auf einem LDAP-Server in Ihrer Umgebung speichern, kénnen Sie lhre Storage Virtual
Machine (SVM) so konfigurieren, dass Benutzerinformationen in lhrer vorhandenen LDAP-Datenbank
angezeigt werden.

Uber diese Aufgabe

ONTAP unterstutzt LDAP zur Benutzerauthentifizierung, Autorisierung fur Dateizugriffe sowie Services zur
Benutzersuche und -Zuordnung zwischen NFS und CIFS.

LDAP-Fenster

Mit dem LDAP-Fenster kdonnen Sie LDAP-Clients zur Benutzerauthentifizierung, Dateizugriffsberechtigung und
Benutzersuche anzeigen und Dienste zwischen NFS und CIFS auf Clusterebene zuordnen.
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Befehlsschaltflachen

* Hinzufiigen
Offnet das Dialogfeld LDAP-Client erstellen, in dem Sie LDAP-Clients erstellen und konfigurieren kénnen.
» Bearbeiten

Offnet das Dialogfeld LDAP-Client bearbeiten, in dem Sie LDAP-Client-Konfigurationen bearbeiten kénnen.
Sie kénnen auch aktive LDAP-Clients bearbeiten.

* Loschen

Offnet das Dialogfeld LDAP-Client(s) Iéschen, in dem Sie LDAP-Client-Konfigurationen léschen kénnen.
Sie kénnen auch einen aktiven LDAP-Client I6schen.

« Aktualisieren

Aktualisiert die Informationen im Fenster.

LDAP-Client-Liste

Zeigt Details zu LDAP-Clients (im Tabellenformat) an.
* LDAP-Client-Konfiguration
Zeigt den Namen der von lhnen angegebenen LDAP-Client-Konfiguration an.
« Storage Virtual Machine
Zeigt den Namen der Storage Virtual Machine (SVM) fir jede LDAP-Client-Konfiguration an.
* Schema
Zeigt das Schema fiir jeden LDAP-Client an.
* Mindesteinstufe
Zeigt die Mindestbindungsebene fir jeden LDAP-Client an.
 Active Directory-Domaéane
Zeigt die Active Directory-Domane fiur jede LDAP-Client-Konfiguration an.
» * LDAP-Server*
Zeigt den LDAP-Server fur jede LDAP-Client-Konfiguration an.
* Bevorzugte Active Directory-Server

Zeigt den bevorzugten Active Directory-Server fiir jede LDAP-Client-Konfiguration an.

Verwandte Informationen

Hinzufligen einer LDAP-Client-Konfiguration
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Léschen einer LDAP-Client-Konfiguration

Bearbeiten einer LDAP-Client-Konfiguration

Verwalten Sie Benutzerkonten mit System Manager — ONTAP 9.7 und fruher

Mit ONTAP System Manager classic (verfugbar unter ONTAP 9.7 und alter) kdnnen Sie
ein Cluster-Benutzerkonto hinzufiigen, bearbeiten und verwalten sowie eine
Anmeldebenutzermethode fur den Zugriff auf das Storage-System festlegen.

Fiigen Sie ein Cluster-Benutzerkonto hinzu

Sie kdnnen mit System Manager ein Cluster-Benutzerkonto hinzufligen und eine Anmeldemethode fir den
Zugriff auf das Storage-System angeben.

Uber diese Aufgabe

In Clustern, auf denen die SAML-Authentifizierung aktiviert ist, kdnnen Sie fur eine bestimmte Anwendung
entweder SAML-Authentifizierung oder passwortbasierte Authentifizierung hinzufiigen oder beide
Authentifizierungstypen hinzuftigen.

Schritte
1. Klicken Sie Auf £¥.

2. Klicken Sie im Fensterbereich Verwaltung auf Benutzer.

3. Klicken Sie Auf Hinzufiigen.

4. Geben Sie einen Benutzernamen fiir den neuen Benutzer ein.
5

. Geben Sie ein Kennwort ein, mit dem der Benutzer eine Verbindung zum Speichersystem herstellen kann,
und bestatigen Sie anschlieffend das Kennwort.

6. Fugen Sie eine oder mehrere Anmeldemethoden flr Benutzer hinzu und klicken Sie dann auf Hinzufiigen.

Bearbeiten eines Cluster-Benutzerkontos

Sie kdnnen mit System Manager ein Cluster-Benutzerkonto bearbeiten, indem Sie die Anmeldemethoden fur
den Zugriff auf das Storage-System andern.

Schritte
1. Klicken Sie Auf £#.

2. Klicken Sie im Fensterbereich Verwaltung auf Benutzer.

3. Wahlen Sie im Fenster Benutzer das Benutzerkonto aus, das Sie andern mochten, und klicken Sie dann
auf Bearbeiten.

4. Andern Sie im Dialogfeld Benutzer dndern die Anmeldemethoden fiir den Benutzer und klicken Sie dann
auf Andern.

Andern Sie Passwérter fiir Cluster-Benutzerkonten

Sie kdnnen mit System Manager das Passwort fur ein Cluster-Benutzerkonto zurlicksetzen.

Schritte
1. Klicken Sie Auf £§.
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2. Klicken Sie im Fensterbereich Verwaltung auf Benutzer.

3. Wahlen Sie das Benutzerkonto aus, fir das Sie das Passwort andern mochten, und klicken Sie dann auf
Passwort andern.

4. Geben Sie im Dialogfeld Passwort andern das neue Passwort ein, bestatigen Sie das neue Passwort und
klicken Sie dann auf Andern.

Sperren oder Entsperren von Cluster-Benutzerkonten
Mit System Manager kénnen Sie Cluster-Benutzerkonten sperren oder entsperren.

Schritte
1. Klicken Sie Auf £F.

2. Klicken Sie im Fensterbereich Verwaltung auf Benutzer.

3. Wahlen Sie das Benutzerkonto aus, fiir das Sie den Status d&ndern mochten, und klicken Sie entweder auf
Sperren oder Entsperren.

Benutzerkonten (nur Cluster-Administratoren)

Sie kénnen ein Cluster-Benutzerkonto erstellen, andern, sperren, entsperren oder I6schen, das Passwort eines
Benutzers zuriicksetzen oder Informationen zu allen Benutzerkonten anzeigen.

Sie haben folgende Mdoglichkeiten, Cluster-Benutzerkonten zu verwalten:

» Erstellen einer Anmeldemethode fir einen Benutzer, indem der Kontoname des Benutzers, die
Zugriffsmethode, die Authentifizierungsmethode und optional Die Zugriffskontrollrolle, der dem Benutzer
zugewiesen ist

» Anzeigen von Anmeldeinformationen des Benutzers, z. B. Kontoname, Zugriffsmethode,
Authentifizierungsmethode, Zugriffskontrollrolle und Kontostatus

+ Andern der Zugriffskontrollrolle, die der Anmeldemethode eines Benutzers zugeordnet ist

@ Es empfiehlt sich, eine einzelne Rolle fir alle Zugriffs- und Authentifizierungsmethoden
eines Benutzerkontos zu verwenden.

* Léschen der Anmeldemethode eines Benutzers, z. B. der Zugriffsmethode oder der
Authentifizierungsmethode

+ Andern des Kennworts fiir ein Benutzerkonto
» Sperren eines Benutzerkontos, um zu verhindern, dass der Benutzer auf das System zugreift

» Entsperren eines zuvor gesperrten Benutzerkontos, sodass der Benutzer wieder auf das System zugreifen
kann

Fenster ,,Benutzer*

Sie kdnnen das Fenster Benutzer verwenden, um Benutzerkonten zu verwalten, das Kennwort eines
Benutzers zurlickzusetzen und Informationen Uber alle Benutzerkonten anzuzeigen.

Befehlsschaltflachen

* Hinzufligen

Offnet das Dialogfeld Benutzer hinzufligen, in dem Sie Benutzerkonten hinzufiigen kdnnen.
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- Bearbeiten

Offnet das Dialogfeld Benutzer andern, in dem Sie Benutzeranmeldungsmethoden &ndern kénnen.

@ Als Best Practice empfiehlt es sich, fir alle Zugriffs- und Authentifizierungsmethoden eines
Benutzerkontos eine einzelne Rolle zu verwenden.

* Loschen
Ermoglicht das Léschen eines ausgewahlten Benutzerkontos.
+ Passwort Andern

Offnet das Dialogfeld Kennwort andern, in dem Sie das Kennwort eines ausgewahlten Benutzers
zurlcksetzen kdnnen.

» Schloss
Sperrt das Benutzerkonto.
+ Aktualisieren

Aktualisiert die Informationen im Fenster.

Benutzerliste

Im Bereich unterhalb der Liste Benutzer werden detaillierte Informationen zum ausgewahlten Benutzer
angezeigt.

» * Benutzer*
Zeigt den Namen des Benutzerkontos an.
* Konto Gesperrt

Zeigt an, ob das Benutzerkonto gesperrt ist.

Bereich Anmeldemethoden fiir Benutzer

* * Anwendung®

Zeigt die Zugriffsmethode an, mit der ein Benutzer auf das Speichersystem zugreifen kann. Zu den
unterstitzten Zugriffsmethoden gehéren folgende:

o Systemkonsole (Konsole)

o HTTP(S) (http)

o ONTAP-API (ontapi)

o Service-Prozessor (Service-Prozessor)
o SSH (SSH)

» Authentifizierung

Zeigt die standardmal3ig unterstitzte Authentifizierungsmethode an, die ,password®ist.
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* *Rolle*

Zeigt die Rolle eines ausgewahlten Benutzers an.

Managen Sie Rollen mit System Manager — ONTAP 9.7 und friher

Mit ONTAP System Manager Classic (erhaltlich in ONTAP 9.7 und friher) kénnen
Zugriffsgesteuerte Benutzerrollen erstellt werden.

Rollen hinzufiigen

Mit System Manager kénnen Sie eine Zugriffssteuerungsrolle hinzufigen und den Befehl oder das
Befehlsverzeichnis angeben, auf das Benutzer der Rolle zugreifen kdnnen. Sie kénnen auch die Zugriffsebene
fur die Rolle im Befehlsverzeichnis oder Befehlsverzeichnis steuern und eine Abfrage festlegen, die fir das
Befehlsverzeichnis gilt.

Schritte
1. Klicken Sie Auf £F.

2. Klicken Sie im Fensterbereich Management auf Rollen.

3. Klicken Sie im Fenster Rollen auf Hinzufiligen.

4. Geben Sie im Dialogfeld * Rolle hinzufigen* den Rollennamen ein und fligen Sie die Rollenattribute hinzu.
5

. Klicken Sie Auf Hinzufiigen.

Rollen bearbeiten

Mit System Manager kdnnen Sie den Zugriff einer Zugriffssteuerungsrolle auf ein Befehlsverzeichnis oder ein
Befehlsverzeichnis andern und den Zugriff eines Benutzers auf nur einen bestimmten Befehlssatz
beschranken. Sie konnen auch den Zugriff einer Rolle auf das Standard-Befehlsverzeichnis entfernen.

Schritte
1. Klicken Sie Auf £F.

2. Klicken Sie im Fensterbereich Management auf Rollen.

3. Wahlen Sie im Fenster Rollen die Rolle aus, die Sie andern mochten, und klicken Sie dann auf
Bearbeiten.

4. Andern Sie im Dialogfeld Rolle bearbeiten die Rollenattribute und klicken Sie dann auf Andern.

5. Uberpriifen Sie die Anderungen, die Sie im Fenster Rollen vorgenommen haben.

Rollen und Berechtigungen

Der Cluster-Administrator kann den Zugriff eines Benutzers auf nur einen bestimmten Befehlssatz
beschranken, indem eine eingeschrankte Zugriffskontrollrolle erstellt und dann einem Benutzer die Rolle
zugewiesen wird.

Sie kdnnen Zugriffskontrollrollen auf folgende Weise verwalten:

* Indem Sie eine Zugriffssteuerungsrolle erstellen und dann den Befehl oder das Befehlsverzeichnis
angeben, auf das die Benutzer der Rolle zugreifen kénnen.

* Indem Sie die Zugriffsebene, die die Rolle fir das Befehlsverzeichnis oder das Befehlsverzeichnis hat,
steuern und dann eine Abfrage angeben, die fiir das Befehl- oder Befehlsverzeichnis gilt.
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+ Durch Andern des Zugriffs auf eine Zugriffssteuerungsrolle auf ein Befehls- oder Befehlsverzeichnis.

¢ Indem Informationen zu Zugriffskontrollrollen angezeigt werden, z. B. der Rollenname, der Befehl oder das
Befehlsverzeichnis, auf das eine Rolle zugreifen kann, die Zugriffsebene und die Abfrage.

* Durch Loschen einer Zugriffskontrolirolle.
* Indem der Zugriff eines Benutzers auf einen bestimmten Befehlssatz beschrankt wird.
* Indem Sie ONTAP APIs und die entsprechenden Befehle der Befehlszeilenschnittstelle (CLI) anzeigen.

Das Fenster Rollen

Im Fenster Rollen kénnen Sie die Rollen verwalten, die mit Benutzerkonten verknupft sind.
Befehlsschaltflachen
* Hinzufiuigen

Offnet das Dialogfeld Rolle hinzufiigen, in dem Sie eine Zugriffskontrollrolle erstellen und den Befehl oder
das Befehlsverzeichnis angeben kénnen, auf das die Benutzer der Rolle zugreifen kénnen.

* Bearbeiten
Offnet das Dialogfeld Rolle bearbeiten, in dem Sie Rollenattribute hinzufiigen oder &ndern kénnen.
» Aktualisieren

Aktualisiert die Informationen im Fenster.

Liste der Rollen

Die Rollenliste enthalt eine Liste von Rollen, die Benutzern zugewiesen werden kdnnen.

Bereich Rollenattribute

Im Detailbereich werden die Rollenattribute angezeigt, z. B. der Befehl oder das Befehlsverzeichnis, auf das
die ausgewahlte Rolle zugreifen kann, die Zugriffsebene und die Abfrage, die fiir das Befehl- oder
Befehlsverzeichnis gilt.

Verwandte Informationen

"Administratorauthentifizierung und RBAC"

Managen Sie das Netzwerk mit System Manager - ONTAP 9.7 und friher

Mit ONTAP System Manager Classic (erhaltlich in ONTAP 9.7 und fruher) wird das
Netzwerk des Storage-Systems verwaltet. Dazu werden IPspaces, Broadcast-Domanen,
Subnetze, Netzwerkschnittstellen, Ethernet-Ports, Und FC/FCoE-Adapter.

Netzwerkfenster

Im Fenster Netzwerk kdnnen Sie die Liste der Netzwerkkomponenten anzeigen, wie Subnetze,
Netzwerkschnittstellen, Ethernet-Ports, Broadcast-Doméanen, FC/FCoE- und NVMe-Adapter und IPspaces
ermaoglichen, diese Komponenten in Ihrem Storage-System zu erstellen, zu bearbeiten oder zu I6schen.
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Registerkarten

* Subnetz

Ermdglicht Ihnen, eine Liste von Subnetzen anzuzeigen und Subnetze zu erstellen, zu bearbeiten oder zu
I6schen.

* Netzwerkschnittstellen
Ermaoglicht Innen das Anzeigen einer Liste von Netzwerkschnittstellen, das Erstellen, Bearbeiten oder
Léschen von Schnittstellen aus Ihrem Storage-System, das Migrieren der LIFs, das Andern des Status der
Schnittstelle und das Ricksenden der Schnittstelle an den Home Port.

¢ Ethernet-Ports

Ermaoglicht Innen das Anzeigen und Bearbeiten der Ports eines Clusters sowie das Erstellen, Bearbeiten
oder Léschen von Schnittstellengruppen und VLAN-Ports.

* Broadcast-Domains

Ermdglicht Ihnen, eine Liste von Broadcast-Domanen anzuzeigen und Doméanen aus Ihrem Storage-
System zu erstellen, zu bearbeiten oder zu I6schen.

» * FC/FCoE und NVMe Adapter*

Ermaoglicht Ihnen, die Ports in einem Cluster anzuzeigen und die FC/FCoE- und NVMe-
Adaptereinstellungen zu bearbeiten.

* IPspaces

Ermdglicht Ihnen, eine Liste von IPspaces und Broadcast-Domanen anzuzeigen und einen IPspace vom
Speichersystem zu erstellen, zu bearbeiten oder zu I6schen.

Registerkarte Subnetz

Befehlsschaltflachen

e Erstellen

Offnet das Dialogfeld Subnetz erstellen, in dem Sie neue Subnetze erstellen kénnen, die
Konfigurationsinformationen zum Erstellen einer Netzwerkschnittstelle enthalten.

- Bearbeiten

Offnet das Dialogfeld Subnetz bearbeiten, in dem Sie bestimmte Attribute eines Subnetzes dndern kénnen,
z. B. Name, Subnetzadresse, IP-Adressbereich und Gateway-Details.

* Loschen
Loscht das ausgewahlte Subnetz.
+ Aktualisieren

Aktualisiert die Informationen im Fenster.
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Subnetz-Liste

* Name

Gibt den Namen des Subnetzes an.
* Subnetz-IP/Subnetzmaske

Gibt die Details der Subnetzadresse an.
+ Gateway

Gibt die IP-Adresse des Gateways an.
* Verfiigbar

Gibt die Anzahl der im Subnetz verfligbaren |IP-Adressen an.
* Verwendet

Gibt die Anzahl der im Subnetz verwendeten |IP-Adressen an.
* Gesamtzahl

Gibt die Gesamtzahl der IP-Adressen (verfiigbar und verwendet) im Subnetz an.
* Broadcast-Domain

Gibt die Broadcast-Doméane an, zu der das Subnetz gehort.
* IPspace

Gibt den IPspace an, zu dem das Subnetz gehort.

Detailbereich

Der Bereich unterhalb der Subnetz-Liste zeigt detaillierte Informationen tiber das ausgewahlte Subnetz an,
einschlieBlich des Subnetzes und eines Diagramms, in dem die verfligbare, verwendete und Gesamtzahl der
IP-Adressen angezeigt wird.

Einschrankungen der Registerkarte Netzwerkschnittstellen

 Fur Cluster-LIFs, Node-Management-LIFs, VIP-LIFs und BGP-LIFs kénnen Sie System Manager nicht zum
Ausflihren der folgenden Aktionen verwenden:

o Erstellen, bearbeiten, I6schen, aktivieren oder deaktivieren Sie die LIFs
o Migrieren Sie die LIFs oder senden Sie die LIFs zurtick an den Home Port
* Fur Cluster-Management-LIFs kénnen Sie mit System Manager die LIFs migrieren oder die LIFs zurlck an
den Home-Port senden.

Sie kdnnen jedoch nicht erstellen, bearbeiten, I6schen, aktivieren, Oder deaktivieren Sie die LIFs.

* FUr Intercluster-LIFs konnen Sie mit System Manager die LIFs erstellen, bearbeiten, |I6schen, aktivieren
oder deaktivieren.
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Sie kdnnen jedoch die LIFs nicht migrieren oder die LIFs zuriick an den Home Port senden.
Netzwerkschnittstellen kénnen in den folgenden Konfigurationen nicht erstellt, bearbeitet oder geldscht
werden:

o Eine MetroCluster-Konfiguration

o SVMs fir Disaster Recovery (DR) konfiguriert:

Befehlsschaltflachen

Erstellen

Offnet das Dialogfeld ,Netzwerkschnittstelle erstellen“, mit dem Sie Netzwerkschnittstellen erstellen und
LIFs fir Intercluster erstellen kbnnen, um Daten bereitzustellen und SVMs zu managen.

Bearbeiten

Offnet das Dialogfeld ,Netzwerkschnittstelle bearbeiten®, das Sie fiir den Management-Zugriff fiir eine
Daten-LIF verwenden kdnnen.

Loéschen

Ldscht die ausgewahlte Netzwerkschnittstelle.

Diese Schaltflache ist nur aktiviert, wenn die Daten-LIF deaktiviert ist.
Status

Offnen Sie das Dropdown-Menti, in dem die Option zum Aktivieren oder Deaktivieren der ausgewahiten
Netzwerkschnittstelle angezeigt wird.

* Migrieren™

Ermdglicht Thnen, eine Daten-LIF oder eine Cluster-Management-LIF zu einem anderen Port desselben
Node oder eines anderen Node im Cluster zu migrieren.

Nach Hause senden
Ermoglicht Ihnen, die LIF wieder auf ihrem Home Port zu hosten.

Diese Schaltflache ist nur aktiviert, wenn die ausgewahlte Schnittstelle auf einem nicht-Home-Port
gehostet wird und wenn der Home-Port verflgbar ist.

Diese Schaltflache ist deaktiviert, wenn ein Node im Cluster ausfallt.
Aktualisieren

Aktualisiert die Informationen im Fenster.

Schnittstellenliste

Sie kdnnen den Zeiger lber das farbcodierte Symbol bewegen, um den Betriebsstatus der Schnittstelle
anzuzeigen:

Grin gibt an, dass die Schnittstelle aktiviert ist.
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* Rot gibt an, dass die Schnittstelle deaktiviert ist.

» Schnittstellenname
Gibt den Namen der Netzwerkschnittstelle an.
» Storage Virtual Machine
Gibt die SVM an, zu der die Schnittstelle gehort.
* IP-Adresse/WWPN
Gibt die IP-Adresse oder den weltweiten Port-Namen (WWPN) der Schnittstelle an.
» Aktueller Port
Gibt den Namen des Node und des Ports an, auf dem die Schnittstelle gehostet wird.
* Datenprotokollzugriff
Gibt das Protokoll an, das fur den Datenzugriff verwendet wird.
* * Managementzugriff*
Gibt an, ob der Managementzugriff auf der Schnittstelle aktiviert ist.
* Subnetz
Gibt das Subnetz an, zu dem die Schnittstelle gehort.
* mx-Rolle

Gibt die Betriebsrolle der Schnittstelle an. Diese kann Daten-, Cluster-, Cluster-, Cluster- oder Node-
Management sein.
Detailbereich

Im Bereich unterhalb der Schnittstellenliste werden ausfihrliche Informationen Gber die ausgewahlte
Schnittstelle angezeigt: Failover-Eigenschaften wie der Home-Port, der aktuelle Port, die Geschwindigkeit der
Ports, Failover-Policy, Failover-Gruppe und Failover-Status sowie allgemeine Eigenschaften wie
Administrationsstatus, Rolle, IPspace, Broadcast-Domane, Netzwerkmaske, Gateway und DDNS-Status.

Registerkarte ,,Ethernet-Ports“

Befehlsschaltflachen

« Schnittstellengruppe Erstellen

Offnet das Dialogfeld Schnittstellengruppen erstellen, in dem Sie Schnittstellengruppen erstellen kénnen,
indem Sie die Ports auswahlen und die Verwendung von Ports und der
Netzwerkdatendatendatendatendatenverteilung bestimmen.

* Erstellen Sie VLAN
Offnet das Dialogfeld VLAN erstellen, in dem Sie ein VLAN erstellen kénnen, indem Sie einen Ethernet-

Port oder eine Schnittstellengruppe auswahlen und VLAN-Tags hinzufiigen.

122



» Bearbeiten
Offnet eines der folgenden Dialogfelder:

o Dialogfeld ,Ethernet-Port bearbeiten“: Ermoglicht das Andern von Ethernet-Port-Einstellungen.
- Dialogfeld ,VLAN bearbeiten*: Erméglicht das Andern von VLAN-Einstellungen.
- Dialogfeld Interface Group bearbeiten: Erméglicht das Andern von Schnittstellengruppen.

Sie kdnnen nur VLANSs bearbeiten, die nicht einer Broadcast-Domane zugeordnet sind.
» Loschen
Offnet eines der folgenden Dialogfelder:

o Dialogfeld ,VLAN Idschen: Ermoglicht das Loschen eines VLANSs.
o Dialogfeld Interface Group |6schen: Hier kénnen Sie eine Schnittstellengruppe I6schen.

« Aktualisieren

Aktualisiert die Informationen im Fenster.

Ports-Liste

Sie kénnen den Zeiger uUber das farbcodierte Symbol bewegen, um den Betriebsstatus des Ports anzuzeigen:

« Grin gibt an, dass der Port aktiviert ist.
* Rot gibt an, dass der Port deaktiviert ist.
* Port

Zeigt den Portnamen des physischen Ports, des VLAN-Ports oder der Schnittstellengruppe an.
* Knoten
Zeigt den Knoten an, auf dem sich die physische Schnittstelle befindet.
* Broadcast-Domane
Zeigt die Broadcast-Doméane des Ports an.
* IPspace
Zeigt den IPspace an, zu dem der Port gehort.
* Typ

Zeigt den Typ der Schnittstelle an, z. B. Schnittstellengruppe, physische Schnittstelle, vip oder VLAN.

Detailbereich

Im Bereich unterhalb der Liste Ports werden detaillierte Informationen (ber die Porteigenschaften angezeigt.
* Registerkarte Details

Zeigt administrative Details und Betriebsdetails an.
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Im Rahmen der Betriebsdetails wird auf der Registerkarte der Integritatsstatus der Ports angezeigt. Die
Ports kénnen in einem ordnungsgemaflen Zustand oder zu einer eingeschrankten Performance fihren. Ein
beeintrachtigter Port ist ein Port, an dem kontinuierliche Netzwerkschwankungen auftreten, oder ein Port,
der keine Verbindung zu anderen Ports in derselben Broadcast-Domane aufweist.

Zudem werden auf der Registerkarte der Schnittstellenname, die SVM-Details und die IP-Adresse der
Netzwerkschnittstellen angezeigt, die auf dem ausgewahlten Port gehostet werden. Er gibt aullerdem an,
ob sich die Schnittstelle am Home-Port befindet oder nicht.

Registerkarte Leistung
Zeigt Performance-Metriken der ethernet-Ports an, einschliel3lich Fehlerrate und Durchsatz.
Wenn Sie die Client-Zeitzone oder die Cluster-Zeitzone andern, werden die Diagramme mit den

Performance-Metriken beeintrachtigt. Sie sollten Ihren Browser aktualisieren, um die aktualisierten
Diagramme anzuzeigen.

Registerkarte Broadcast-Doméne

Befehlsschaltflachen

e Erstellen

Offnet das Dialogfeld Broadcast-Domane erstellen, in dem Sie neue Broadcast-Domanen erstellen kdnnen,
die Ports enthalten.

« Bearbeiten

Offnet das Dialogfeld ,Broadcast-Doméne bearbeiten®, in dem Sie die Attribute einer Broadcast-Doméne
andern kénnen, z. B. Name, MTU-Grol3e und zugehorige Ports.

* Loschen
Ldscht die ausgewahlte Broadcast-Domane.
« Aktualisieren

Aktualisiert die Informationen im Fenster.

Liste der Broadcast-Domanen

* Broadcast-Domane

Gibt den Namen der Broadcast-Domain an.
* MTU

Gibt die MTU-GréRe an.
* IPspace

Gibt den IPspace an.

 Status Der Kombinierten Port-Aktualisierung
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Gibt den Status der Portaktualisierung an, wenn Sie eine Broadcast-Domane erstellen oder bearbeiten.
Alle Fehler in den Portaktualisierungen werden in einem separaten Fenster angezeigt, das Sie 6ffnen
kénnen, indem Sie auf den zugehorigen Link klicken.

Detailbereich

Der Bereich unterhalb der Broadcast-Domain-Liste zeigt alle Ports in einer Broadcast-Domane an. Wenn in
einem nicht standardmaRigen IPspace eine Broadcast-Domane Uber Anschlisse mit Aktualisierungsfehlern
verfugt, werden diese Ports im Detailbereich nicht angezeigt. Sie kdnnen den Zeiger Uber das farbcodierte
Symbol bewegen, um den Betriebsstatus der Ports anzuzeigen:

» Grln gibt an, dass der Port aktiviert ist.
* Rot gibt an, dass der Port deaktiviert ist.

Registerkarte ,,FC/FCoE und NVMe Adapter“

Befehlsschaltflachen

« Bearbeiten

Offnet das Dialogfeld FC/FCoE- und NVMe-Einstellungen bearbeiten, in dem Sie die Geschwindigkeit des

Adapters andern kénnen.
+ Status

Ermaoglicht es Ihnen, den Adapter in den Online-Modus zu versetzen oder ihn in den Offline-Modus zu
versetzen.

e Aktualisieren

Aktualisiert die Informationen im Fenster.

Liste der FC/FCoE- und NVMe-Adapter

+ WWNN
Gibt die eindeutige Kennung des FC/FCoE- und NVMe-Adapters an.
* Knotenname
Gibt den Namen des Node an, der den Adapter verwendet.
* Slot
Gibt den Steckplatz an, der den Adapter verwendet.
+ WWPN
Gibt den weltweiten FC-Port-Namen (WWPN) des Adapters an.
+ Status

Gibt an, ob der Status des Adapters online oder offline ist.
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* Geschwindigkeit

Gibt an, ob die Geschwindigkeitseinstellungen automatisch oder manuell sind.

Detailbereich

Im Bereich unter der Liste FC/FCoE und NVMe Adapter werden detaillierte Informationen tber die
ausgewahlten Adapter angezeigt.

* Registerkarte Details

Zeigt Adapterdetails an, z. B. Medientyp, Portadresse, Datenverbindungsrate, Verbindungsstatus,
Betriebsstatus, Der Fabric-Status und die Geschwindigkeit des Adapters.

* Registerkarte Leistung

Zeigt Performance-Metriken des FC/FCoE- und NVMe-Adapters an, einschlief3lich IOPS und
Antwortzeiten.

Wenn Sie die Client-Zeitzone oder die Cluster-Zeitzone andern, werden die Diagramme mit den

Performance-Metriken beeintrachtigt. Sie sollten Ihren Browser aktualisieren, um die aktualisierten
Diagramme anzuzeigen.

Registerkarte ,,IPspaces”

Befehlsschaltflachen

* Erstellen
Offnet das Dialogfeld ,IPspace erstellen®, in dem Sie einen neuen IPspace erstellen kénnen.
* Bearbeiten
Offnet das Dialogfeld ,IPspace bearbeiten®, in dem Sie einen vorhandenen IPspace umbenennen kénnen.
* Loschen
Ldscht den ausgewahlten IPspace.
« Aktualisieren

Aktualisiert die Informationen im Fenster.

IPspaces-Liste

* Name
Gibt den Namen des IPspaces an.
* Broadcast-Domains

Gibt die Broadcast-Domane an.
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Detailbereich
Im Bereich unterhalb der Liste IPspaces wird die Liste der Storage Virtual Machines (SVMs) im ausgewahlten

IPspace angezeigt.

Managen Sie IPspaces mit System Manager - ONTAP 9.7 und friiher

Sie kdbnnen ONTAP System Manager Classic (erhaltlich in ONTAP 9.7 und friher) zum
Erstellen und Verwalten von IPspaces verwenden.

IPspaces bearbeiten

Sie kdnnen mit System Manager einen vorhandenen IPspace umbenennen.

Uber diese Aufgabe

+ Alle IPspace-Namen missen innerhalb eines Clusters eindeutig sein und dirfen nicht aus Namen
bestehen, die vom System reserviert sind, z. B. lokaler oder localhost.

* Der vom System definierte IPspace ,Default” und der IPspace ,Cluster” kdnnen nicht gedndert
werden.

Schritte
1. Klicken Sie auf Netzwerk > IPspaces.

2. Wahlen Sie den IPspace aus, den Sie andern mdchten, und klicken Sie dann auf Bearbeiten.
3. Geben Sie im Dialogfeld IPspace bearbeiten einen neuen Namen fiir den IPspace an.

4. Klicken Sie Auf Umbenennen.

Loschen Sie IPspaces
Sie kdnnen mit System Manager einen IPspace I6schen, wenn Sie den IPspace nicht mehr bendtigen.

Bevor Sie beginnen

Der zu I6schende IPspace darf nicht mit Broadcast-Domanen, Netzwerkschnittstellen, Peer-Beziehungen oder
Storage Virtual Machines (SVMs) verknupft werden.

Uber diese Aufgabe
Der vom System definierte IPspace ,Default” und der IPspace ,Cluster” kdnnen nicht geléscht werden.

Schritte
1. Klicken Sie auf Netzwerk > IPspaces.

2. Wahlen Sie den IPspace aus, den Sie Idschen mdchten, und klicken Sie dann auf Loschen.

3. Aktivieren Sie das Bestatigungsfeld, und klicken Sie dann auf Ja.
Verwandte Informationen

"Netzwerkmanagement"

Management von Broadcast-Domanen mit System Manager - ONTAP 9.7 und friiher

Mit ONTAP System Manager Classic (erhaltlich in ONTAP 9.7 und friher) lassen sich
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Broadcast-Domanen erstellen und managen.

Einstellungen fiir die Broadcast-Doméne bearbeiten

Mit System Manager kénnen Sie die Attribute einer Broadcast-Domane andern, z. B. den Namen, die MTU-
Grolde und die Ports, die der Broadcast-Domane zugeordnet sind.

Uber diese Aufgabe

+ Sie durfen die MTU-GrolRe der Broadcast-Doméane, der der Management-Port EOM zugewiesen ist, nicht
andern.

 Sie kbnnen mit System Manager keine Broadcast-Doméanen im IP-Bereich des Clusters bearbeiten.

Sie mussen stattdessen die Befehlszeilenschnittstelle (CLI) verwenden.

Schritte
1. Klicken Sie Auf Netzwerk > Broadcast Domains.

2. Wahlen Sie die Broadcast-Domane aus, die Sie andern mochten, und klicken Sie dann auf Bearbeiten.
3. Andern Sie im Dialogfeld Broadcast-Doméne bearbeiten die Broadcast-Domain-Attribute nach Bedarf.

4. Klicken Sie auf Speichern und Schlielen.

Broadcast-Domanen loschen

Wenn Sie die Broadcast-Domane nicht mehr bendétigen, kdnnen Sie eine Broadcast-Domane mit System
Manager I6schen.

Bevor Sie beginnen
Der Broadcast-Domane, die Sie I6schen mochten, dirfen keine Subnetze zugeordnet werden.

Uber diese Aufgabe

* Wenn Sie eine Broadcast-Domane l6schen, werden die Ports, die der Broadcast-Domane zugeordnet sind,
dem standardmafigen IPspace zugewiesen, und die MTU-Einstellungen der Ports werden nicht geandert.

« Sie kbnnen mit System Manager keine Broadcast-Domanen I6schen, die sich im IP-Bereich des Clusters
befinden.

Sie mussen stattdessen die Befehlszeilenschnittstelle (CLI) verwenden.

Schritte
1. Klicken Sie Auf Netzwerk > Broadcast Domains.

2. Wahlen Sie die Broadcast-Domane aus, die Sie lo0schen mochten, und klicken Sie dann auf Loschen.

3. Aktivieren Sie das Bestatigungsfeld, und klicken Sie dann auf Léschen.
Verwandte Informationen
Netzwerkfenster

"Netzwerkmanagement"
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Subnetze mit System Manager - ONTAP 9.7 und friher verwalten
Sie konnen ONTAP System Manager Classic (verfugbar in ONTAP 9.7 und friher) zum

Verwalten von Subnetzen verwenden.
Subnetzeinstellungen bearbeiten

Mit System Manager kénnen Sie die Subnetz-Attribute andern, z. B. Name, Subnetz-Adresse, Bereich der IP-
Adressen und Gateway-Adresse des Subnetzes.

Uber diese Aufgabe
« Sie kbnnen System Manager nicht zum Bearbeiten von Subnetzen im Cluster-IPspace verwenden.

Sie mussen stattdessen die Befehlszeilenschnittstelle (CLI) verwenden.
+ Durch das Andern der Gateway-Adresse wird die Route nicht aktualisiert.

Sie mussen die Route mit der CLI aktualisieren.

Schritte
1. Klicken Sie Auf Netzwerk > Subnetze.

2. Wahlen Sie das Subnetz aus, das Sie andern mdchten, und klicken Sie dann auf Bearbeiten.
Sie kdnnen das Subnetz auch andern, wenn die LIF in diesem Subnetz noch verwendet wird.

3. Andern Sie im Dialogfeld Subnetz bearbeiten die Subnetzattribute nach Bedarf.

4. Klicken Sie auf Speichern und SchlieRen.

Subnetze loschen

Sie kdnnen mit System Manager ein Subnetz I6schen, wenn Sie das Subnetz nicht mehr bendétigen und die 1P-
Adressen, die dem Subnetz zugewiesen wurden, neu zuweisen mochten.

Bevor Sie beginnen

Das Subnetz, das Sie [6schen mochten, darf keine LIFs haben, die die IP-Adressen aus dem Subnetz
verwenden.

Uber diese Aufgabe

Sie kénnen System Manager nicht zum Léschen von Subnetzen im Cluster-IPspace verwenden. Sie missen
stattdessen die Befehlszeilenschnittstelle (CLI) verwenden.

Schritte
1. Klicken Sie Auf Netzwerk > Subnetze.

2. Wahlen Sie das Subnetz aus, das Sie Io0schen mochten, und klicken Sie dann auf Loschen.

3. Aktivieren Sie das Bestatigungsfeld, und klicken Sie dann auf Léschen.
Verwandte Informationen

Netzwerkfenster
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Managen Sie die Netzwerkschnittstellen mit System Manager — ONTAP 9.7 und
friher

Mit ONTAP System Manager Classic (erhaltlich in ONTAP 9.7 und fruher) konnen Sie
Netzwerkschnittstellen erstellen und verwalten.

Netzwerkschnittstellen erstellen

Mit System Manager kdnnen Sie eine Netzwerkschnittstelle oder eine LIF erstellen, um auf Daten von Storage
Virtual Machines (SVMs) zuzugreifen. Aufterdem lassen sich SVMs managen und eine Schnittstelle fir
Cluster-tubergreifende Konnektivitat bereitstellen.

Bevor Sie beginnen
Die dem Subnetz zugeordnete Broadcast-Domane muss Uber zugewiesene Ports verfligen.

Uber diese Aufgabe
* Bei der Erstellung eines LIF ist Dynamic DNS (DDNS) standardmafig aktiviert.

DDNS ist jedoch deaktiviert, wenn Sie die LIF fir die Cluster-Kommunikation tber iISCSI-, NVMe- oder
FC/FCoE-Protokolle oder nur fir den Management-Zugriff konfigurieren.

 Sie kdnnen eine IP-Adresse mithilfe eines Subnetzes oder nicht mit einem Subnetz angeben.

+ Sie kdnnen mit System Manager keine Netzwerkschnittstelle erstellen, wenn die Ports beeintrachtigt sind.

Um in diesen Fallen eine Netzwerkschnittstelle zu erstellen, missen Sie die Befehlszeilenschnittstelle (CLI)
verwenden.

* Um NVMeoF-Daten-LIF zu erstellen, muss die SVM bereits eingerichtet sein, der NVMe-Service muss
bereits auf der SVM existieren und die NVMeoF-fahigen Adapter sollten verfugbar sein.

» Das NVMe-Protokoll ist nur aktiviert, wenn fir die ausgewahlte SVM der NVMe-Service konfiguriert ist.

Schritte
1. Klicken Sie Auf Netzwerk > Netzwerkschnittstellen.

2. Klicken Sie Auf Erstellen.
3. Geben Sie im Dialogfeld Netzwerkschnittstelle erstellen einen Schnittstellennamen an.

4. Geben Sie eine Schnittstellenrolle an:

lhr Ziel ist Dann...
Zuordnen der Netzwerk-Schnittstelle zu einer a. Wahlen Sie Dient Daten Aus.
Daten-LIF

b. Wahlen Sie die SVM fir die
Netzwerkschnittstelle aus.

Verbinden Sie die Netzwerkschnittstelle mit einer a. Wahlen Sie Intercluster Connectivity.

Intercluster-LIF b. Wahlen Sie den IPspace fiir die

Netzwerkschnittstelle aus.

5. Wahlen Sie die entsprechenden Protokolle aus.
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Die Schnittstelle verwendet die ausgewahlten Protokolle fir den Zugriff auf Daten der SVM.

Bei Auswahl des NVMe-Protokolls werden die restlichen Protokolle deaktiviert. Bei

@ Unterstltzung von NAS-Protokollen (CIFS und NFS) bleiben die Protokolle verfugbar. Das
Feld NVMe-Transport wird angezeigt, wenn Sie das NVMe-Protokoll auswahlen und FC-
NVMe als Transportprotokoll angezeigt wird.

6. Wenn Sie den Managementzugriff auf der Daten-LIF aktivieren mdchten, aktivieren Sie das
Kontrollkdstchen Management Access aktivieren.

Sie kdnnen den Managementzugriff fir Cluster-tbergreifende LIFs oder LIFs mit FC/FCoE- oder NVMe-
Protokollen nicht aktivieren.

7. Weisen Sie die IP-Adresse zu:

lhr Ziel ist Dann...

Geben Sie die IP-Adresse mithilfe eines Subnetzes a. Wahlen Sie mit einem Subnetz aus.

an b. Wahlen Sie im Dialogfeld Details hinzufiigen

das Subnetz aus, dem die IP-Adresse
zugewiesen werden muss.

Fir Intercluster-LIF werden nur die Subnetze
angezeigt, die dem ausgewahlten IPspace
zugeordnet sind.

c. Wenn Sie der Schnittstelle eine bestimmte IP-
Adresse zuweisen mochten, wahlen Sie eine
bestimmte IP-Adresse verwenden aus, und
geben Sie dann die IP-Adresse ein.

Die angegebene IP-Adresse wird dem Subnetz
hinzugeflgt, wenn die IP-Adresse nicht bereits
im Subnetz-Bereich vorhanden ist.

d. Klicken Sie auf OK.
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lhr Ziel ist Dann...

Geben Sie die IP-Adresse manuell an, ohne ein a. Wahlen Sie ohne Subnetz.

Subnetz zu verwenden b. Fihren Sie im Dialogfeld Details hinzufiigen die

folgenden Schritte aus:
i. Geben Sie die IP-Adresse und die
Netzwerkmaske oder das Prafix an.
i. Optional: Geben Sie das Gateway an.

ii. Wenn Sie den Standardwert fiir das Feld
Ziel nicht verwenden mochten, geben Sie
einen neuen Zielwert an.

Wenn Sie keinen Zielwert angeben, wird
das Feld Ziel basierend auf der Familie der
IP-Adresse mit dem Standardwert geflilit.

Wenn keine Route vorhanden ist, wird
automatisch eine neue Route basierend auf
dem Gateway und dem Ziel erstellt.

c. Klicken Sie auf OK.

8. Wahlen Sie im Detailbereich Port die bendtigten Ports aus.

o Bei Daten-LIFs werden im Bereich Port Details alle Ports aus der Broadcast-Domane angezeigt, die
dem IPspace der SVM zugeordnet sind.

o Bei Intercluster-LIFs werden im Bereich Portdetails alle Ports aus der Broadcast-Domane angezeigt,
die dem erforderlichen IPspace zugeordnet sind.

> Im Bereich Portdetails werden nur NVMe-fahige Adapter angezeigt, wenn das NVMe-Protokoll
ausgewahlt ist.

9. Optional: Aktivieren Sie das Kontrollkdstchen Dynamic DNS (DDNS), um DDNS zu aktivieren.
10. Klicken Sie Auf Erstellen.

Bearbeiten Sie die Einstellungen der Netzwerkschnittstellen

Sie kdnnen mit System Manager die Netzwerkschnittstelle andern, um den Managementzugriff fir eine Daten-
LIF zu ermdglichen.

Uber diese Aufgabe

+ Sie kdnnen die Netzwerkeinstellungen der Cluster-LIFs, Cluster-Management-LIFs oder Node-
Management-LIFs tber System Manager nicht andern.

+ Sie kbnnen den Managementzugriff fir eine Intercluster-LIF nicht aktivieren.

Schritte
1. Klicken Sie Auf Netzwerk > Netzwerkschnittstellen.

2. Wahlen Sie die Schnittstelle aus, die Sie andern mochten, und klicken Sie dann auf Bearbeiten.

3. Andern Sie im Dialogfeld Netzwerkschnittstelle bearbeiten die Einstellungen der Netzwerkschnittstelle
nach Bedarf.
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4. Klicken Sie auf Speichern und Schlielen.

Loschen der Netzwerkschnittstellen

Sie kdnnen mit System Manager eine Netzwerkschnittstelle I6schen, um die IP-Adresse der Schnittstelle
freizumachen und dann die IP-Adresse fur einen anderen Zweck zu verwenden.

Bevor Sie beginnen

Der Status der Netzwerkschnittstelle muss deaktiviert sein.

Schritte
1. Klicken Sie Auf Netzwerk > Netzwerkschnittstellen.

2. Wahlen Sie die Schnittstelle aus, die Sie [6schen mdchten, und klicken Sie dann auf Loschen.

3. Aktivieren Sie das Bestatigungsfeld, und klicken Sie dann auf Léschen.

Migrieren eines LIF

Sie kdnnen mit System Manager eine Daten-LIF oder eine Cluster-Management-LIF auf einen anderen Port
desselben Node oder auf einem anderen Node im Cluster migrieren, wenn der Quellport fehlerhaft ist oder
Wartungsarbeiten erforderlich sind.

Bevor Sie beginnen

Der Ziel-Node und die Ports missen betriebsbereit sein und auf dasselbe Netzwerk wie der Quellport
zugreifen kdnnen.

Uber diese Aufgabe

* Wenn Sie die NIC vom Node entfernen, mussen Sie die LIFs, die auf den Ports, die der NIC angehéren, zu
anderen Ports im Cluster migrieren.

* Sie kdnnen iSCSI LIFs oder FC LIFs nicht migrieren.

Schritte
1. Klicken Sie Auf Netzwerk > Netzwerkschnittstellen.

2. Wahlen Sie die Schnittstelle aus, die Sie migrieren mochten, und klicken Sie dann auf Migrieren.
3. Wahlen Sie im Dialogfeld Schnittstelle migrieren den Zielport aus, zu dem Sie die LIF migrieren mdchten.

4. Optional: Aktivieren Sie das Kontrollkastchen dauerhaft migrieren, wenn Sie den Zielport als neuen
Startport fir das LIF festlegen méchten.

5. Klicken Sie Auf * Migrieren*.
Verwandte Informationen
Netzwerkfenster
Konfigurieren des iSCSI-Protokolls auf SVMs
"ONTAP-Konzepte"

"Netzwerkmanagement"
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Managen sie ethernet-Ports mit System Manager - ONTAP 9.7 und friiher

Mit ONTAP System Manager classic (erhaltlich in ONTAP 9.7 und friher) konnen Sie
Ethernet-Ports erstellen und verwalten.

Erstellen von Schnittstellengruppen

Mit System Manager kénnen Sie eine Schnittstellengruppe erstellen — Einzelmodus, statisches Multimode oder
dynamisches Multimode (LACP) — um Clients eine einzige Schnittstelle bereitzustellen, indem Sie die
Funktionen der aggregierten Netzwerkports kombinieren.

Bevor Sie beginnen

Freie Ports missen verflgbar sein, die keiner Broadcast-Doméane oder Schnittstellengruppe angehdren, oder
dass Host ein VLAN.

Schritte
1. Klicken Sie Auf Netzwerk > Ethernet-Ports.

2. Klicken Sie Auf Schnittstellengruppe Erstellen.

3. Geben Sie im Dialogfeld Schnittstellengruppe erstellen die folgenden Einstellungen an:
o Der Name der Schnittstellengruppe
o Knoten
o Ports, die Sie in die Schnittstellengruppe aufnehmen méchten

> Verwendungsmodus der Ports: Single-Mode, statischer Multimodus oder dynamischer Multimode
(LACP)

o Verteilung der Netzwerklast: IP-basiert, MAC-address-based, sequenziell oder Port
o Broadcast-Domane fir die Schnittstellengruppe, falls erforderlich
4. Klicken Sie Auf Erstellen.

VLAN-Schnittstellen erstellen

Sie kénnen ein VLAN erstellen, um separate Broadcast-Domanen innerhalb derselben Netzwerkdoméane zu
unterhalten, indem Sie System Manager verwenden.

Schritte
1. Klicken Sie Auf Netzwerk > Ethernet-Ports.

2. Klicken Sie auf VLAN erstellen.

3. Wahlen Sie im Dialogfeld VLAN erstellen den Knoten, die physische Schnittstelle und die Broadcast-
Domane aus (falls erforderlich).

Die Liste der physischen Schnittstellen enthalt nur Ethernet-Ports und Schnittstellengruppen. Die Liste
zeigt keine Schnittstellen an, die sich in einer anderen Schnittstellengruppe oder in einem vorhandenen
VLAN befinden.

4. Geben Sie ein VLAN-Tag ein, und klicken Sie dann auf Hinzufiigen.

Sie mussen eindeutige VLAN-Tags hinzufligen.

5. Klicken Sie Auf Erstellen.
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Ethernet-Porteinstellungen bearbeiten

Sie kénnen Ethernet-Porteinstellungen wie den Duplexmodus und die Geschwindigkeitseinstellungen mit
System Manager bearbeiten.

Schritte
1. Klicken Sie Auf Netzwerk > Ethernet-Ports.

2. Wahlen Sie den physischen Port aus, und klicken Sie dann auf Bearbeiten.

3. Andern Sie im Dialogfeld Ethernet-Port bearbeiten die Einstellungen fiir Duplexmodus und
Geschwindigkeit entweder auf manual Oder automatic.

4. Klicken Sie Auf Bearbeiten.

Bearbeiten Sie die Einstellungen der Schnittstellengruppen

Mit System Manager kdnnen Sie Ports zu einer Schnittstellengruppe hinzufligen, Ports aus einer
Schnittstellengruppe entfernen und den Nutzungsmodus und das Lastverteilungsmuster der Ports in einer
Schnittstellengruppe andern.

Uber diese Aufgabe

Sie konnen die MTU-Einstellungen einer Schnittstellengruppe, die einer Broadcast-Doméane zugewiesen ist,
nicht andern.

Schritte
1. Klicken Sie Auf Netzwerk > Ethernet-Ports.

2. Wahlen Sie eine Schnittstellengruppe aus, und klicken Sie dann auf Bearbeiten.

3. Andern Sie die Einstellungen der Schnittstellengruppe nach Bedarf und klicken Sie dann auf Speichern
und SchlieBen.

Andern Sie die MTU-GroRe eines VLANs

Wenn Sie die MTU-GroRRe einer VLAN-Schnittstelle &ndern mochten, die nicht Teil einer Broadcast-Doméne
ist, kdnnen Sie mit System Manager die Gré3e andern.

Uber diese Aufgabe
Sie durfen die MTU-Grolke des Management-Ports EOM nicht andern.

Schritte
1. Klicken Sie Auf Netzwerk > Ethernet-Ports.
2. Wahlen Sie das VLAN aus, das Sie andern mochten, und klicken Sie dann auf Bearbeiten.

3. Andern Sie im Dialogfeld VLAN bearbeiten die MTU-GréRe nach Bedarf und klicken Sie dann auf
Speichern.

Loschen von VLANSs

Sie kdnnen VLANSs, die auf Netzwerkports konfiguriert sind, mit System Manager I6schen. Méglicherweise
mussen Sie ein VLAN I6schen, bevor Sie einen NIC aus seinem Steckplatz entfernen. Wenn Sie ein VLAN
I6schen, wird das VLAN automatisch aus allen Failover-Regeln und -Gruppen entfernt, die das VLAN
verwenden.

Bevor Sie beginnen
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Dem VLAN miussen keine LIFs zugewiesen werden.

Schritte
1. Klicken Sie Auf Netzwerk > Ethernet-Ports.

2. Wahlen Sie das VLAN aus, das Sie I6schen mochten, und klicken Sie dann auf Loschen.
3. Aktivieren Sie das Bestatigungsfeld, und klicken Sie dann auf Léschen.
Ports und Adapter

Die Ports werden unter den Nodes gruppiert, und die Nodes werden basierend auf der ausgewahlten
Protokollkategorie angezeigt. Wenn beispielsweise die Daten mit dem FC-Protokoll bereitgestellt werden,
werden nur die Nodes mit FCP-Adaptern angezeigt. Die Anzahl der gehosteten Schnittstellen hilft Ihnen bei
der Auswahl eines Ports, der weniger geladen ist.

Verwandte Informationen
"Netzwerkmanagement"
"ONTAP-Konzepte"

Netzwerkfenster

Managen Sie FC/FCoE und NVMe Adapter mit System Manager - ONTAP 9.7 und
friher

Mit ONTAP System Manager Classic (erhaltlich in ONTAP 9.7 und friher) lassen sich
FC/FCoE- und NVMe-Adapter managen.

Bearbeiten Sie die Einstellungen fiir die FC/FCoE- und NVMe-Adaptergeschwindigkeit

Sie kdnnen die Einstellungen fir die FC/FCoE- und NVMe-Adaptergeschwindigkeit Uber das Dialogfeld
FC/FCoE- und NVMe-Adaptereinstellungen bearbeiten in System Manager andern.

Schritte
1. Klicken Sie auf Netzwerk > FC/FCoE und NVMe Adapter.

2. Wahlen Sie den Adapter aus, den Sie bearbeiten méchten, und klicken Sie dann auf Bearbeiten.

3. Stellen Sie im Dialogfeld FC/FCoE und NVMe Adaptereinstellungen die Adaptergeschwindigkeit auf
manuell oder automatisch und klicken Sie dann auf Speichern.

Verwandte Informationen
Netzwerkfenster

"Netzwerkmanagement"

Storage-Tiers

Bearbeiten Sie Aggregate mit System Manager - ONTAP 9.7 und friiher

Sie kdbnnen ONTAP System Manager classic (verfugbar in ONTAP 9.7 und friher)
verwenden, um den Aggregatnamen, den RAID-Typ und die RAID-Gruppengrol3e eines
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vorhandenen Aggregats zu andern, falls erforderlich.

Bevor Sie beginnen

Fir die Anderung des RAID-Typs eines Aggregats von RAID4 zu RAID-DP muss das Aggregat genug
kompatible Ersatzfestplatten enthalten, ausgenommen die Hot Spares.

Uber diese Aufgabe
+ Sie kdnnen die RAID-Gruppe von ONTAP-Systemen, die Array-LUNs unterstiitzen, nicht andern.

RAIDO ist die einzige verfligbare Option.
 Sie kdnnen den RAID-Typ von partitionierten Festplatten nicht andern.
RAID-DP ist die einzige Option flr partitionierte Festplatten.

 Sie kénnen ein SnapLock-Compliance-Aggregat nicht umbenennen.

* Wenn das Aggregat aus SSDs mit Storage-Pool besteht, kénnen Sie nur den Namen des Aggregats
andern.

» Wenn die dreifache Parity-Festplattengrof3e 10 TB ist und die anderen Festplatten kleiner als 10 TB sind,
kénnen Sie RAID-DP oder RAID-TEC als RAID-Typ auswahlen.

* Wenn die GroRRe der Triple-Parity-Festplatte 10 TB betragt und selbst eine der anderen Festplatten gréflier
als 10 TB ist, ist RAID-TEC die einzige verfugbare Option fir den RAID-Typ.

Schritte
1. Wahlen Sie eine der folgenden Methoden:

o Klicken Sie Auf Anwendungen & Tiers > Storage Tiers.
o Klicken Sie Auf Storage > Aggregate & Disks > Aggregate.
2. Wahlen Sie das Aggregat aus, das Sie bearbeiten mochten, und klicken Sie dann auf Bearbeiten.

3. Andern Sie im Dialogfeld Aggregat den Aggregatnamen, den RAID-Typ und die RAID-Gruppengrdfe nach
Bedarf.

4. Klicken Sie Auf Speichern.
Verwandte Informationen
Fenster ,Aggregate*
Welche kompatiblen Ersatzfestplatten sind

Fenster ,Storage Tiers*

Loschen Sie Aggregate mit System Manager - ONTAP 9.7 und friiher

Sie konnen ONTAP System Manager classic (erhaltlich in ONTAP 9.7 und friher)
verwenden, um Aggregate zu I6schen, wenn Sie die Daten in den Aggregaten nicht mehr
bendtigen. Das Root-Aggregat kann jedoch nicht geléscht werden, da es das Root-
Volume enthalt, das die Systemkonfigurationsinformationen enthalt.

Bevor Sie beginnen

* Alle FlexVol Volumes und damit verbundene Storage Virtual Machines (SVMs) des Aggregats mussen
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geldscht werden.

» Das Aggregat muss sich im Offline-Modus befinden.

Schritte
1. Wahlen Sie eine der folgenden Methoden:

o Klicken Sie Auf Anwendungen & Tiers > Storage Tiers.
o Klicken Sie Auf Storage > Aggregate & Disks > Aggregate.

2. Wahlen Sie einen oder mehrere Aggregate aus, die Sie I6schen méchten, und klicken Sie dann auf
Loéschen.

3. Aktivieren Sie das Bestatigungsfeld, und klicken Sie dann auf Léschen.
Verwandte Informationen
Fenster ,Aggregate*

Fenster ,Storage Tiers*

Andern Sie die RAID-Konfiguration, wenn Sie ein Aggregat mit System Manager - ONTAP 9.7 und
friiher erstellen

Beim Erstellen eines Aggregats konnen Sie ONTAP System Manager classic (verfugbar
in ONTAP 9.7 und friher) verwenden, um die Standardwerte des RAID-Typs und der
RAID-Gruppen-GréfRenoptionen des Aggregats zu andern.

Uber diese Aufgabe

Wenn der Festplattentyp der Aggregat-Festplatten FSAS oder MSATA ist und die FestplattengréRe mindestens
10 TB betragt, ist RAID-TEC der einzige verfigbare RAID-Typ.

Schritte
1. Wahlen Sie eine der folgenden Methoden:

o Klicken Sie Auf Anwendungen & Tiers > Storage Tiers.
o Klicken Sie Auf Storage > Aggregate & Disks > Aggregate.
2. Klicken Sie im Fenster Storage Tiers auf Aggregat hinzufiigen.

3. Fuhren Sie im Dialogfeld * Aggregat erstellen* die folgenden Schritte aus:

a. Klicken Sie Auf Andern.
b. Geben Sie im Dialogfeld RAID-Konfiguration andern den RAID-Typ und die RAID-Gruppengrof3e an.

Gemeinsam genutzte Festplatten unterstiitzen zwei RAID-Typen: RAID DP und RAID-TEC.

Die empfohlene RAID-Gruppengrofie betragt 12 Festplatten bis 20 Festplatten fir HDDs und 20
Festplatten bis zu 28 Festplatten flir SSDs.

a. Klicken Sie Auf Speichern.

Stellen Sie Cache bereit, indem Sie SSDs mit System Manager — ONTAP 9.7 und friiher hinzufiigen

Sie kdnnen ONTAP System Manager classic (verfugbar in ONTAP 9.7 und friher)
verwenden, um SSDs entweder als Storage-Pools oder dedizierte SSDs zum
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Bereitstellen von Cache hinzuzufiigen. Durch Hinzufigen von SSDs kdnnen Sie ein
nicht-Root-Aggregat oder ein Root-Aggregat, das keine partitionierten Festplatten enthalt,
in ein Flash Pool Aggregat konvertieren oder die Cache-Grofe eines bestehenden Flash
Pool Aggregats erhdhen.

Uber diese Aufgabe

 Der hinzugefligte SSD-Cache wird nicht zur Gré3e des Aggregats hinzugeflgt, und Sie kdnnen eine SSD-
RAID-Gruppe zu einem Aggregat hinzufligen, selbst wenn er nur die maximale Gréf3e hat.

 Sie kdnnen keine partitionierten SSDs verwenden, wenn Sie Cache mit System Manager hinzufigen.

Bereitstellung von Cache zu Aggregaten durch Hinzufiigen von SSDs

Sie kénnen System Manager verwenden, um Storage-Pools oder dedizierte SSDs zur Cache-Bereitstellung
hinzuzufiigen, indem Sie ein vorhandenes HDD-Aggregat aus nicht root oder ein Root-Aggregat, das keine
partitionierten Festplatten enthalt, in ein Flash Pool Aggregat konvertieren.

Bevor Sie beginnen
» Das Aggregat muss online sein.

* Es missen gentigend freie SSDs oder Zuweisungseinheiten im Speicherpool vorhanden sein, die als
Cache-Festplatten zugewiesen werden kénnen.

« Alle Nodes im Cluster missen ONTAP 8.3 oder hoher ausfuhren.

Wenn sich der Cluster in einem gemischten Versionszustand befindet, kbnnen Sie Uber die
Befehlszeilenschnittstelle ein Flash Pool Aggregat erstellen und dann SSD-Cache bereitstellen.

« Sie missen ein glltiges 64-Bit-Aggregat ohne Root-Root identifiziert haben, das aus HDDs besteht und in
ein Flash Pool Aggregat konvertiert werden kann.

» Das Aggregat darf keine Array-LUNs enthalten.

Uber diese Aufgabe

Es missen plattformspezifische und Workload-spezifische Best Practices flr die GréRe und Konfiguration von
Flash Pool fiir Aggregate der SSD-Klasse bekannt sein.

Schritte
1. Wahlen Sie eine der folgenden Methoden:

o Klicken Sie Auf Anwendungen & Tiers > Storage Tiers.
o Klicken Sie Auf Storage > Aggregate & Disks > Aggregate.

2. Wahlen Sie im Fenster Storage Tiers das Aggregat aus und klicken Sie dann auf Mehr Aktionen > Cache
hinzufigen.

@ Das Hinzufligen von Cache wird auf FabricPool-fahigen Aggregaten nicht unterstitzt.

3. Fuhren Sie im Dialogfeld Cache hinzufiigen die entsprechende Aktion aus:
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Wenn Sie die Cache-Quelle als... Tun Sie das...

Storage-Pools a. Wahlen Sie den Speicherpool aus, aus dem
Cache bezogen werden kann.

b. Geben Sie die Cache-GroRRe an.
c. Andern Sie gegebenenfalls den RAID-Typ.

Dedizierte SSDs Wahlen Sie die SSD-Grdle und die Anzahl der
einzufiihrenden SSDs aus und andern Sie optional
die RAID-Konfiguration:

a. Klicken Sie Auf Andern.

b. Geben Sie im Dialogfeld RAID-Konfiguration
andern den RAID-Typ und die RAID-
Gruppengrofie an, und klicken Sie dann auf
Speichern.

4. Klicken Sie Auf Hinzufligen.

Fir gespiegelte Aggregate wird ein Dialogfeld Cache hinzufiligen angezeigt, in dem die doppelte Anzahl
ausgewahlter Laufwerke hinzugefuigt wird.

5. Klicken Sie im Dialogfeld Cache hinzufiigen auf Ja.

Ergebnisse

Die Cache-Platten werden dem ausgewahlten Aggregat hinzugeflgt.

VergroBern des Cache fiir Flash Pool Aggregate durch Hinzufiigen von SSDs

Sie kénnen SSDs entweder als Storage-Pools oder als dedizierte SSDs hinzufligen, um die GréRRe eines Flash
Pool-Aggregats mithilfe von System Manager zu erhéhen.

Bevor Sie beginnen

* Das Flash Pool Aggregat muss online sein.

* Es miUssen genigend freie SSDs oder Zuweisungseinheiten im Speicherpool vorhanden sein, die als
Cache-Festplatten zugewiesen werden kénnen.

Schritte
1. Klicken Sie Auf Storage > Aggregate & Disks > Aggregate.
2. Wahlen Sie im Fenster Aggregate das Flash Pool Aggregat aus und klicken Sie dann auf Add Cache.

3. Fuhren Sie im Dialogfeld Cache hinzufiigen die entsprechende Aktion aus:

Wenn Sie die Cache-Quelle als... Tun Sie das...

Storage-Pools Wahlen Sie den Speicherpool aus, aus dem der
Cache abgerufen werden kann, und geben Sie die
CachegrofRe an.
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Wenn Sie die Cache-Quelle als... Tun Sie das...

Dedizierte SSDs Wahlen Sie die SSD-Grofte und die Anzahl der zu
inclusierenden SSDs aus.

4. Klicken Sie Auf Hinzufligen.

Bei gespiegelten Aggregaten wird ein Dialogfeld ,Cache hinzufligen® mit den Informationen angezeigt,
dass die doppelte Anzahl der ausgewahlten Festplatten hinzugefliigt wird.

5. Klicken Sie im Dialogfeld Cache hinzufiigen auf Ja.

Ergebnisse
Die Cache-Festplatten werden dem ausgewahlten Flash Pool Aggregat hinzugeflgt.

Verwandte Informationen
"Technischer Bericht 4070 zu NetApp: Flash Pool Design und Implementierung”

So funktioniert der Storage-Pool

Fiigen Sie Kapazitiatsfestplatten mit System Manager - ONTAP 9.7 und friiher hinzu

Sie konnen die GroRe eines vorhandenen nicht-Root-Aggregats oder eines Root-
Aggregats mit Festplatten erhdhen, indem Sie Kapazitatsfestplatten hinzufligen. Mit
System Manager Classic (verfugbar ab ONTAP 9.7) konnen Sie dem ausgewahlten
ONTAP-Festplattentyp HDDs oder SSDs hinzufiigen und die Optionen der RAID-
Gruppen andern.

Bevor Sie beginnen
» Das Aggregat muss online sein.

* Es missen gentigend kompatible Ersatzfestplatten vorhanden sein.

Uber diese Aufgabe

+ Als Best Practice empfiehlt es sich, Festplatten hinzuzuflgen, die dieselbe Grélie haben wie die anderen
Festplatten im Aggregat.

Wenn Sie Festplatten hinzufligen, die kleiner sind als die anderen Festplatten im Aggregat, wird das
Aggregat in der Konfiguration suboptimal, was wiederum zu Performance-Problemen fiihren kann.

Wenn Sie Festplatten hinzufligen, die gréRer sind als die Festplatten, die in einer bereits vorhandenen
RAID-Gruppe innerhalb des Aggregats verfugbar sind, so werden die Festplatten verkleinert und ihr
Speicherplatz wird auf die der anderen Festplatten in dieser RAID-Gruppe reduziert. Wenn im Aggregat
eine neue RAID-Gruppe erstellt wird und Festplatten ahnlicher GréRRe in der neuen RAID-Gruppe
verbleiben, sind die Festplatten nicht herunterdimensioniert.

Wenn Sie Festplatten hinzufligen, die nicht von der gleichen Grof3e wie die anderen Festplatten im
Aggregat sind, werden die ausgewahlten Festplatten mdglicherweise nicht hinzugeflugt. Stattdessen
werden andere Festplatten mit einer nutzbaren GréRRe zwischen 90 und 105 Prozent der angegebenen
Grofie automatisch hinzugefiigt. Bei einer 744-GB-Festplatte kdnnen beispielsweise alle Festplatten im
Bereich von 669 GB bis 781 GB ausgewahlt werden. Fur alle Ersatzfestplatten in diesem Bereich wahlt
ONTAP zunéachst nur partitionierte Festplatten aus, wahlt dann nur nicht partitionierte Festplatten aus und
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wahlt schlief3lich sowohl partitionierte als auch nicht partitionierte Festplatten aus.

Mit System Manager kénnen Sie den folgenden Konfigurationen keine HDDs hinzuflgen:
o Aggregate, die nur SSDs enthalten

> Root-Aggregate mit partitionierten Festplatten Sie mussen diese Konfigurationen Uber die
Befehlszeilenschnittstelle hinzufligen.

Gemeinsam genutzte Festplatten unterstlitzen zwei RAID-Typen: RAID DP und RAID-TEC.
Sie kdnnen SSDs nicht mit Storage-Pool verwenden.

Wenn die RAID-Gruppe Typ ist RAID DP, und wenn Sie FSAS oder MSATA-Typ von Festplatten, die gleich
oder groRer als 10 TB sind hinzufligen, kdnnen Sie sie nur zu hinzufligen Specific RAID group, Und
nicht zu New RAID group Oder A1l RAID groups.

Die Festplatten werden hinzugefligt, nachdem die Festplattengrofie auf die GroRRe der Festplatten in der
vorhandenen RAID-Gruppe des vorhandenen Aggregats heruntervergrof3ert wurde.

Wenn die RAID-Gruppe Typ ist RAID-TEC, und wenn Sie FSAS oder MSATA-Typ von Festplatten, die
gleich oder groRer als 10 TB sind hinzufligen, kdnnen Sie sie hinzufliigen A11 RAID groups, New RAID
group, und Specific RAID group.

Die Festplatten werden hinzugefligt, nachdem die Festplattengrofie auf die GroRRe der Festplatten in der
vorhandenen RAID-Gruppe des vorhandenen Aggregats heruntervergrof3ert wurde.

Schritte

1.

2.

3.

4.

5.
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Wahlen Sie eine der folgenden Methoden:
o Klicken Sie Auf Anwendungen & Tiers > Storage Tiers.
o Klicken Sie Auf Storage > Aggregate & Disks > Aggregate.

Wahlen Sie im Fenster Storage Tiers das Aggregat aus, zu dem Sie Kapazitatsfestplatten hinzufligen
mochten, und klicken Sie dann auf Menu:Mehr Aktionen[Kapazitat hinzuflgen].

Geben Sie im Dialogfeld Kapazitat hinzufiigen folgende Informationen an:

a. Geben Sie den Festplattentyp fur die Kapazitatsfestplatten an, indem Sie die Option Disk Type To Add
verwenden.

b. Geben Sie die Anzahl der Kapazitatsfestplatten mit der Option Anzahl der Festplatten oder
Partitionen an.

Geben Sie die RAID-Gruppe an, der die Kapazitatsfestplatten hinzugefligt werden sollen, indem Sie die
Option Festplatten zu hinzufiigen verwenden.

Standardmagig fligt System Manager die Kapazitatsfestplatten hinzu A11 RAID groups.

a. Klicken Sie Auf Andern.

b. Geben Sie im Dialogfeld * RAID-Gruppenauswahl* die RAID-Gruppe als an New RAID group Oder
Specific RAID group Mit der Option Datentrager zu hinzufligen.

Freigegebene Festplatten kbnnen nur dem hinzugefligt werden New RAID group Option.
Klicken Sie Auf Hinzufiigen.

Fir gespiegelte Aggregate wird ein Dialogfeld Add Capacity mit den Informationen angezeigt, dass die
doppelte Anzahl ausgewahlter Festplatten hinzugefiigt wird.



6. Klicken Sie im Dialogfeld Kapazitat hinzufiigen auf Ja, um die Kapazitatsfestplatten hinzuzufigen.

Ergebnisse
Die Kapazitatsfestplatten werden dem ausgewahlten Aggregat hinzugefiigt und die AggregatgréfRe wird erhoht.

Verwandte Informationen

Welche kompatiblen Ersatzfestplatten sind

Andern Sie die RAID-Gruppe, wenn Kapazititsfestplatten mit System Manager - ONTAP 9.7 und friiher
hinzugefiigt werden

Beim Hinzufligen von Kapazitatsfestplatten (HDDs) zu einem Aggregat kdnnen Sie
ONTAP System Manager Classic (verfugbar in ONTAP 9.7 und fruher) verwenden, um
die RAID-Gruppe zu andern, zu der die Festplatten hinzugeflgt werden sollen.

Uber diese Aufgabe

* Wenn der RAID-Typ RAID-DP ist, und wenn Sie FSAS oder MSATA-Typ von Festplatten hinzufiigen, die
gleich oder groRer als 10 TB sind, kdnnen Sie sie nur zu hinzufligen Specific RAID group, Und nicht
ZU New RAID group Oder 211 RAID groups.

Die Festplatten werden hinzugefligt, nachdem die Festplattengréf3e auf die GroRe der vorhandenen
Aggregate verkleinert wurde.

* Wenn die RAID-Gruppe RAID-TEC ist, und wenn Sie FSAS oder MSATA-Typ von Festplatten hinzufiigen,
die gleich oder gréRer als 10 TB sind, kdnnen Sie sie hinzufligen A11 RAID groups, New RAID group,
und Specific RAID group.

Die Festplatten werden hinzugefligt, nachdem die Festplattengrél3e auf die GroRe der vorhandenen
Aggregate verkleinert wurde.

Schritte
1. Wahlen Sie eine der folgenden Methoden:

o Klicken Sie Auf Anwendungen & Tiers > Storage Tiers.
o Klicken Sie Auf Storage > Aggregate & Disks > Aggregate.

2. Wahlen Sie im Fenster Storage Tiers das Aggregat aus, zu dem Sie Kapazitatsfestplatten hinzufligen
mochten, und klicken Sie dann auf Menu:Mehr Aktionen[Kapazitat hinzufligen].

3. Fuhren Sie im Dialogfeld Kapazitat hinzufiigen die folgenden Schritte aus:
a. Klicken Sie Auf Andern.
b. Geben Sie im Dialogfeld RAID-Konfiguration andern die RAID-Gruppe an, der die
Kapazitatsfestplatten hinzugefiigt werden sollen.

Sie kdnnen den Standardwert andern A11 RAID groups Zu beiden Specific RAID group Oder
New RAID group.

c. Klicken Sie Auf Speichern.
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Verschieben Sie FlexVol Volumes mit System Manager - ONTAP 9.7 und friiher

Mit ONTAP System Manager classic (erhaltlich in ONTAP 9.7 und friher) kdnnen Sie ein
FlexVol Volume unterbrechungsfrei auf ein anderes Aggregat oder einen anderen Node
verschieben, um Kapazitatsauslastung und Performance zu verbessern.

Bevor Sie beginnen

Wenn Sie ein Datensicherungs-Volume verschieben, missen Beziehungen zur Datensicherung-Spiegelung
initialisiert werden, bevor Sie das Volume verschieben.

Uber diese Aufgabe

* Wenn Sie ein Volume, das auf einem Flash Pool Aggregat gehostet wird, verschieben, werden nur die im
Festplatten-Tier gespeicherten Daten in das Zielaggregat verschoben.

Die gecachten Daten, die mit dem Volume verbunden sind, werden nicht in das Zielaggregat verschoben.
Daher kann nach der Volume-Verschiebung ein gewisses Performance-Problem auftreten.
* Sie k6nnen Volumes nicht von einem SnapLock Aggregat verschieben.

 Es ist nicht moglich, Volumes von einer SVM zu einem FabricPool-fahigen Aggregat zu verschieben, das
fur die Disaster Recovery konfiguriert ist.

Schritte
1. Wahlen Sie eine der folgenden Methoden:

o Klicken Sie Auf Anwendungen & Tiers > Storage Tiers.
o Klicken Sie Auf Storage > Aggregate & Disks > Aggregate.

2. Wahlen Sie das Aggregat aus, das das Volume enthalt, und klicken Sie dann auf Men(:Weitere
Aktionen[Volume Move].

3. Geben Sie die vom Assistenten geforderten Informationen ein oder wahlen Sie diese aus.

4. Bestatigen Sie die Details und klicken Sie dann auf Fertig stellen, um den Assistenten abzuschlie3en.

Aggregate mit System Manager spiegeln — ONTAP 9.7 und friiher

Mit ONTAP System Manager Classic (verfugbar ab ONTAP 9.7) kdbnnen Sie Daten
sichern und erhohte Ausfallsicherheit durch Echtzeitspiegelung von Daten innerhalb
eines einzelnen Aggregats ermdglichen. Die Spiegelung von Aggregaten beseitigt Single
Points of Failure bei der Verbindung zu Festplatten und Array LUNs.

Bevor Sie beginnen

Im anderen Pool muss es ausreichend freie Disketten geben um das Aggregat zu spiegeln.

Uber diese Aufgabe
Sie kdnnen ein Flash Pool Aggregat nicht spiegeln, wenn die Cache-Quelle Storage Pool ist.

Schritte
1. Wahlen Sie eine der folgenden Methoden:

o Klicken Sie Auf Anwendungen & Tiers > Storage Tiers.
o Klicken Sie Auf Storage > Aggregate & Disks > Aggregate.
2. Wahlen Sie das Aggregat aus, das Sie spiegeln mdchten, und klicken Sie dann auf MENU:Mehr
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Aktionen[Spiegel].
@ SyncMirror wird auf FabricPool-fahigen Aggregaten nicht unterstitzt.
3. Klicken Sie im Dialogfeld Mirror this Aggregat auf Mirror, um die Spiegelung zu initiieren.

Zeigen Sie aggregierte Informationen mit System Manager - ONTAP 9.7 und friither an

Sie kdnnen das Fenster Aggregate in ONTAP System Manager classic (verfugbar in
ONTAP 9.7 und friher) verwenden, um Name, Status und Platzinformationen zu einem
Aggregat anzuzeigen.

Schritte
1. Wahlen Sie eine der folgenden Methoden:

o Klicken Sie Auf Anwendungen & Tiers > Storage Tiers.
o Klicken Sie Auf Storage > Aggregate & Disks > Aggregate.

2. Klicken Sie auf den Aggregatnamen, um Details zum ausgewahlten Aggregat anzuzeigen.

Installieren Sie ein CA-Zertifikat, wenn Sie StorageGRID mit System Manager - ONTAP 9.7 und friiher
verwenden

Damit ONTAP sich mit StorageGRID als Objektspeicher fur ein FabricPool-fahiges
Aggregat authentifizieren kann, kann ein StorageGRID-CA-Zertifikat auf dem Cluster mit
System Manager classic (verfugbar ab ONTAP 9.7) installiert werden.

Schritte

1. Befolgen Sie die StorageGRID Systemdokumentation, um das CA-Zertifikat des StorageGRID Systems
mithilfe der Grid-Managementoberflache zu kopieren.

"StorageGRID 11.3 — Administratorhandbuch"

Beim Hinzufiigen von StorageGRID als Cloud-Tier wird eine Meldung angezeigt, wenn das CA-Zertifikat
nicht installiert ist.

2. Flgen Sie das StorageGRID-CA-Zertifikat hinzu.

@ Der vollstandig qualifizierte Domanenname (FQDN), den Sie angeben, muss mit dem
benutzerdefinierten gemeinsamen Namen des StorageGRID-CA-Zertifikats Ubereinstimmen.

Verwandte Informationen

Hinzuflgen eines Cloud-Tiers

Verwenden Sie einen effektiven ONTAP-Festplattentyp fiir das Mischen von HDDs mit System Manager
- ONTAP 9.7 und friiher

Ab Data ONTAP 8.1 gelten bestimmte ONTAP-Festplattentypen als gleichwertig fur das
Erstellen und Hinzuflgen zu Aggregaten und Verwalten von Ersatzteilen. ONTAP weist
jedem Festplattentyp einen effektiven Festplattentyp zu. Mit ONTAP System Manager
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Classic (erhaltlich in 9.7 und alter) konnen Sie HDDs mit demselben effektiven
Festplattentyp kombinieren.

Wenn der raid.disktype.enable Die Option ist auf festgelegt o f £, Sie kdnnen bestimmte Arten von
HDDs innerhalb des gleichen Aggregats mischen. Wenn der raid.disktype.enable Die Option ist auf
festgelegt on, Der effektive Disk-Typ ist mit dem ONTAP Disk-Typ identisch. Aggregate kdnnen mit nur einem
Festplattentyp erstellt werden. Der Standardwert fir das raid.disktype.enable Optionist of f.

Ab Data ONTAP 8.2 bietet sich die Option raid.mix.hdd.disktype.capacity Muss auf festgelegt sein
on Zum Mischen von Festplatten vom Typ BSAS, FSAS und ATA. Die Option
raid.mix.hdd.disktype.performance Muss auf festgelegt sein on Zum Mischen von Disketten vom Typ
FCAL und SAS.

In der folgenden Tabelle wird gezeigt, wie die Festplattentypen mit dem effektiven Festplattentyp zugeordnet
werden:

ONTAP-Festplattentyp Effektiver Festplattentyp
FCAL SAS

SAS SAS

ATA FSAS

BSAS FSAS

FCAL und SAS SAS

MSATA MSATA

FSAS FSAS

Kompatible Spare-Festplatten in System Manager - ONTAP 9.7 und friiher

Im ONTAP System Manager Classic (erhaltlich in ONTAP 9.7 und fruher) sind kompatible
Ersatzfestplatten, die zu den Eigenschaften anderer Festplatten im Aggregat passen.
Wenn Sie die Grolde eines vorhandenen Aggregats durch Hinzufligen von HDDs
(Kapazitatsfestplatten) oder Anderung des RAID-Typs eines Aggregats von RAID4 auf
RAID-DP erhdhen moéchten, muss das Aggregat ausreichend kompatible freie Festplatten
enthalten.

Eigenschaften von Festplatten, die mit dem Festplattentyp Ubereinstimmen muissen, die Festplattengroe
(kann eine hdhere FestplattengrofRe sein, falls dieselbe Festplattengrofie nicht verfigbar ist), Festplatten-RPM,
Prifsumme, Node-Eigentimer, Pool, Und Eigenschaften von freigegebenen Datentragern. Wenn Sie gré3ere
Festplatten verwenden, miissen Sie beachten, dass Festplattenabbau auftreten und die GroRe aller
Festplatten auf die geringste Festplattenkapazitat reduziert wird. Vorhandene gemeinsam genutzte Festplatten
werden mit einer héheren Grofie nicht gemeinsam genutzter Festplatten abgeglichen und die nicht
freigegebenen Festplatten werden in freigegebene Festplatten umgewandelt und als Spares hinzugefigt.

146



Wenn eine Kombination von RAID-Optionen, wie zum Beispiel die Kombination von Festplattentypen und
Festplatten-U/min, fir die RAID-Gruppe aktiviert ist, Der Festplattentyp und die Festplatten-RPM der
vorhandenen Festplatten des Aggregats werden dem effektiven Festplattentyp und den effektiven Festplatten-
RPM der Spare-Festplatten zugeordnet, um kompatible Spares zu erhalten.

Verwandte Informationen
Hinzufligen von Kapazitatsfestplatten

Bearbeitung von Aggregaten

Wie System Manager mit Hot Spares funktioniert - ONTAP 9.7 und friiher

Ein Hot Spare ist ein Laufwerk, das einem Speichersystem zugewiesen ist, aber von
keiner RAID-Gruppe verwendet wird. Hot Spares enthalten keine Daten und werden einer
RAID-Gruppe zugewiesen, wenn ein Festplattenausfall in der RAID-Gruppe auftritt.
ONTAP System Manager Classic (verfugbar in ONTAP 9.7 und friher) verwendet die
groldte Festplatte als Hot Spare.

Bei verschiedenen Festplattentypen in der RAID-Gruppe wird die Festplatte mit der gro3ten Grofde jedes
Festplattentyps als Hot Spare belassen. Wenn zum Beispiel 10 SATA-Festplatten und 10 SAS-Festplatten in
der RAID-Gruppe vorhanden sind, dienen die grofdten SATA-Festplatten und die grofite SAS-Festplatte als Hot
Spares.

Wenn die groRte Festplatte partitioniert wird, werden die Hot Spares separat fur partitionierte und nicht
partitionierte RAID-Gruppen bereitgestellt. Wenn die gréflite Festplatte nicht partitioniert wird, wird eine
einzelne Ersatzfestplatte bereitgestellt.

Das groRte nicht partitionierte Laufwerk wird als Hot Spare gelassen, wenn sich Root-Partitionen in der
Laufwerksgruppe befinden. Wenn ein nicht partitionierter Datentrager der gleichen GrdéRe nicht verfligbar ist,
bleiben die freien Root-Partitionen als Hot Spares flr die Root-partitionierte Gruppe Ubrig.

Eine einzelne Ersatzfestplatte kann als Hot Spare fir mehrere RAID-Gruppen dienen. System Manager
berechnet die Hot Spares auf Basis des in der Option eingestellten Werts raid.min spare count Auf
Node-Ebene. Wenn beispielsweise 10 SSDs in einer SSD-RAID-Gruppe und die Option vorhanden sind
raid.min_ spare count st auf festgelegt 1 Auf Node-Ebene verlasst System Manager eine SSD als Hot
Spare und verwendet die anderen 9 SSDs flir SSD-bezogene Vorgange. Gleiches gilt fiir 10 HDDs in einer
HDD RAID-Gruppe und fiir die entsprechende Option raid.min spare count Ist auf festgelegt 2 System
Manager lasst auf Node-Ebene 2 HDDs als Hot Spares Ubrig und verwendet die anderen 8 HDDs fiir HDD-
bezogene Vorgange.

System Manager erzwingt die Hot Spare-Regel fur RAID-Gruppen, wenn Sie ein Aggregat erstellen, ein

Aggregat bearbeiten und einem Aggregat HDDs oder SSDs hinzufligen. Die Hot-Spare-Regel wird auch
verwendet, wenn Sie einen Speicherpool erstellen oder Festplatten zu einem vorhandenen Speicherpool
hinzufiigen.

Ausnahmen von der Hot Spare-Regel in System Manager:

* Bei MSATA oder Festplatten in einem Speichertrager mit mehreren Festplatten ist die Anzahl der Hot
Spares doppelt so hoch wie der auf Knotenebene eingestellte Wert, und die Anzahl darf jederzeit nicht
kleiner als 2 sein.

* Hot Spares werden nicht verwendet, wenn die Festplatten Teil von Array LUNs oder virtuellen Speicher-
Appliances sind.
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Regeln fiir die Anzeige von Festplattentypen und Disk-U/min in System Manager - ONTAP 9.7 und
frither

Wenn Sie ein Aggregat erstellen und Kapazitatsfestplatten zu einem Aggregat
hinzufugen, sollten Sie die Regeln verstehen, die gelten, wenn Festplattentypen und
Festplatten-RPM im ONTAP System Manager Classic angezeigt werden (verfugbar in
ONTAP 9.7 und fraher).

Wenn die Mischoptionen fur den Festplattentyp und die gemischten Platten-RPM nicht aktiviert sind, werden
der tatsachliche Festplattentyp und die tatsachliche Festplatten-U/min angezeigt.

Wenn diese Mischoptionen aktiviert sind, werden der effektive Festplattentyp und die effektive Festplatten-
U/min anstelle des tatsachlichen Festplattentyps und der tatséchlichen Festplatten-U/min angezeigt. Wenn
beispielsweise die Option zum Mischen von Festplatten aktiviert ist, zeigt System Manager BSAS-Festplatten
als FSAS an. Ebenso zeigt System Manager bei aktivierter Option zum Mischen von Festplatten-U/min die
effektive Drehzahl von 10.000 U/min an, wenn die U/min der Festplatten 10.000 und 15.000 betragt.

Storage-Empfehlungen zum Erstellen von Aggregaten mit System Manager - ONTAP 9.7 und friiher

Ab System Manager 9.4 konnen Sie Aggregate basierend auf Storage-Empfehlungen
erstellen. Sie mussen jedoch entscheiden, ob die Erstellung von Aggregaten basierend
auf Storage-Empfehlungen in lhrer Umgebung unterstitzt wird. Wenn Ihre Umgebung
das Erstellen von Aggregaten auf der Grundlage von Storage-Empfehlungen nicht
unterstitzt, missen Sie die RAID-Richtlinie und Festplattenkonfiguration festlegen und
die Aggregate manuell erstellen.

System Manager analysiert die verflugbaren freien Festplatten im Cluster und generiert eine Empfehlung, wie
die Spare-Festplatten verwendet werden sollten, um Aggregate gemaR Best Practices zu erstellen. System
Manager zeigt die Zusammenfassung der empfohlenen Aggregate einschliel3lich ihnrer Namen und nutzbaren
GroRe an.

In vielen Fallen wird die Empfehlung zu Storage optimal fir Ihre Umgebung umgesetzt. Wenn jedoch auf Ihrem
Cluster ONTAP 9.3 oder alter ausgefiihrt wird oder wenn in Ihrer Umgebung die folgenden Konfigurationen
enthalten sind, missen Sie Aggregate manuell erstellen:

» Aggregate mit Array LUNs anderer Hersteller

* Virtuelle Laufwerke mit Cloud Volumes ONTAP oder ONTAP Select

» MetroCluster Konfigurationen

» SyncMirror Funktionalitat

* MSATA-Festplatten

* Flash Pool-Aggregate

* Mehrere Festplattentypen oder Grof3en sind mit dem Node verbunden
Wenn in Ihrer Umgebung folgende Festplattenbedingungen vorhanden sind, missen Sie aulerdem die
Festplattenbedingungen korrigieren, bevor Sie die Speicherempfehlung zum Erstellen von Aggregaten
verwenden:

* Fehlende Festplatten

« Wahrungsschwankung bei den Spare-Festplatten
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* Nicht zugewiesene Festplatten
* Nicht-Zeroed Spares (fiir ONTAP Versionen vor 9.6)

* Festplatten, die gerade durch Wartungstests getestet werden
Verwandte Informationen
"Festplatten- und Aggregatmanagement”

Nullsetzen von freien Festplatten

Storage Tiers-Fenster in System Manager — ONTAP 9.7 und friiher

Mit dem Fenster Storage Tiers in ONTAP System Manager classic (erhaltlich in ONTAP
9.7 und Erden) kdnnen Sie Cluster-weite Speicherplatzdetails anzeigen und
Aggregatdetails hinzufligen und anzeigen.

Im Bereich ,interne Ebene” oder im Bereich ,Performance Tier”, wenn der Cluster rein Flash-basierte
Aggregate (alle SSDs) enthalt, werden Cluster-weite Speicher-Details angezeigt, z. B. die Summe der
Gesamtgrofie aller Aggregate, des Speicherplatzes, der von den Aggregaten im Cluster verwendet wird, Und
den verfligbaren Speicherplatz im Cluster.

Im Bereich Cloud Tier werden die insgesamt lizenzierten Cloud-Tiers im Cluster, der lizenzierte Speicherplatz,
der im Cluster verwendet wird, und der lizenzierte Speicherplatz, der im Cluster verfiigbar ist, angezeigt. Im
Bedienfeld ,Cloud-Ebene” wird auRerdem die nicht lizenzierte Cloud-Kapazitat angezeigt, die verwendet wird.
Aggregate sind nach Typ gruppiert, und im Bereich ,Aggregat” werden Details Gber den gesamten
Aggregatspeicherplatz, den genutzten Speicherplatz und den verfligbaren Speicherplatz angezeigt. Wenn
inaktive (kalte) Daten auf einem Solid-State-Laufwerk (SSD) oder All-Flash-FAS-Aggregat verfliigbar sind, wird

auch der verwendete Speicherplatz angezeigt. Sie kdnnen das Aggregat auswahlen und eine der Aktionen
durchflhren, die mit dem Aggregat zusammenhangen.

Befehlsschaltflachen
» Aggregat Hinzufiligen
Ermoglicht Innen die Erstellung eines Aggregats.
» Aktionen
Bietet die folgenden Optionen:
o Status dndern in
Andert den Status des ausgewahlten Aggregats in einen der folgenden Status:
= Online
Lese- und Schreibzugriff auf die Volumes in diesem Aggregat sind zulassig.
= Offline
Lese- und Schreibzugriff ist nicht zulassig.

= Einschrankung
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Einige Vorgange wie die Paritatsrekonstruktion sind zulassig, der Datenzugriff jedoch nicht
zulassig.

o Kapazitat Hinzufiigen
Ermoglicht das Hinzufligen von Kapazitat (HDDs oder SSDs) zu bestehenden Aggregaten.
o Cache Hinzufiigen

Ermaoglicht das Hinzufligen von Cache-Festplatten (SSDs) zu bestehenden HDD-Aggregaten oder
Flash Pool-Aggregaten.

FabricPool-fahige Aggregate kdnnen keine Cache-Festplatten hinzuflgen.
Diese Option ist nicht fur Cluster mit Nodes mit All-Flash-optimiertem Charakter verflgbar.
> Spiegel
Ermoglicht Ihnen die Spiegelung der Aggregate.
> Volume Move

Ermoglicht Ihnen das Verschieben eines FlexVol Volumes.

Detailbereich

Sie

kénnen auf den Aggregatnamen klicken, um detaillierte Informationen Gber das Aggregat anzuzeigen.
Registerkarte Ubersicht

Zeigt detaillierte Informationen Uber das ausgewahlte Aggregat an und zeigt eine Bilddarstellung der
Speicherplatzzuweisung des Aggregats, der Platzeinsparungen des Aggregats und der Performance des
Aggregats an.

Registerkarte Datentragerinformationen

Zeigt die Festplatten-Layout-Informationen fir das ausgewahlte Aggregat an.

Registerkarte Volumen

Zeigt Details zur Gesamtzahl der Volumes im Aggregat, den Gesamtkapazitat des Aggregats und den dem
Aggregat zubelegten Speicherplatz an.

Registerkarte Leistung

Zeigt Diagramme an, die die Performance-Metriken der Aggregate einschlieRlich Durchsatz und IOPS
zeigen. Die Performance-Metriken fir Lese-, Schreib- und Gesamtibertragungen werden fir Durchsatz
und IOPS angezeigt. Die Daten fir SSDs und HDDs werden separat aufgezeichnet.

Wenn Sie die Client-Zeitzone oder die Cluster-Zeitzone andern, werden die Diagramme mit den
Performance-Metriken beeintrachtigt. Wenn Sie die Client-Zeitzone oder die Cluster-Zeitzone andern,
sollten Sie Ihren Browser aktualisieren, um die aktualisierten Diagramme anzuzeigen.

Verwandte Informationen
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Hinzufligen eines Cloud-Tiers

Verbinden eines Aggregats mit einem Cloud-Tier
Léschen einer Cloud-Tier

Bearbeitung eines Cloud-Tiers

Provisionierung von Storage Giber Aggregate
Loschen von Aggregaten

Bearbeitung von Aggregaten

Konfiguration und Management von Cloud-Tiers mit System Manager - ONTAP 9.7
und friither

Mit ONTAP System Manager Classic (erhaltlich in ONTAP 9.7 und fruher) kénnen Cloud-Tiers konfiguriert und
gemanagt werden. Das Speichern von Daten in Tiers verbessert die Effizienz Ihres Storage-Systems. Uber
FabricPool-fahige Aggregate managen Sie Storage-Tiers. In Cloud-Tiers werden Daten in einer Tier
gespeichert, basierend darauf, ob haufig auf die Daten zugegriffen wird.

Bevor Sie beginnen
» Sie missen ONTAP 9.2 oder hoher ausfiihren.

+ Sie missen rein Flash-basierte Aggregate (nur SSDs) haben
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Cloud-Tier hinzufugen

Mit System Manager konnen Sie einem SSD-Aggregat oder einem VMDK-Aggregat
(Virtual Machine Disk) ein Cloud-Tier hinzufiigen. Cloud-Tiers bieten Storage fur selten
genutzte Daten.

Bevor Sie beginnen

+ Sie missen uber die Zugriffsschlissel-ID und den geheimen Schliissel verfigen, um eine Verbindung zum
Objektspeicher herzustellen.

+ Sie missen einen Bucket im Objektspeicher erstellt haben.
« Zwischen dem Cluster und dem Cloud Tier muss eine Netzwerkverbindung bestehen.
* Wenn die Kommunikation zwischen dem Cloud-Tier und dem Cluster tber SSL oder TLS verschlisselt ist,

mussen die erforderlichen Zertifikate installiert sein.

Uber diese Aufgabe
Die folgenden Objektspeicher kdnnen als Cloud-Tiers verwendet werden:

» StorageGRID
+ Alibaba Cloud (ab System Manager 9.6)
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* Amazon Web Services (AWS) Simple Storage Service (S3)

» Amazon Web Services (AWS) Commercial Cloud Service (C2S)
» Microsoft Azure Blob Storage

* IBM Cloud

* Google Cloud

e Azure Stack, ein lokaler Azure-Service, wird nicht unterstttzt.

* Wenn Sie einen beliebigen Objektspeicher aufder StorageGRID als Cloud-Tier verwenden
md&chten, missen Sie Uber die FabricPool Kapazitatslizenz verfiigen. Sie kdnnen die Lizenz
@ hinzufligen, indem Sie auf Lizenz hinzufiligen klicken.

* Wenn Sie eine IBM Cloud Object Storage-Umgebung (wie Cleversafe) verwenden mdchten,
sollten Sie mit FabricPool ein Zertifikat fir die Zertifizierungsstelle angeben. Sie kdnnen das
CA-Zertifikat angeben, indem Sie die Schaltflache Object Store Certificate bewegen und
die Zertifikatanmeldeinformationen angeben.

Schritte
1. Klicken Sie Auf Storage > Aggregate & Disks > Cloud Tier.

2. Klicken Sie Auf Hinzufligen.
Es wird ein Dialogfeld angezeigt, in dem alle unterstiitzten Objektspeicheranbieter aufgefiihrt sind.
3. Wahlen Sie in der Liste den Objektspeicher-Provider aus, den Sie als Cloud-Tier zuweisen mdchten.
Das Fenster Cloud Tier hinzufiigen wird angezeigt.
4. Wahlen Sie eine Region aus der Dropdown-Liste im Feld Region aus.

Basierend auf Ihrer Auswahl wird das Feld Dienstname (FQDN) automatisch mit dem Server-Endpunkt
gefullt.

5. Geben Sie die Zugriffsschlissel-ID des Cloud-Tiers, den geheimen Schlissel des Cloud-Tiers und den
Containernamen an.

Wenn Sie den Typ AWS Commercial Cloud Service (C2S) ausgewahlt haben, missen Sie die CAP-URL,
die Server-CA-Zertifikate und die Client-Zertifikate angeben.

6. Wenn Sie eine der folgenden Einstellungen andern méchten, klicken Sie auf das Symbol Erweiterte
Optionen%t , um das Dialogfeld Erweiterte Optionen anzuzeigen, in dem Sie die Anderungen vornehmen
koénnen:

o Die Port-Nummer flir den Zugriff auf die Cloud-Tier

o Aktivieren oder deaktivieren Sie die Option SSL, mit der Sie Daten sicher auf den Cloud Tier
Ubertragen kénnen

7. Optional: Wenn Sie einen Cloud-Tier flr StorageGRID hinzuftigen méchten oder IBM Cloud Object
Storage-Umgebung (wie Cleversafe) mit FabricPool verwenden mdchten, sollten Sie ein CA-Zertifikat
angeben. Geben Sie das CA-Zertifikat an, indem Sie die Schaltflache Object Store Certificate
verschieben und den Inhalt des Zertifikats kopieren. Fligen Sie dann den Zertifikatinhalt in die signierte
Zertifizierung ein.

8. Wahlen Sie aus der Liste IPspace den IPspace aus, der zur Verbindung mit der Cloud-Tier verwendet
wird.
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9. Klicken Sie auf Speichern, um den Cloud-Tier zu speichern.

10. Klicken Sie auf Save and Attach Aggregates, um den Cloud-Tier zu speichern und Aggregate an den
Cloud-Tier anzuhangen.

Verbinden Sie ein Aggregat mit einem Cloud-Tier

Mithilfe von System Manager kénnen Sie ein All-Flash-Aggregat an eine Cloud-Tier anschliel3en. Sie kbnnen
selten genutzte Daten in Cloud-Tiers speichern.

Bevor Sie beginnen
Dem Cluster muss eine Cloud-Tier hinzugefligt werden.

Schritte
1. Klicken Sie Auf Storage > Aggregate & Disks > Cloud Tier.

2. Klicken Sie in der Spalte used in aggregates auf Attach Aggregates.
Das Fenster Aggregate anhangen wird angezeigt.

3. Wahlen Sie das Aggregat aus, das Sie der Cloud-Tier hinzufligen mochten.
4. Klicken Sie Auf Speichern.

Provisionierung von Storage durch manuelles Erstellen eines FabricPool-fahigen Aggregats

Mit System Manager kann ein FabricPool-fahiges Aggregat erstellt werden, um ein Cloud Tier mit dem SSD-
Aggregat anzuhangen.

Bevor Sie beginnen

« Sie mussen eine Cloud-Tier erstellt und an den Cluster angeschlossen haben, in dem sich das SSD-
Aggregat befindet.

* Ein Cloud-Tier vor Ort muss erstellt worden sein.

« Zwischen dem Cloud Tier und dem Aggregat muss eine dedizierte Netzwerkverbindung bestehen.

Uber diese Aufgabe
Die folgenden Objektspeicher kdnnen als Cloud-Tiers verwendet werden:

» StorageGRID

+ Alibaba Cloud (ab System Manager 9.6)

* Amazon Web Services (AWS) Simple Storage Service (S3)

* Amazon Web Services (AWS) Commercial Cloud Service (C2S)
* Microsoft Azure Blob Storage

* IBM Cloud

* Google Cloud

» Azure Stack, bei dem es sich um lokale Azure Services handelt, wird nicht unterstttzt.

@ + Wenn Sie einen beliebigen Objektspeicher aulRer StorageGRID als Cloud-Tier verwenden
mochten, missen Sie Uber die FabricPool Kapazitatslizenz verfiigen.

Schritte
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1. Mit einer der folgenden Methoden erstellen Sie ein FabricPool-fahiges Aggregat:
o Klicken Sie Auf Applikationen & Tiers > Storage Tiers > Aggregat Hinzufiigen.
o Klicken Sie Auf Storage > Aggregate & Disks > Aggregate > Erstellen.
2. Aktivieren Sie die Option Manually Create Aggregate, um ein Aggregat zu erstellen.
3. Erstellung eines FabricPool-fahigen Aggregats:

a. Geben Sie den Namen des Aggregats, den Festplattentyp und die Anzahl der Festplatten oder
Partitionen an, die in das Aggregat einbezogen werden sollen.

@ Nur rein Flash-basierte Aggregate unterstitzen FabricPool-fahige Aggregate.

Die minimale Hot-Spare-Regel wird auf die Laufwerksgruppe angewendet, die die grofite
Festplattengréfe hat.
b. Optional: RAID-Konfiguration des Aggregats andern:
i. Klicken Sie Auf Andern.
i. Geben Sie im Dialogfeld RAID-Konfiguration andern den RAID-Typ und die RAID-Gruppengrdlie
an.

Gemeinsam genutzte Festplatten unterstiitzen zwei RAID-Typen: RAID-DP und RAID-TEC.

ii. Klicken Sie Auf Speichern.

4. Aktivieren Sie das Kontrollkastchen FabricPool, und wéahlen Sie dann eine Cloud-Ebene aus der Liste
aus.

5. Klicken Sie Auf Erstellen.

Andern Sie die Tiering-Richtlinie eines Volumes

Mit System Manager kénnen Sie die Standard-Tiering-Richtlinie eines Volumes andern und festlegen, ob die
Daten des Volume zu Cloud-Tier verschoben werden, wenn die Daten inaktiv sind.

Schritte
1. Klicken Sie Auf Storage > Volumes.

2. Wahlen Sie im Dropdown-Ment im Feld SVM die Option Alle SVMs aus.

3. Wahlen Sie das Volume aus, fir das Sie die Tiering Policy andern mochten, und klicken Sie dann auf Mehr
Aktionen > Tiering Policy @ndern.

4. Wahlen Sie die gewlinschte Tiering Policy aus der Liste Tiering Policy aus und klicken Sie dann auf
Speichern.

Bearbeiten einer Cloud-Tier

Mit System Manager kénnen Sie die Konfigurationsinformationen des Cloud-Tiers andern. Zu den
Konfigurationsdetails, die Sie bearbeiten kénnen, gehéren Name, vollqualifizierter Domanenname (FQDN),
Port, Zugriffsschlissel-ID, geheimer Schliissel und Objektspeicherzertifikat.

Schritte
1. Klicken Sie Auf Storage > Aggregate & Disks > Cloud Tier.

2. Wahlen Sie den Cloud-Tier aus, den Sie bearbeiten mochten, und klicken Sie dann auf Bearbeiten.
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3. Andern Sie im Fenster Cloud-Ebene bearbeiten den Namen der Cloud-Ebene, den FQDN, den Port, die
Zugriffsschlissel-ID, den geheimen Schllssel, Und Objektspeicher-Zertifikat, falls erforderlich.

Wenn Sie den Cloud-Tier fir AWS Commercial Cloud Service (C2S) ausgewahlt haben, kdnnen Sie die
CA-Zertifikate und Client-Zertifikate des Servers andern.

4. Klicken Sie Auf Speichern.

Cloud-Tier I6schen
Mit System Manager kdnnen Sie eine Cloud-Tier I6schen, die Sie nicht mehr bendtigen.

Bevor Sie beginnen
Sie mussen das mit dem Cloud-Tier verknlpfte FabricPool-fahige Aggregat geléscht haben.

Schritte
1. Klicken Sie Auf Storage > Aggregate & Disks > Cloud Tier.

2. Wahlen Sie den Cloud-Tier aus, den Sie [6schen mochten, und klicken Sie dann auf Loschen.

Was sind Cloud-Tiers und Tiering-Richtlinien

Cloud-Tiers bieten Storage fur Daten, auf die selten zugegriffen wird. Sie kdnnen ein All-Flash-Aggregat (rein
SSD-basiert) zu einem Cloud-Tier hinzufligen, um selten genutzte Daten zu speichern. Sie kdnnen anhand von
Tiering-Richtlinien entscheiden, ob Daten in eine Cloud-Tier verschoben werden sollen.

Sie kdnnen eine der folgenden Tiering-Richtlinien fir ein Volume festlegen:

* Nur Snapshot

Verschiebt die Snapshot-Kopien nur von Volumes, auf die derzeit nicht vom aktiven Dateisystem verwiesen
wird. Eine Richtlinie, die nur Snapshots enthalt, ist die standardmaRige Tiering-Richtlinie.

* Auto

Verschiebt die inaktiven (kalten) Daten und Snapshot Kopien vom aktiven Filesystem auf die Cloud-Tier.
* Backup (fiir System Manager 9.5)

Die neu zu Ubertragenden Daten eines Datensicherungs-Volumes werden in die Cloud-Tier verschoben.
* Alle (beginnend mit System Manager 9.6)

Alle Daten werden auf die Cloud-Tier verschoben.
* Keine

Verhindert, dass Daten auf dem Volume in eine Cloud-Tier verschoben werden

Inaktive (kalte) Daten

Selten genutzte Daten in einer Performance-Tier werden als inaktive (kalte) Daten bezeichnet. StandardmaRig
werden Daten, auf die Uber einen Zeitraum von 31 Tagen nicht zugegriffen wird, inaktiv.

Inaktive Daten werden auf Aggregatebene, Cluster-Ebene und Volume-Ebene angezeigt. Die inaktiven Daten
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fur ein Aggregat oder ein Cluster werden nur angezeigt, wenn das inaktive Scannen auf diesem Aggregat oder
Cluster abgeschlossen ist. StandardmaRig werden inaktive Daten fir FabricPool-fahige Aggregate und SSD-
Aggregate angezeigt. Inaktive Daten werden fiir FlexGroups nicht angezeigt.

Cloud-Tier-Fenster geoffnet

Mit System Manager kénnen Cloud-Tiers hinzugefligt, bearbeitet und geléscht sowie Details zum Cloud-Tier
angezeigt werden.

Im Fenster Cloud-Tier werden die Gesamtzahl der lizenzierten Cloud-Tiers im Cluster, der im Cluster

verwendete lizenzierte Speicherplatz und der im Cluster verfligbare lizenzierte Speicherplatz angezeigt. Im
Fenster Cloud-Tier wird auRerdem die nicht lizenzierte Cloud-Kapazitat angezeigt, die verwendet wird.

Befehlsschaltflachen
* Hinzufiigen
Ermdglicht Ihnen das Hinzuflgen eines Cloud-Tiers.
+ Aggregate Anhdangen
Hiermit kdnnen Sie Aggregate einem Cloud-Tier hinzufligen.
* Loschen
Hiermit kdnnen Sie eine ausgewahlte Cloud-Tier I6schen.
» Bearbeiten

Ermdglicht Ihnen das Andern der Eigenschaften einer ausgewahlten Cloud-Tier.

Detailbereich

Es stehen detaillierte Informationen zu Cloud-Tiers zur Verfiigung, z. B. die Liste der Cloud-Tiers, Details zu
den Objektspeichern, die verwendeten Aggregate und die genutzte Kapazitat.

Wenn Sie eine andere Cloud-Tier als Alibaba Cloud, Amazon AWS S3, AWS Commercial Cloud Service
(C2S), Google Cloud, IBM Cloud, Microsoft Azure Blob Storage oder StorageGRID Uber die
Befehlszeilenschnittstelle (CLI) erstellen, wird diese Cloud-Tier in System Manager als andere angezeigt.
Anschlielend kénnen Sie Aggregate an dieses Cloud-Tier anhangen.

Verwandte Informationen

Installieren eines CA-Zertifikats, wenn Sie StorageGRID verwenden

Fenster ,Storage Tiers"

Management von Storage Pools mit System Manager - ONTAP 9.7 und fruher

Mit ONTAP System Manager Classic (erhaltlich in ONTAP 9.7 und friher) erstellen Sie
Storage-Pools, damit SSDs von mehreren Flash Pool Aggregaten gemeinsam genutzt
werden konnen.
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Erstellen Sie einen Speicherpool

Ein Speicherpool ist eine Sammlung von SSDs (Cache-Festplatten). Sie kbnnen mit System Manager SSDs
kombinieren, um einen Storage-Pool zu erstellen, der es lhnen ermdglicht, die SSDs und SSD-Spares
zwischen einem HA-Paar gemeinsam zu nutzen und so zwei oder mehr Flash Pool Aggregate gleichzeitig
zuzuweisen.

Bevor Sie beginnen

» Beide Nodes des HA-Paars miissen betriebsbereit sein, damit Giber einen Storage-Pool SSDs und SSD-
Spares zugewiesen werden kdénnen.

» Speicherpools missen mindestens 3 SSDs enthalten.

* Alle SSDs in einem Storage-Pool missen dem gleichen HA-Paar gehdren.

Uber diese Aufgabe

System Manager erzwingt die Hot Spare-Regel fir SSD RAID-Gruppen, wenn Sie SSDs zum Hinzufligen von
Festplatten zu einem Storage-Pool verwenden. Wenn beispielsweise 10 SSDs in der SSD-RAID-Gruppe und
die Option vorhanden sind raid.min spare count Ist auf festgelegt 1 Auf Node-Ebene verlasst System
Manager eine SSD als Hot Spare und verwendet die anderen 9 SSDs fir SSD-bezogene Vorgange.

Sie kénnen nicht partitionierte SSDs beim Erstellen eines Storage-Pools mit System Manager verwenden.

Schritte
1. Klicken Sie Auf Storage > Aggregate & Disks > Speicherpools.

2. Klicken Sie im Fenster Speicherpools auf Erstellen.

3. Geben Sie im Dialogfeld Create Storage Pool den Namen flr den Speicherpool, die Festplattengréfie und
die Anzahl der Festplatten an.

4. Klicken Sie Auf Erstellen.

Fiigen Sie Festplatten zu einem Speicherpool hinzu

Sie kdnnen SSDs einem vorhandenen Storage-Pool hinzufiigen und dessen Cache-Grofle mit System
Manager erhéhen.

Bevor Sie beginnen

Beide Nodes des HA-Paars mussen betriebsbereit sein, damit Gber einen Storage-Pool SSDs und SSD-
Spares zugewiesen werden kdnnen.

Uber diese Aufgabe

» Die SSDs, die Sie zu einem Storage-Pool hinzufligen, werden proportional unter den Aggregaten zum
Storage-Pool-Cache und zum freien Speicherplatz des Storage-Pools verteilt.

» System Manager erzwingt die Hot Spare-Regel fliir SSD RAID-Gruppen, wenn Sie SSDs zum Hinzufligen
von Festplatten zu einem Storage-Pool verwenden.

Wenn beispielsweise 10 SSDs in der SSD-RAID-Gruppe und die Option vorhanden sind
raid.min spare count Istauf festgelegt 1 Auf Node-Ebene verlasst System Manager eine SSD als
Hot Spare und verwendet die anderen 9 SSDs flr SSD-bezogene Vorgange.

« Partitionierte SSDs koénnen nicht verwendet werden, wenn Sie mit System Manager Festplatten zu einem
Speicherpool hinzuflgen.

Schritte
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1. Klicken Sie Auf Storage > Aggregate & Disks > Speicherpools.

2. Wahlen Sie im Fenster Speicherpools den Speicherpool aus und klicken Sie dann auf Datentrager
hinzufiigen.

3. Geben Sie im Dialogfeld Add Disks die Anzahl der Festplatten an, die Sie hinzufligen mdchten.
4. Klicken Sie Auf Weiter.

5. Uberprifen Sie im Dialogfeld Zusammenfassung, wie der Cache auf verschiedene Aggregate verteilt wird
und wie der freie Speicherplatz des Speicherpools zur Verfligung steht.

6. Klicken Sie Auf Hinzufiigen.

Loschen von Speicherpools

Es kdnnte sein, dass Sie einen Speicherpool I16schen mdchten, wenn der Cache des Speicherpools nicht
optimal ist oder nicht mehr von einem Aggregat oder Flash Pool Aggregat verwendet wird. Sie kénnen einen
Speicherpool I6schen, indem Sie in System Manager das Dialogfeld Speicherpool I6schen verwenden.

Bevor Sie beginnen
Der Speicherpool darf von keinem Aggregat verwendet werden.

Schritte
1. Klicken Sie Auf Storage > Aggregate & Disks > Speicherpools.

2. Wahlen Sie im Fenster Speicherpools den Speicherpool aus, den Sie I16schen mdchten, und klicken Sie
dann auf Loschen.

3. Klicken Sie im Dialogfeld Speicherpool I6schen auf Léschen.

Verwendung von SSD-Storage-Pools

Damit SSDs von mehreren Flash Pool Aggregaten gemeinsam genutzt werden kénnen, kénnen Sie die SSDs
zu einem Storage Pool hinzufligen. Nachdem Sie einem Storage-Pool eine SSD hinzugefligt haben, kdnnen
Sie die SSD nicht mehr als eigenstandige Einheit verwalten. Sie missen den Speicherpool verwenden, um
den von der SSD bereitgestellten Storage zuzuweisen oder zuzuweisen.

Sie kénnen Storage-Pools fir ein bestimmtes Hochverfiigbarkeitspaar (HA-Paar) erstellen. AnschlieRend
kénnen Sie einem oder mehreren Flash Pool Aggregaten, die im Besitz des gleichen HA-Paars sind,
Zuweisungseinheiten aus diesem Storage-Pool hinzufiigen. Genauso wie Festplatten vom gleichen Node
gehodren mussen, der ein Aggregat besitzt, bevor die Festplatten zugewiesen werden kénnen, kénnen Storage-
Pools nur den Flash Pool-Aggregaten zur Verflgung stellen, die einem der Nodes gehoren, der den
Speicherpool besitzt.

Wenn Sie die Menge an Flash Pool Cache auf Ihrem System erhdhen missen, kénnen Sie einem Storage
Pool weitere SSDs hinzufligen, bis zur maximalen RAID-Gruppengrof3e fur den RAID-Typ der Flash Pool
Caches, die diesen Speicherpool nutzen. Wenn Sie einem vorhandenen Storage-Pool eine SSD hinzufiigen,
vergrofllern Sie die Grolle der Zuweisungseinheiten des Storage-Pools einschlieRlich samtlicher
Zuweisungseinheiten, die bereits einem Flash Pool Aggregat zugewiesen sind.

Sie kénnen nur eine freie SSD flr einen Speicherpool verwenden. Wenn also eine SSD in diesem
Speicherpool nicht mehr verflgbar ist, kann ONTAP die Spare SSD verwenden, um die Partitionen der
defekten SSD zu rekonstruieren. Sie missen keine Zuweisungseinheiten als freie Kapazitat reservieren.
ONTAP kann nur eine vollstandige, nicht partitionierte SSD als Ersatz fur die SSDs in einem Storage-Pool
verwenden.

Nachdem Sie einem Speicherpool eine SSD hinzugefligt haben, kdnnen Sie die SSD nicht entfernen, so wie
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Sie Festplatten nicht aus einem Aggregat entfernen kénnen. Wenn Sie die SSDs in einem Speicherpool wieder
als separate Laufwerke verwenden mdochten, missen Sie alle Flash Pool-Aggregate zerstéren, denen die
Zuweisungseinheiten des Speicherpools zugewiesen wurden, und dann den Speicherpool zerstdren.

Anforderungen und Best Practices fiir die Verwendung von SSD-Storage-Pools

Einige Technologien kénnen nicht mit Flash Pool-Aggregaten kombiniert werden, die SSD-Storage-Pools
verwenden.

Folgende Technologien kénnen nicht mit Flash Pool Aggregaten verwendet werden, die SSD-Storage-Pools
fur inren Cache-Storage verwenden:

» MetroCluster

» SyncMirror Funktionalitat

Gespiegelte Aggregate kdnnen neben Flash Pool Aggregaten verwendet werden, die Storage Pools
nutzen. Flash Pool-Aggregate kdnnen jedoch nicht gespiegelt werden.

» Physische SSDs

Flash Pool Aggregate kbnnen SSD Storage-Pools oder physische SSDs verwenden, jedoch nicht beides.

SSD Storage-Pools mussen folgenden Regeln entsprechen:

« SSD-Storage-Pools kdnnen nur SSDs enthalten; HDDs kénnen nicht einem SSD-Storage-Pool hinzugeflgt
werden.

* Alle SSDs in einem SSD-Storage-Pool missen im Besitz desselben HA-Paars sein.

+ Sie kénnen keine SSDs verwenden, die fiir die Root-Daten-Partitionierung in einem Storage-Pool
partitioniert wurden.

Wenn Sie Speicher aus einem einzelnen Speicherpool in zwei Caches mit verschiedenen RAID-Typen zur
Verfliigung stellen und Sie die Gréflke des Speicherpools Uber die maximale RAID-Gruppengrole fur RAID4
hinaus erweitern, werden die zusatzlichen Partitionen in den RAID4-Zuordnungseinheiten nicht mehr
verwendet. Daher empfiehlt es sich, lhre Cache-RAID-Typen fiir einen Storage Pool homogen zu halten.

Sie kénnen den RAID-Typ von Cache-RAID-Gruppen nicht andern, die aus einem Speicherpool zugewiesen
sind. Sie legen den RAID-Typ fiir den Cache fest, bevor Sie die ersten Zuordnungseinheiten hinzuftigen, und
Sie kdnnen den RAID-Typ spater nicht andern.

Wenn Sie einen Storage-Pool erstellen oder einem vorhandenen Storage-Pool SSDs hinzufligen, missen Sie
dieselbe SSD-GroRe verwenden. Wenn ein Fehler auftritt und keine Spare SSD mit der korrekten GrofRe
vorhanden ist, kann ONTAP die ausgefallene SSD mit einer grofleren SSD ersetzen. Die grolkere SSD ist
jedoch an die GrofRe anderer SSDs im Storage-Pool angepasst, was zu einem Verlust der SSD-Kapazitat flhrt.

Sie kénnen nur eine freie SSD flr einen Speicherpool verwenden. Wenn der Storage-Pool den Flash Pool
Aggregaten zugewiesen wird, die beiden Nodes im HA-Paar gehoren, kann die freie SSD beiden Nodes im
Besitz sein. Wenn der Storage Pool jedoch nur den Flash Pool Aggregaten zugewiesen wird, die einem der
Nodes im HA-Paar gehoren, muss der SSD-Spare-Laufwerk des gleichen Node sein.

Uberlegungen zur Verwendung von SSD-Storage-Pools

SSD Storage-Pools bieten viele Vorteile, aber sie flihren auch einige Einschrankungen mit sich, die Sie bei der
Entscheidung, ob Sie SSD Storage-Pools oder dedizierte SSDs verwenden sollten, beachten sollten.
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SSD Storage Pools sind nur dann sinnvoll, wenn sie Cache flr zwei oder mehr Flash Pool Aggregate
bereitstellen. SSD Storage-Pools bieten folgende Vorteile:

» Erhohte Storage-Auslastung fir SSDs, die in Flash Pool-Aggregaten verwendet werden

SSD Storage-Pools reduzieren den Gesamtprozentsatz der SSDs, die fir Paritat erforderlich sind, indem
Sie Paritatslaufwerke zwischen zwei oder mehr Flash Pool-Aggregaten verwenden kdénnen.

* Moglichkeit der gemeinsamen Nutzung von Ersatzteilen zwischen HA-Partnern

Da der Storage-Pool im Besitz des HA-Paars ist, kann bei Bedarf ein Ersatzteil, das Eigentum eines HA-
Partners ist, als Ersatz fur den gesamten SSD Storage-Pool fungieren.

» Bessere Auslastung der SSD-Performance

Die hohe Performance von SSDs kann den Zugriff durch beide Controller in einem HA-Paar unterstitzen.

Diese Vorteile missen gegeniber den Kosten fiir die Nutzung von SSD-Storage-Pools abgewogen werden.
Dazu gehdren folgende Punkte:

* Weniger Fehlereingrenzung

Der Verlust einer einzelnen SSD betrifft alle RAID-Gruppen, die eine ihrer Partitionen enthalten. In dieser
Situation ist fur jedes Flash Pool Aggregat, das Gber einen Cache aus dem SSD-Storage-Pool, der die
betroffene SSD enthalt, eine oder mehrere RAID-Gruppen in Rekonstruktion.

* Reduzierte Performance-Isolierung

Wenn die GroRRe des Flash Pool Caches nicht richtig groR ist, kann es Konflikte fir den Cache zwischen
den Flash Pool Aggregaten geben, die ihn teilen. Dieses Risiko kann durch eine angemessene Cache-
GroRe und QoS-Steuerung vermindert werden.

» Geringere Managementflexibilitat

Wenn Sie einem Storage Pool Storage hinzufiigen, vergrofRern Sie die GroRRe aller Flash Pool Caches, die
eine oder mehrere Zuweisungseinheiten aus diesem Storage Pool enthalten. Sie kdnnen nicht feststellen,
wie die zusatzliche Kapazitat verteilt wird.

Uberlegungen, dass SSDs zu einem vorhandenen Storage-Pool hinzugefiigt werden miissen und nicht
ein neuer Pool erstellt werden kann

Sie konnen die Grolke des SSD-Caches auf zwei Arten erhdhen: Durch Hinzufiigen von SSDs zu einem
vorhandenen SSD-Storage-Pool oder durch Erstellen eines neuen SSD-Storage-Pools. Die beste Methode flr
Sie hangt von Ihrer Konfiguration und den Planen fir den Storage ab.

Die Wahl zwischen der Erstellung eines neuen Speicherpools und dem Hinzufiigen von Speicherkapazitat zu
einem vorhandenen System ist vergleichbar mit der Entscheidung, ob eine neue RAID-Gruppe erstellt oder
einer vorhandenen Storage hinzugefligt werden soll:

* Wenn Sie eine grof3e Anzahl SSDs hinzufligen, wird ein neuer Storage-Pool flexibler, da Sie den neuen
Storage-Pool anders als den vorhandenen zuweisen kénnen.

* Wenn Sie nur wenige SSDs hinzuftigen und die GroRe der RAID-Gruppen lhrer bestehenden Flash Pool
Caches erhohen, stellt kein Problem dar. Wenn Sie dann SSDs zum vorhandenen Speicherpool
hinzufligen, bleiben Ihre Spare- und Parity-Kosten niedriger, und der neue Speicher wird automatisch
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zugewiesen.

Wenn lhr Storage-Pool Flash Pool Aggregaten bereitstellt, deren Caches unterschiedliche RAID-Typen haben,
und Sie die GroRe des Speicherpools tber die maximale RAID4-GruppengrofRe hinaus erweitern, werden die
neu hinzugefiigten Partitionen in den RAID4-Zuweisungseinheiten nicht genutzt.

Warum fiigen Sie Festplatten zu Speicherpools hinzu

Sie kdnnen SSDs zu einem vorhandenen Storage-Pool hinzufigen und dessen Cache-Grélke erhdhen. Wenn
Sie einem Storage-Pool SSDs hinzuflgen, bei denen bereits zugewiesene Zuweisungseinheiten Flash Pool-

Aggregate zugeordnet sind, erhdhen Sie die Cache-GrolRe jedes dieser Aggregate und den gesamten Cache
des Storage-Pools.

Wenn die Zuweisungseinheiten des Speicherpools noch nicht zugewiesen sind, hat das Hinzufligen von SSDs
zu diesem Speicherpool keine Auswirkung auf die Grélke des SSD-Caches.

Wenn Sie einem vorhandenen Storage-Pool SSDs hinzufligen, missen die SSDs einem Node oder dem
anderen des gleichen HA-Paars, das bereits im Besitz der vorhandenen SSDs im Storage-Pool ist, gehdren.
Sie kénnen SSDs hinzufligen, die zu einem der beiden Nodes des HA-Paars gehdren.

So funktioniert der Storage-Pool

Ein Storage-Pool ist eine Sammlung von SSDs. Sie kdnnen SSDs kombinieren, um einen Storage-Pool zu
erstellen, der es Ihnen ermdglicht, SSDs und SSD-Spares Uber mehrere Flash Pool Aggregate gleichzeitig
gemeinsam zu nutzen.

Storage-Pools bestehen aus Zuweisungseinheiten, die Sie verwenden kénnen, um Aggregate SSDs und SSD-
Spares zur Verfigung zu stellen oder die bestehende SSD-Grof3e zu erhdhen.

Nachdem Sie einem Storage-Pool eine SSD hinzugefligt haben, kann die SSD nicht mehr als einzelne

Festplatte verwendet werden. Sie missen den Speicherpool verwenden, um den von der SSD bereitgestellten
Speicher zuzuweisen oder zuzuweisen.

Storage Pools-Fenster

Sie kdnnen mithilfe des Fensters Storage Pools einen dedizierten Cache von SSDs erstellen, anzeigen und
verwalten, auch bekannt als Storage Pools. Diese Storage-Pools kénnen in Verbindung mit einem nicht-Root-
Aggregat eingesetzt werden, um SSD-Cache und ein Flash Pool Aggregat bereitzustellen, um seine Gréf3e zu
erhéhen.
Diese Seite ist nicht fur ein Cluster verfugbar, das Nodes mit All-Flash-optimiertem Charakter enthalt.
Befehlsschaltflachen

* Erstellen

Offnet das Dialogfeld Speicherpool erstellen, in dem Sie einen Speicherpool erstellen kénnen.

* Datentrager Hinzufiigen

Offnet das Dialogfeld Festplatten hinzufiigen, in dem Sie Cache-Festplatten zu einem Speicherpool
hinzufiigen kénnen.

» Loschen
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Loscht den ausgewahlten Speicherpool.
» Aktualisieren

Aktualisiert die Informationen im Fenster.

Liste der Storage-Pools

* Name
Zeigt den Namen des Speicherpools an.
» Gesamt-Cache
Zeigt die gesamte Cache-Grdle des Speicherpools an.
» Spare Cache
Zeigt die verfigbare GroRe des freien Cache des Speicherpools an.
* Verwendeter Cache (%)
Zeigt den Prozentsatz der verwendeten Cachegrolie des Speicherpools an.
« Zuordnungseinheit

Zeigt die minimale Zuordnungseinheit der gesamten Cache-GroRe an, mit der Sie die GroRe Ihres
Speicherpools erhéhen kénnen.

» Eigentiimer
Zeigt den Namen des HA-Paars oder des Node an, mit dem der Storage-Pool verknipft ist.
* Bundesland

Zeigt den Status des Speicherpools an. Dies kann Normal, beeintrachtigt, erstellt, geldscht, neu
zugewiesen werden, Tendenz steigend.

* |Ist Gesund

Zeigt an, ob der Speicherpool ordnungsgemal ist oder nicht.

Registerkarte ,,Details“

Zeigt detaillierte Informationen zum ausgewahlten Speicherpool an, z. B. Name, Zustand, Speichertyp,
Festplattenanzahl, gesamter Cache, Freier Cache, verwendete Cache-Gréf3e (in Prozent) und
Zuweisungseinheit. Auf der Registerkarte werden auch die Namen der Aggregate angezeigt, die vom
Speicherpool bereitgestellt werden.

Registerkarte ,,Festplatten*

Zeigt detaillierte Informationen zu den Festplatten im ausgewahlten Speicherpool an, z. B. Namen,
Festplattentypen, nutzbare Grofle und GesamtgroRRe.

Verwandte Informationen
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Provisioning von Storage durch manuelles Erstellen eines Flash Pool Aggregats
Bereitstellung von Cache durch Hinzufigen von SSDs

"Festplatten- und Aggregatmanagement”

Neuzuweisung von Festplatten an Nodes mit System Manager - ONTAP 9.7 und
friher

Mit ONTAP System Manager Classic (verfugbar ab ONTAP 9.7) kbnnen Sie die
Eigentumsrechte an freien Festplatten von einem Node zu einem anderen Node neu
zuweisen, um die Kapazitat eines Aggregats oder eines Storage-Pools zu erhéhen.

Uber diese Aufgabe

 Sie kdnnen Festplatten neu zuweisen, wenn die folgenden Bedingungen erfullt sind:
° Der Behaltertyp der ausgewahlten Festplatten muss ,sPare” oder ,shared” lauten.
> Die Festplatten missen mit den Nodes in einer HA-Konfiguration verbunden sein.
> Die Festplatten missen flir den Knoten sichtbar sein.

 Sie kdnnen eine Festplatte nicht neu zuweisen, wenn die folgenden Bedingungen erfiillt sind:
o Der Container-Typ der ausgewahlten Festplatte ist “shared”, und die Datenpartition ist nicht frei.
o Der Datentrager ist einem Speicherpool zugeordnet.

» Sie kdnnen die Datenpartition von freigegebenen Festplatten nicht neu zuweisen, wenn das Storage
Failover auf den Knoten, die mit den freigegebenen Laufwerken verbunden sind, nicht aktiviert ist.

 Bei Partitionsfestplatten kdnnen Sie nur die Datenpartition der Festplatten neu zuweisen.
+ Bei Konfigurationen mit MetroCluster kbnnen Festplatten nicht mit System Manager neu zugewiesen
werden.

Sie mussen die Befehlszeilenschnittstelle verwenden, um Festplatten fir MetroCluster-Konfigurationen neu
zuzuweisen.

@ In spateren ONTAP Versionen konnen Sie die ONTAP CLI verwenden, um die
Festplatteneigentimer zu entfernen und einen neuen Eigentimer zuzuweisen.

Schritte
1. Klicken Sie Auf Storage > Aggregate & Disks > Disks.

2. Wahlen Sie im Fenster Disks die Registerkarte Inventar aus.

3. Wahlen Sie die Festplatten aus, die Sie neu zuweisen moéchten, und klicken Sie dann auf Zuweisen.
4. Klicken Sie im Dialogfeld Warnung auf Weiter.
5

. Wahlen Sie im Dialogfeld Festplatten zuweisen den Knoten aus, dem Sie die Festplatten neu zuweisen
mochten.

6. Klicken Sie Auf Zuweisen.

Verwandte Informationen
+ "Festplatteneigentimer Gber die ONTAP CLI entfernen (ONTAP 9.3 und hoher)"

« "Automatische Zuweisung von Festplatten tiber die ONTAP CLI (ONTAP 9.3 und héher)"
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* "Manuelles Zuweisen von Festplatten Uber die ONTAP CLI (ONTAP 9.3 und héher)"

Festplatten

Zeigen Sie Festplatteninformationen mit System Manager - ONTAP 9.7 und friiher an

Sie kdnnen das Fenster ,Festplatten” in ONTAP System Manager classic (verfugbar in
ONTAP 9.7 und fruher) verwenden, um Name, Grofde und Container-Details der
Festplatten sowie grafische Informationen zu Kapazitatsfestplatten und Cache-
Festplatten anzuzeigen.

Schritte
1. Klicken Sie Auf Storage > Aggregate & Disks > Disks.

2. Wahlen Sie das Laufwerk aus, zu dem Informationen angezeigt werden sollen, aus der angezeigten
Festplattenliste aus.

3. Uberpriifen Sie die Festplattendetails.
Verwandte Informationen

Festplattenfenster

Wie ONTAP die Festplattentypen in System Manager - ONTAP 9.7 und friiher meldet

ONTAP System Manager classic (verfugbar in ONTAP 9.7 und alter) ordnet jeden
Festplattentyp zu. ONTAP meldet einige Festplattentypen anders als die
Industriestandards. Sie sollten verstehen, wie ONTAP Festplattentypen mit
Branchenstandards zugeordnet sind, um Verwirrung zu vermeiden.

Wenn sich in der ONTAP-Dokumentation auf einen Festplattentyp bezieht, handelt es sich um den Typ, der
von ONTAP verwendet wird, sofern nicht anders angegeben. RAID-Festplattentypen bezeichnen die Rolle, die
eine bestimmte Festplatte fur RAID spielt. RAID-Festplattentypen stehen nicht mit ONTAP-Festplattentypen
zusammen.

Bei einer spezifischen Konfiguration hangen die unterstutzten Festplattentypen vom Storage-Systemmodell,
dem Shelf-Typ und den im System installierten 1/O-Modulen ab.

In den folgenden Tabellen wird gezeigt, wie ONTAP-Festplattentypen mit branchenublichen Festplattentypen
fur SAS- und FC-Storage-Verbindungstypen und Storage Arrays zugeordnet werden.

SAS-vernetzter Storage
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ONTAP-Festplattentyp

BSAS

FSAS

MSATA

SAS

SSD

FC-connected Storage

ONTAP-Festplattentyp

ATA

FCAL

Storage-Arrays durchfiihrt

ONTAP-Festplattentyp

LUN

Verwandte Informationen

Festplattenklasse

Kapazitat

Kapazitat

Kapazitat

Leistung

Ultra Performance —

Festplattenklasse

Kapazitat

Leistung

Festplattenklasse

1. A

"NetApp Hardware Universe"
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Branchenstandard-
Festplattentyp

SATA

NL-SAS

SATA

SAS

SSD

Beschreibung

Uberbriickt SAS-SATA-
Festplatten mit

zusatzlicher Hardware,

damit sie in ein SAS-
angeschlossenes
Storage-Shelf eingesteckt
werden kénnen

Nearline SAS

SATA-Festplatte in
Storage Shelf mit
mehreren Festplatten

Serial-Attached SCSI

Solid State Drives

Branchenstandard-
Festplattentyp
SATA
FC
Branchenstandard- Beschreibung
Festplattentyp
LUN Logisches Speichergerat,

das durch Storage-Arrays
unterstitzt wird und von
ONTAP als Festplatte
genutzt wird. Diese LUNs
werden als Array LUNs
bezeichnet, um sie von
den LUNs zu
unterscheiden, die
ONTAP den Clients bietet.


https://hwu.netapp.com

"Technischer Bericht 3437 von NetApp: Ausfallsicherheit von Storage-Subsystemen"

Ermitteln Sie, wann es sicher ist, einen Multidisk-Trager mit System Manager - ONTAP 9.7 und friiher zu
entfernen

Wenn Sie einen Laufwerkstrager entfernen, bevor dieser sicher ist, kann dies dazu
fuhren, dass eine oder mehrere RAID-Gruppen beeintrachtigt werden oder es
mdglicherweise sogar zu einer Storage-Unterbrechung kommt. Mit ONTAP System
Manager Classic (erhaltlich in ONTAP 9.7 und fruher) kdnnen Sie feststellen, wann ein
Speichertrager mit mehreren Festplatten sicher entfernt werden kann.

Wenn ein Laufwerkstrager ausgetauscht werden muss, missen die folgenden Ereignisse aufgetreten sein,
bevor Sie den Trager sicher entfernen kdnnen:

* Es muss eine AutoSupport-Meldung protokolliert werden, die angibt, dass der Spediteur zum Entfernen
bereit ist.

* Es muss eine EMS-Nachricht protokolliert werden, die angibt, dass der Spediteur zum Entfernen bereit ist.

* Der Status beider Laufwerke im Trager muss als angezeigt werden broken Im Fenster Festplatten.
Sie mussen die Festplatten erst entfernen, nachdem der Tragerpartner einer ausgefallenen Festplatte
evakuiert wurde. Sie kdnnen auf Details klicken, um den Status der Festplattenevakuierung auf der
Registerkarte Eigenschaften des Fensters Festplatten anzuzeigen.

* Die Fehler-LED (gelb) am Trager muss standig leuchten, was darauf hinweist, dass sie zum Ausbauen
bereit ist.

* Die Aktivitats-LED (griin) muss ausgeschaltet werden, damit keine Laufwerksaktivitat erfolgt.

* In der digitalen Anzeige des Shelf wird nur die Shelf-ID-Nummer angezeigt.

Sie kdnnen den Carrier-Mate einer ausgefallenen Festplatte nicht wiederverwenden. Wenn Sie
einen Trager mit mehreren Festplatten entfernen, der ein ausgefallenes Laufwerk enthalt,
mussen Sie es durch einen neuen Datentrager ersetzen.

Platten-Fenster in System Manager - ONTAP 9.7 und frither

Sie konnen das Festplatten-Fenster in ONTAP System Manager classic (verfugbar in
ONTAP 9.7 und friher) verwenden, um alle Festplatten in Ihnrem Storage-System
anzuzeigen.

Befehlsschaltflachen
* Zuweisen
Weist den Festplattenbesitzer einem Node zu oder weist diese neu zu.

Diese Schaltflache ist nur aktiviert, wenn der Containertyp der ausgewahlten Festplatten nicht zugewiesen,
frei oder freigegeben ist.

« Zero Spares

Loscht alle Daten und formatiert die Ersatzfestplatten und Array-LUNSs.
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« Aktualisieren

Aktualisiert die Informationen im Fenster.

Registerkarten

Zusammenfassung

Zeigt detaillierte Informationen Uber die Festplatten im Cluster an, einschlieRlich der GréRRe der freien
Festplatten und zugewiesenen Festplatten. Auf der Registerkarte werden auch grafische Informationen zu
freien Festplatten, Aggregaten und Root-Aggregaten fir HDDs und Informationen zu freien Festplatten,
Festplatten in einem Speicherpool, Aggregaten, Flash Pool-Aggregaten und Root-Aggregaten fir Cache-
Festplatten (SSDs) angezeigt.

Das HDD-Panel wird nicht fir Systeme mit All Flash Optimized Personality angezeigt.

Das Detailfenster enthalt weitere Informationen tUber partitionierte und nicht partitionierte Ersatzfestplatten

(Festplattentyp, Node, Festplattengrofie, U/min, Prifsumme, Anzahl der verfligbaren Festplatten und freie
Kapazitat), im Tabellenformat.

Inventar

* Name
Zeigt den Namen der Festplatte an.

» Behiltertyp
Zeigt den Zweck an, fiir den die Festplatte verwendet wird. Mogliche Werte sind Aggregate, Broken,
Foreign, Label Maintenance, Maintenance, Shared, Spare, Nicht Zugewiesen, Volume, Unbekannt, Und
wird nicht unterstutzt.

 Partitionstyp
Zeigt den Partitionstyp des Datentragers an.

* Knotenname
Zeigt den Namen des Node an, der das Aggregat enthalt.
Dieses Feld ist nur auf Cluster-Ebene verfligbar.

* Hausbesitzer
Zeigt den Namen des Home-Node an, dem diese Festplatte zugewiesen ist.

» Aktueller Eigentiimer
Zeigt den Namen des Node an, der derzeit Eigentimer dieser Festplatte ist.

+ Stammbesitzer
Zeigt den Namen des Knotens an, der derzeit die Root-Partition dieses Laufwerks besitzt.

« Datenbesitzer
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Zeigt den Namen des Knotens an, der derzeit die Datenpartition dieses Laufwerks besitzt.
Daten1 Eigentiimer

Zeigt den Namen des Knotens an, der derzeit die Daten1-Partition des Laufwerks besitzt.
Daten2-Eigentiimer

Zeigt den Namen des Knotens an, der derzeit die Daten2-Partition des Laufwerks besitzt.
Speicherpool

Zeigt den Namen des Speicherpools an, dem das Laufwerk zugeordnet ist.

Typ

Zeigt den Festplattentyp an.

Firmware-Version

Zeigt die Firmware-Version der Festplatte an.

Modell

Zeigt das Modell der Festplatte an.

U/MIN

Zeigt die effektive Geschwindigkeit des Festplattenlaufwerks an, wenn die Option aktiviert ist
raid.mix.hdd.rpm.capacity Ist aktiviert, und zeigt die tatsdchliche Geschwindigkeit des
Festplattenlaufwerks an, wenn die Option aktiviert ist raid.mix.hdd.rpm.capacity Ist deaktiviert.

Dieses Feld gilt nicht fir SSDs.

* Effektive Grole*

Zeigt den verfugbaren Speicherplatz auf der Festplatte an.
Physikalischer Raum

Zeigt den gesamten physischen Speicherplatz des Laufwerks an.
Regal

Zeigt das Shelf an, auf dem sich die physischen Festplatten befinden.
Dieses Feld ist standardmafig ausgeblendet.

Bucht

Zeigt den Schacht im Shelf fur die physische Festplatte an.
Dieses Feld ist standardmafig ausgeblendet.

Pool
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Zeigt den Namen des Pools an, dem das ausgewahlte Laufwerk zugewiesen ist.
Dieses Feld ist standardmafig ausgeblendet.
» Checksum
Zeigt den Typ der Prifsumme an.
Dieses Feld ist standardmafig ausgeblendet.
 * Carrier-ID*

Gibt Informationen zu Festplatten an, die sich im angegebenen Speichertrager mit mehreren Festplatten
befinden. Die ID ist ein 64-Bit-Wert.

Dieses Feld ist standardmafig ausgeblendet.

Bereich ,,Bestandsdetails*

Im Bereich unterhalb der Registerkarte Inventar werden ausflihrliche Informationen Uber die ausgewahlte
Festplatte angezeigt, einschliellich Informationen tber das Aggregat oder Volume (falls zutreffend), Anbieter-
ID, Nullstatus (in Prozent), Seriennummer der Festplatte und Fehlerdetails bei einer defekten Festplatte. Bei
gemeinsam genutzten Festplatten werden im Bereich Bestandsdetails die Namen aller Aggregate angezeigt,
einschliel3lich der Root- und nicht-Root-Aggregate.

Verwandte Informationen

Anzeigen von Festplatteninformationen

Managen Sie Array-LUNs mit System Manager - ONTAP 9.7 und friiher

Mit ONTAP System Manager classic (erhaltlich in ONTAP 9.7 und friher) konnen Sie
einem vorhandenen Aggregat Array-LUNs zuweisen und Array-LUNs managen.

Weisen Sie Array-LUNs zu

Mit System Manager kénnen einem vorhandenen Aggregat nicht zugewiesene Array-LUNs zugewiesen
werden, um die Grole des Aggregats zu erhéhen.

Uber diese Aufgabe
 Sie kénnen Array-LUNs zuweisen, wenn die folgenden Bedingungen erfullt sind:
° Der Container-Typ der ausgewahlten Array-LUNs muss ,unassigned® sein.
o Die Festplatten missen mit den Nodes in einem HA-Paar verbunden sein.
o Die Festplatten mussen fiur den Knoten sichtbar sein.

» Bei MetroCluster-Konfigurationen kdnnen Sie mit System Manager Array-LUNs nicht als Spares zuweisen.

Stattdessen muissen Sie die Befehlszeilenschnittstelle verwenden.

Schritte
1. Klicken Sie auf Storage > Aggregate & Disks > Array LUNs.

2. Wahlen Sie die Array-LUNs aus, und klicken Sie dann auf Zuweisen.
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3. Wahlen Sie im Dialogfeld Array LUNs zuweisen den Knoten aus, dem Sie die Array-LUNs zuweisen
mdchten.

4. Klicken Sie Auf Zuweisen.

Weisen Sie den Knoten Ersatzarray-LUNs neu zu

Mit System Manager kénnen Sie die Eigentumsrechte an Ersatz-Array-LUNs von einem Node zu einem
anderen zuweisen, um die Kapazitat eines Aggregats zu erhdhen.

Uber diese Aufgabe
+ Sie kdnnen Array-LUNs neu zuweisen, wenn die folgenden Bedingungen erfullt sind:
° Der Container-Typ der ausgewahlten Array-LUNs muss ,sPare” sein.
> Die Festplatten missen mit den Nodes in einem HA-Paar verbunden sein.
> Die Festplatten mussen flir den Knoten sichtbar sein.
* Bei MetroCluster-Konfigurationen kénnen Array-LUNs nicht mit System Manager als Spares neu

zugewiesen werden.

Stattdessen muissen Sie die Befehlszeilenschnittstelle verwenden.

Schritte
1. Klicken Sie auf Storage > Aggregate & Disks > Array LUNs.

2. Wahlen Sie die Ersatzarray-LUNs aus, die Sie neu zuweisen mdchten, und klicken Sie dann auf
Zuweisen.

3. Klicken Sie im Dialogfeld Warnung auf Weiter.

4. Wahlen Sie im Dialogfeld Array LUNs zuweisen den Knoten aus, dem Sie die Ersatzarray-LUNs neu
zuweisen mochten.

5. Klicken Sie Auf Zuweisen.

Nullsetzen von Spare Array LUNs

Sie kdnnen System Manager verwenden, um alle Daten zu I6schen und die Ersatzarray-LUNs zu formatieren,
indem Sie Nullen auf die Array-LUNs schreiben. Diese Array-LUNs kénnen dann in neuen Aggregaten
verwendet werden.

Uber diese Aufgabe

Wenn Sie die Spare Array LUNSs I6schen, werden alle Spares im Cluster, einschlieRlich Festplatten, geldscht.
Sie kénnen die freien Array-LUNs fiir einen bestimmten Node oder das gesamte Cluster I6schen.

Schritte
1. Klicken Sie auf Storage > Aggregate & Disks > Array LUNs.

2. Klicken Sie Auf Zero Spares.

3. Wahlen Sie im Dialogfeld Zero Spares einen Knoten oder ,A11 Nodes“ aus, aus dem Sie die Array-LUNs
I6schen mdchten.

4. Aktivieren Sie das Kontrollkdstchen Zero all non-noned Spares, um den Nullsetzen-Vorgang zu
bestatigen.

5. Klicken Sie Auf Zero Spares.
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Allgemeines zu Festplatten und Array-LUNs

Eine Festplatte ist die grundlegende Storage-Einheit fir Storage-Systeme, die mit ONTAP Software auf native
Festplatten-Shelfs zugreifen. Ein Array LUN ist die grundlegende Storage-Einheit, die Storage Arrays von
Drittanbietern fir Storage-Systeme mit ONTAP Software bereitstellen.

Mit ONTAP Software kdnnen Sie lhren Festplatten und Array LUNs Eigentumsrechte zuweisen und sie einem
Aggregat hinzufugen. Die ONTAP Software bietet auch verschiedene Mdglichkeiten zur Verwaltung von
Festplatten, einschlieflich Entfernen, Ersetzen und Bereinigungen. Da Array LUNs vom Storage Array eines
Drittanbieters bereitgestellt werden, verwenden Sie das Storage Array eines Drittanbieters fir alle anderen
Managementaufgaben fir Array-LUNSs.

Sie kdnnen ein Aggregat entweder mit Festplatten oder Array LUNSs erstellen. Nachdem Sie das Aggregat

erstellt haben, managen Sie es mit ONTAP genau auf die gleiche Weise, ob es basierend auf Festplatten oder
Array LUNs erstellt wurde.

Array-LUNs-Fenster

Im Array LUNs-Fenster kbnnen Sie Ihren Array LUNs Eigentumsrechte zuweisen und sie einem Aggregat
hinzufigen.

Der Link Array LUNs im linken Navigationsbereich wird nur angezeigt, wenn es irgendwelche Ersatzarray-
LUNSs gibt, oder wenn die V_StorageAttach-Lizenz installiert ist.

Befehlsschaltflachen
« Zuweisen
Ermdglicht Innen das Zuweisen oder Neuzuweisen der Eigentumsrechte von Array-LUNs zu einem Node.
« Zero Spares
Loscht alle Daten und formatiert die Ersatzarray-LUNs und -Festplatten.
+ Aktualisieren

Aktualisiert die Informationen im Fenster.

Array-LUN-Liste

Zeigt Informationen, z. B. Name, Status und Anbieter fur die einzelnen Array-LUNs an.
* Name
Gibt den Namen der Array-LUN an.
* Bundesland
Gibt den Status der Array-LUN an.
* * Anbieter®
Gibt den Namen des Anbieters an.

* Verwendeter Platz
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Gibt den Speicherplatz an, der von der Array-LUN verwendet wird.
» Gesamtgrofe
Gibt die GroRRe der Array-LUN an.
» * Container*
Gibt das Aggregat an, zu dem die Array-LUN gehort.
* Knotenname
Gibt den Namen des Node an, zu dem die Array-LUN gehort.
* Hausbesitzer
Zeigt den Namen des Home-Node an, dem die Array-LUN zugewiesen ist.
« Aktueller Eigentiimer
Zeigt den Namen des Knotens an, der derzeit die Array-LUN besitzt.
« Array-Name
Gibt den Namen des Arrays an.
* Pool

Zeigt den Namen des Pools an, dem die ausgewahlte Array-LUN zugewiesen ist.

Detailbereich

Im Bereich unterhalb der Liste Array-LUNs werden detaillierte Informationen tber die ausgewahlte Array-LUN
angezeigt.

Managen Sie Nodes mit System Manager — ONTAP 9.7 und friiher
Mit ONTAP System Manager Classic (verfugbar in ONTAP 9.7 und friher) kdnnen Sie

Details zu den Nodes im Cluster anzeigen.
Initialisieren Sie die ComplexClock-Zeit

Sie kdnnen mit System Manager die ComplexClock-Zeit auf die aktuelle Cluster-Zeit initialisieren. Sie missen
die ComplianceClock-Zeit initialisieren, um SnapLock-Aggregate zu erstellen.

Bevor Sie beginnen
Die SnapLock Lizenz muss installiert sein.

Uber diese Aufgabe
Sie kdnnen die Zeit der ComplexClock nach der Initialisierung nicht andern oder beenden.

Schritte
1. Klicken Sie Auf Storage > Nodes.
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2. Wahlen Sie den Knoten aus und klicken Sie dann auf ComplianceClock initialisieren.

3. Klicken Sie im Dialogfeld ComplianceClock auf Ja, um die ComplexClock-Zeit auf die aktuelle Clusterzeit
zu initialisieren.

Knoten-Fenster

Mit dem Fenster Nodes kénnen Sie Details zu den Nodes in einem Cluster anzeigen.
Befehlsschaltflachen
« Initialisieren Sie die ComplianceClock
Initialisiert die ComplenianceClock des ausgewahlten Knotens auf den aktuellen Wert der Systemuhr.
» Aktualisieren

Aktualisiert die Informationen im Fenster.

Liste der Knoten

* Name
Zeigt den Namen des Node an.
» Bundesland
Zeigt den Status des Node an (ob der Node aktiv oder ausgefallen ist).
+ Auflaufzeit
Zeigt die Dauer an, fur die der Node aktiv ist.
* ONTAP-Version
Zeigt die auf dem Node installierte ONTAP-Version an.
* Modell
Zeigt die Modellnummer des Plattformmodells des Knotens an.
» System-ID
Zeigt die ID des Node an.
» Seriennr.

Zeigt die Seriennummer des Node an.

Detailbereich

Zeigt detaillierte Informationen zum ausgewahlten Knoten an.
* Registerkarte Details

Zeigt Informationen zum ausgewahlten Node an, z. B. den Namen des Nodes, den Status des Nodes und
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die Dauer, fiir die der Node aktiv ist.
* Registerkarte Leistung
Zeigt den Durchsatz, die IOPS und die Latenz des ausgewahlten Nodes an.

Wenn Sie die Client-Zeitzone oder die Cluster-Zeitzone andern, werden die Diagramme mit den
Performance-Metriken beeintrachtigt. Sie sollten Ihren Browser aktualisieren, um die aktualisierten
Diagramme anzuzeigen.

Managen Sie Hardware-Cache mit System Manager - ONTAP 9.7 und friher

Sie kdnnen ONTAP System Manager Classic (verfugbar in ONTAP 9.7 und friher) zum
Verwalten von Hardware Cache-Modulen verwenden.

@ Flash Cache wird in System Manager als Hardware Cache bezeichnet.

Aktivieren oder Deaktivieren von Flash Cache Modulen

Sie kdnnen die externe Cache-Funktion fUr ein Speichersystem aktivieren oder deaktivieren, auf dem ein Flash
Cache-Modul installiert ist, indem Sie System Manager verwenden. Sie kdnnen Flash Cache Module
aktivieren, die den Workload-Anforderungen lhres Storage-Systems entsprechen.

Schritte
1. Klicken Sie Auf Konfiguration > Hardware-Cache

2. Wenn Sie ein Modul oder ein Modul andern mdchten, bewegen Sie die Schieberegler-Taste, um jedes
Modul nach Bedarf zu aktivieren oder zu deaktivieren.

Funktionsweise von Flash Cache Modulen

Die Verwendung von Flash Cache Modulen verbessert die Performance eines Storage-Systems. Die
Auswirkungen der Verwendung von Flash Cache-Modulen werden im Fenster Hardware-Cache angezeigt.

Sie kénnen Flash Cache Module und Festplatten basierend auf den Workload-Anforderungen eines Storage-
Systems konfigurieren. Anhand der Bestimmung des von Flash Cache Modulen und Festplatten servierten
Lese-Workloads (Anzahl der Lesevorgange) kénnen Sie die Performance des Storage-Systems analysieren.

Flash Cache Module enthalten keine Daten wahrend des Starts des Storage-Systems oder wenn nach einem
Takeover die Kontrolle an das Storage-System zuriickgegeben wird. Daher verarbeiten Festplatten alle
Datenleseanfragen des Storage-Systems.

Das Flash Cache Modul wird langsam mit Daten gefullt, wenn Datenleseanfragen zur Verfigung gestellt
werden. Da die von Flash Cache Modulen bedienten Leseanforderungen schneller sind als die von den
Festplatten, verbessert sich die Performance des Storage-Systems.

Datenleseanfragen, die vom Flash Cache Modul bereitgestellt werden, ersetzen die von den Festplatten
servierten Datenleseanfragen. Somit hangt die Performance-Steigerung im Storage-System direkt von den
ersetzten Festplattenlesezugriffen ab. Um die Auswirkungen von Flash Cache Modulen auf die Performance
des Storage-Systems zu verstehen, missen Sie das Workload-Diagramm zum Lesen im Fenster Hardware
Cache anzeigen, wenn das Flash Cache Modul Daten enthalt.
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Hardware Cache Fenster

Sie kénnen das Fenster Hardware Cache verwenden, um Flash Cache Module fiir ein Speichersystem zu
aktivieren oder zu deaktivieren, auf dem ein Flash Cache-Modul installiert ist. Sie konnen auch die Statistiken
zu Lese-Workloads anzeigen.

Modulinformationen
» Speichersystemname

Der Name des Storage-Systems, auf dem ein Flash Cache-Modul installiert ist, wird unter der Grafik
angezeigt.

* Ein-/aus-Schalter
Bewegen Sie die Umschalttaste, um das Modul zu aktivieren oder zu deaktivieren.
* GroRe

Die Grofie des Moduls in Gigabyte. Bei mehreren Flash Cache-Modulkarten wird die gesamte Cache-
Grolie aller Karten angezeigt.

Die angezeigte GroRe des Flash Cache Moduls unterscheidet sich aus den folgenden

@ Grinden von der tatsachlichen GréfRe: - System Manager meldet nur die nutzbare
Kapazitat, die von ONTAP bereitgestellt wird. - Ein Teil der Gesamtkapazitat ist fur die
Speicherung von Metadaten reserviert.

* Modellnamen
Die Modellnamen der Module.
+ Systemleselatenz

Zeigt die durchschnittliche Leselatenz in Millisekunden an.

Cache-Workload Fiir Lesevorginge

Zeigt die Performance des Storage-Systems an, indem ein Diagramm mit der Geschwindigkeit des Lese-
Workloads angezeigt wird, der von den Festplatten und dem Flash Cache Modul bereitgestellt wird.

Verwalten von Ereignissen mit System Manager — ONTAP 9.7 und friher

Mit ONTAP System Manager Classic (verfugbar in ONTAP 9.7 und alter) kbnnen Sie das
Ereignisprotokoll und die Ereignisbenachrichtigungen einsehen.

Fenster ,Ereignisse“

Sie kdnnen das Fenster Ereignisse verwenden, um das Ereignisprotokoll und die Ereignisbenachrichtigungen
anzuzeigen.

Befehlsschaltflachen

¢ Aktualisieren
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Aktualisiert die Informationen im Fenster.

Ereignisliste
o Zeit
Zeigt die Uhrzeit an, zu der das Ereignis aufgetreten ist.
* Knoten
Zeigt den Node und das Cluster an, auf dem das Ereignis aufgetreten ist.
* Severity
Zeigt den Schweregrad des Ereignisses an. Folgende Schweregrade sind moglich:
> Notfall
Gibt an, dass die Ereignisquelle unerwartet angehalten wurde und dass der nicht wiederherstellbare
Datenverlust des Systems auftritt. Korrekturmafinahmen mussen sofort ergriffen werden, um langere
Ausfallzeiten zu vermeiden.

o Alarm

Gibt an, dass die Ereignisquelle eine Warnmeldung enthalt und dass MalRnahmen zur Vermeidung von
Ausfallzeiten ergriffen werden missen.

o Kritisch

Gibt an, dass die Ereignisquelle kritisch ist und moglicherweise zu Serviceunterbrechungen flihren
kann, wenn keine sofort Korrekturmalinahmen ergriffen werden.

o Fehler

Gibt an, dass die Ereignisquelle weiter performant ist und dass zur Vermeidung von
Serviceunterbrechungen eine Korrekturmalinahme erforderlich ist.

o Warnung
Gibt an, dass die Ereignisquelle ein Ereignis erlebt hat, das Sie beachten mussen. Ereignisse dieses
Schweregrades kdnnen nicht zu einer Serviceunterbrechung fihren. Jedoch sind méglicherweise
KorrekturmaRnahmen erforderlich.

o Hinweis

Gibt an, dass die Event-Quelle normal ist, der Schweregrad jedoch eine wesentliche Bedingung ist, die
Sie kennen mussen.

o Informativ

Gibt an, dass die Ereignisquelle ein Ereignis enthalt, das Sie beachten missen. Mdglicherweise ist
keine Korrekturmaflnahme erforderlich.

> Debuggen

Gibt an, dass die Ereignisquelle eine Debugging-Nachricht enthalt.
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StandardmaRig werden der Schweregrad ,Warnung®, der Schweregrad ,Notfall“ und der Schweregrad
.Fehler® angezeigt.

* Quelle
Zeigt die Quelle des Ereignisses an.
* Veranstaltung

Zeigt die Beschreibung des Ereignisses an.

Detailbereich

Zeigt die Ereignisdetails an, einschlief3lich Ereignisbeschreibung, Nachrichtenname, Sequenznummer,
Meldungsbeschreibung und KorrekturmafRnahmen fiir das ausgewahlte Ereignis.

Managen Sie Systemwarnungen mit System Manager — ONTAP 9.7 und friuher

Mit ONTAP System Manager Classic (verfugbar in ONTAP 9.7 und friher) kdnnen Sie
verschiedene Teile eines Clusters Uberwachen.

Bestitigen Sie Warnmeldungen zum Systemzustand

Mit System Manager kdnnen Sie Systemzustandsmeldungen fir Subsysteme bestatigen und darauf reagieren.
Sie kénnen die angezeigten Informationen nutzen, um die empfohlene Aktion zu ergreifen und das durch die
Meldung gemeldete Problem zu beheben.

Schritte
1. Klicken Sie Auf Events & Jobs > Systemwarnungen.

2. Klicken Sie im Fenster System Alerts auf das Pfeilsymbol neben dem Namen des Subsystems.
3. Wahlen Sie den Alarm aus, den Sie bestatigen mochten, und klicken Sie dann auf Bestatigen.

4. Geben Sie lhren Namen ein, und klicken Sie dann auf Bestétigen.

Systemzustandsmeldungen werden nicht unterdriickt

Sie kdnnen System Manager verwenden, um Warnmeldungen zum Systemzustand zu unterdriicken, die keine
Eingriffe von lhnen erfordern.

Schritte
1. Klicken Sie Auf Events & Jobs > Systemwarnungen.

2. Klicken Sie im Fenster System Alerts auf das Pfeilsymbol neben dem Namen des Subsystems.
3. Wahlen Sie die Warnung aus, die Sie unterdriicken mdéchten, und klicken Sie dann auf unterdriicken.

4. Geben Sie lhren Namen ein, und klicken Sie dann auf unterdriicken.

Loschen von Systemzustandsmeldungen

Sie kdnnen mit System Manager Warnmeldungen zum Systemzustand I6schen, auf die Sie bereits geantwortet
haben.

Schritte
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1. Klicken Sie Auf Events & Jobs > Systemwarnungen.

2. Klicken Sie im Fenster System Alerts auf das Pfeilsymbol neben dem Namen des Subsystems.
3. Wahlen Sie den Alarm aus, den Sie I6schen mdchten, und klicken Sie dann auf Léschen.

4. Klicken Sie auf OK.

Verfiigbare Cluster-Zustandsmonitore

Verschiedene Systemzustandsiiberwachung Uberwachen verschiedene Teile eines Clusters. Die
Zustandsuberwachung unterstiitzen Sie bei der Wiederherstellung nach Fehlern in ONTAP Systemen. Dazu
werden Ereignisse erkannt, Warnmeldungen an Sie gesendet und Ereignisse geloscht, sobald sie geldscht
werden.

Name der Subsystemname (Kennung) Zweck
Systemzustandsiiberwachung

(Kennung)

Cluster-Switch (Cluster-Switch) Switch (Switch-Health) Uberwacht Cluster-Netzwerk-

Switches und Management-
Netzwerk-Switches auf Temperatur,
Auslastung,
Schnittstellenkonfiguration,
Redundanz (nur Cluster-Netzwerk-
Switches) sowie Lifter- und
Netzteilbetrieb. Die Cluster-Switch-
Systemzustandsuberwachung
kommuniziert mit Switches Uber
SNMP. SNMPv2c ist die
Standardeinstellung.

Ab ONTAP 9.2 kann
dieser Monitor
erkennen und

@ melden, wenn ein
Cluster-Switch seit
der letzten Abrufzeit
neu gestartet wurde.

MetroCluster Fabric Switch Uberwacht die Back-End-Fabric-
Topologie der MetroCluster
Konfiguration und erkennt
Fehlkonfigurationen wie falsche
Verkabelung und Zoning oder ISL-
Ausfalle.

Systemzustand von MetroCluster  Interconnect, RAID und Storage Uberwacht FC-VI-Adapter, FC
Initiator-Adapter, Aggregate und
Festplatten im Hintergrund sowie
Cluster-Ports
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Name der
Systemzustandsiiberwachung
(Kennung)

Node-Konnektivitat (Node-
Connect)

Storage (SAS-Connect)

Keine Angabe

Subsystemname (Kennung)

Unterbrechungsfreier CIFS-Betrieb
(CIFS-NDO)

Uberwacht Shelfs, Festplatten und
Adapter auf Node-Ebene fir
entsprechende Pfade und
Verbindungen.

Fasst Informationen aus anderen
Zustandsmonitoren zusammen.

Moglichkeiten zur Reaktion auf Systemzustandsmeldungen

Zweck

Uberwachung von SMB-
Verbindungen fiir
unterbrechungsfreien Betrieb von
Hyper-V Applikationen

System

Systemkonnektivitat (System-
connect)

Wenn eine Systemzustandsmeldung auftritt, kdnnen Sie sie bestatigen, mehr dartber erfahren, den zugrunde
liegenden Zustand reparieren und verhindern, dass er erneut auftritt.

Wenn eine Systemzustandsiberwachung eine Meldung aufwirft, kdnnen Sie auf folgende Arten reagieren:

* Informieren Sie sich Uber die Meldung, zu der die betroffene Ressource, der Schweregrad der
Warnmeldung, die wahrscheinliche Ursache, die mdgliche Auswirkung und die Korrekturmafinahmen

gehoren.

* Detaillierte Informationen tber die Warnmeldung, z. B. den Zeitpunkt, zu dem die Warnmeldung
ausgegeben wurde und ob jemand anderer die Warnmeldung bereits bestatigt hat.

* Abrufen von Systemzustandsinformationen zum Status der betroffenen Ressource oder Subsysteme, z. B.
ein bestimmtes Shelf oder eine bestimmte Festplatte

» Bestatigen Sie den Alarm, um anzuzeigen, dass jemand an dem Problem arbeitet und identifizieren Sie

sich als ,Danker".

* Beheben Sie das Problem, indem Sie die in der Warnmeldung angegebenen Korrekturmal3nahmen
ergreifen, z. B. Kabelbefestigung zur Behebung eines Verbindungsproblems.

» Loschen Sie die Meldung, wenn sie vom System nicht automatisch geléscht wurde.

* Unterdriicken einer Meldung, um zu verhindern, dass sie den Integritatsstatus eines Subsystems

beeinflusst.

Das Unterdrtcken ist nutzlich, wenn Sie ein Problem verstehen. Nachdem Sie eine Meldung unterdrtickt
haben, kann sie weiterhin auftreten, der Systemzustand des Subsystems wird jedoch als ,ok-with-

unterdriickung” angezeigt, wenn die unterdriickte Meldung auftritt.

Das Fenster Systemwarnmeldungen

Sie kénnen das Fenster Systemwarnmeldungen verwenden, um mehr tber
SystemSystemzustandsmeldungen zu erfahren. Sie kdnnen Alarme auch Uber das Fenster bestatigen,

I6schen und unterdriicken.
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Befehlsschaltflachen

« * Quittieren*

Hiermit konnen Sie die ausgewahlte Warnmeldung bestatigen, um anzuzeigen, dass das Problem behoben
wird, und die Person identifiziert, die auf die Schaltflache klickt, als ,”* Danker*.

e Unterdriicken

Ermaoglicht Ihnen, die ausgewahlte Warnung zu unterdriicken, um zu verhindern, dass Sie vom System
erneut Uber dieselbe Warnung benachrichtigt werden und Sie als ,S-Kompressor" identifiziert werden.

* Loschen
Léscht die ausgewahlte Warnmeldung.
+ Aktualisieren

Aktualisiert die Informationen im Fenster.

Alarmliste

* Subsystem (Nr. Der Warnungen)

Zeigt den Namen des Subsystems an, z. B. die SAS-Verbindung, den Switch-Zustand, CIFS NDO oder
MetroCluster, fur die die Meldung generiert wird.

« Alarm-ID

Zeigt die Alarm-ID an.
* Knoten

Zeigt den Namen des Node an, fir den die Meldung generiert wird.
» Severity

Zeigt den Schweregrad der Warnmeldung als Unbekannt, Sonstige, Informationen, beeintrachtigt,
Minderjahrige, Schwerwiegend, kritisch oder todlich.

» * Ressource*

Zeigt die Ressource an, die die Meldung generiert hat, z. B. ein bestimmtes Shelf oder eine bestimmte
Festplatte.

o Zeit

Zeigt die Uhrzeit an, zu der die Meldung generiert wurde.

Detailbereich

Im Detailbereich werden ausfiihrliche Informationen zur Warnmeldung angezeigt, z. B. die Zeit, zu der die
Warnmeldung generiert wurde und ob die Warnmeldung bestatigt wurde. Der Bereich enthalt aulerdem
Informationen Uber die wahrscheinliche Ursache und die mdgliche Auswirkung der durch die Warnmeldung
erzeugten Bedingung sowie die empfohlenen MaRnahmen zur Behebung des durch die Warnmeldung
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gemeldeten Problems.
Verwandte Informationen

"Systemadministration”

Verwalten Sie Jobs mit System Manager - ONTAP 9.7 und friher

Mit ONTAP System Manager Classic (verfugbar in ONTAP 9.7 und fruher) konnen Sie
Aufgabenaufgaben verwalten, z. B. die Anzeige von Jobinformationen und die
Uberwachung des Fortschritts eines Jobs.

Jobs

Jobs sind asynchrone Aufgaben und in der Regel langwierige Volume-Vorgange, wie das Kopieren,
Verschieben oder Spiegeln von Daten. Jobs werden in eine Jobwarteschlange gelegt und ausgefuhrt, wenn
Ressourcen verfligbar sind. Der Clusteradministrator kann alle Aufgaben zum Jobmanagement ausfiihren.

Ein Job kann eine der folgenden Kategorien sein:
 Ein Server-verbundener Job wird vom Management-Framework in die Warteschlange gestellt, das in

einem bestimmten Knoten ausgefihrt werden soll.

* Ein Cluster-verbundener Job wird vom Management-Framework in die Warteschlange gestellt, der in
einem beliebigen Knoten im Cluster ausgefihrt werden soll.

« Ein private-Job ist spezifisch fiir einen Knoten und verwendet nicht die replizierte Datenbank (RDB) oder
einen anderen Cluster-Mechanismus.

Sie bendtigen die erweiterte Berechtigungsebene oder héher, um die Befehle zum Verwalten privater Jobs
auszufuhren.

Sie kdnnen Jobs folgendermalen verwalten:

» Anzeigen von Jobinformationen, einschlief3lich der folgenden:
> Jobs pro Node
o Cluster-verbundene Jobs
> Abgeschlossene Auftrage
> Jobverlauf
« Uberwachen des Fortschritts eines Jobs

* Anzeigen von Informationen Uber den Initialisierungsstatus fir Job Manager.
Sie kdnnen das Ergebnis eines abgeschlossenen Jobs durch Uberpriifen des Ereignisprotokolls bestimmen.

Job-Fenster

Im Fenster Job kdnnen Sie Job-Aufgaben verwalten, z. B. die Anzeige von Jobinformationen und die
Uberwachung des Fortschritts eines Jobs.

Befehlsschaltflache

e Aktualisieren
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Aktualisiert die Informationen im Fenster.

Registerkarten

* Aktuelle Jobs
Auf dieser Registerkarte werden Informationen zu den laufenden Job-Aufgaben angezeigt.
» Jobverlauf

Auf dieser Registerkarte werden Informationen zu allen Jobs angezeigt.

Joste

* Job-ID

Zeigt die ID des Jobs an.
- Startzeit

Zeigt die Startzeit des Jobs an.
» Auftragsname

Zeigt den Namen des Jobs an.
* Knoten

Zeigt den Namen des Node an.
* Bundesland

Zeigt den Status des Jobs an.
 Stellenbeschreibung

Zeigt die Beschreibung des Jobs an.
* Fortschritt

Zeigt den Status des Jobs an.
* Terminplanname

Zeigt den Namen des Zeitplans an.

Zeigen Sie Flash Pool Statistiken mit System Manager - ONTAP 9.7 und friiher an

Mit ONTAP System Manager Classic (erhaltlich in ONTAP 9.7 und friher) kbnnen Sie die
Lese- und Schreib-Workloads der Echtzeit-SSD-Tier fur ein ausgewahltes Flash Pool
Aggregat anzeigen.
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Fenster ,,Statistiken fiir Flash Pool Aggregate*

Sie kdnnen die Lese- und Schreib-Workloads der SSD-Ebene in Echtzeit flir ein ausgewahltes Flash Pool
Aggregat anzeigen.

Diese Seite ist nicht fur ein Cluster verfugbar, das Nodes mit All-Flash-optimiertem Charakter enthalt.
* Anzeige von Statistiken fur Flash Pool Aggregat

Aus der Liste der Flash Pool Aggregate kdnnen Sie das Flash Pool Aggregat auswahlen, dessen
Statistiken Sie anzeigen moéchten.
SSD-Cache-Workload fiir Lesevorgange

Zeigt eine grafische Ansicht der gesamten Leseanforderungen an das Flash Pool Aggregat im Vergleich zu
den vom SSD-Tier durchgefiihrten Leseoperationen an.

SSD-Cache-Workload fiir Schreibvorgédnge

Zeigt eine grafische Ansicht der Schreibanforderungen an das Flash Pool Aggregat im Vergleich zu den vom
SSD-Tier durchgeflihrten Schreibvorgangen an.

SVM Dashboard-Fenster in System Manager — ONTAP 9.7 und friher

Das Dashboard-Fenster in ONTAP System Manager Classic (verfugbar in ONTAP 9.7
und &lter) bietet einen Uberblick (iber die Storage Virtual Machine (SVM) und deren
Performance. Mit dem Dashboard-Fenster kdnnen Sie wichtige Informationen zu lhrer
SVM anzeigen, z. B. zu konfigurierten Protokollen, zu Volumes, die sich der Kapazitat
nahern, und zur Performance.

SVM-Details

In diesem Fenster werden Details zur SVM Uber verschiedene Bereiche angezeigt, z. B. im Bereich
.Protokollstatus®, im Bereich ,Volumes ennahezu Kapazitat, im Bereich ,Applikationen“ und im Bereich
,Performance®.

* Protokollstatus

Uberblick Uber die fiir die SVM konfigurierten Protokolle Sie kénnen auf den Protokolinamen klicken, um
die Konfiguration anzuzeigen.

Wenn kein Protokoll konfiguriert ist oder keine Protokolllizenz fir die SVM verflgbar ist, kdnnen Sie auf
den Protokollnamen klicken, um das Protokoll zu konfigurieren oder die Protokolllizenz hinzuzufiigen.

* Volumen Nahe Der Kapazitat

Zeigt Informationen zu Volumes an, die sich der Kapazitatsauslastung von 80 Prozent oder mehr nahern
und sofortige MaRnahmen oder KorrekturmafRnahmen erfordern.

* * Anwendungen®
Zeigt Informationen zu den funf wichtigsten Applikationen der SVM an. Es werden die flnf wichtigsten

Applikationen entweder auf Basis der IOPS (von niedrig bis hoch oder von hoch zu niedrig) oder der
Kapazitat (von niedrig bis hoch oder von hoch bis niedrig) angezeigt. Sie missen auf das entsprechende
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Balkendiagramm klicken, um weitere Informationen zur Anwendung anzuzeigen. Fur die Kapazitat werden
der gesamte Speicherplatz, der genutzte Speicherplatz und der verfigbare Speicherplatz angezeigt. Fur

IOPS werden die IOPS-Details angezeigt. Fur L2/L3-Anwendungen werden auch Latenzkennzahlen
angezeigt.

@ Die im Fenster Anwendungen angezeigte verwendete Grole entspricht nicht der in der CLI
verwendeten GrofRe.

Sie kénnen auf Details anzeigen klicken, um das Anwendungsfenster der jeweiligen Anwendung zu
offnen. Sie kdnnen auf Alle Anwendungen anzeigen klicken, um alle Anwendungen fir die SVM
anzuzeigen.

Das Aktualisierungsintervall fur den Bereich Anwendungen betragt eine Minute.

* SVM-Performance

Zeigt die Performance-Metriken der Protokolle in der SVM, einschlieRlich Latenz und IOPS an.

Wenn die Informationen zur SVM-Performance nicht von ONTAP abgerufen werden kénnen, kénnen Sie
das entsprechende Diagramm nicht anzeigen. In diesen Fallen zeigt der System Manager die spezifische

Fehlermeldung an.

Das Aktualisierungsintervall fir das Bedienfeld ,SVM-Performance” betragt 15 Sekunden.

Uberwachung von SVMs mit System Manager — ONTAP 9.7 und friiher

Das Dashboard im ONTAP System Manager Classic (erhaltlich in ONTAP 9.7 und friher)

ermaoglicht das Monitoring des Systemzustands und der Performance einer Storage
Virtual Machine (SVM).

Schritte
1. Klicken Sie auf Storage > SVMs.

2. Wahlen Sie den Namen der SVM aus, die Sie GUberwachen mochten.

3. In den Dashboard-Bereichen kénnen Sie die Details anzeigen.

Bearbeiten Sie SVM-Einstellungen mit System Manager - ONTAP 9.7 und frither

Mit ONTAP System Manager Classic (verfugbar in ONTAP 9.7 und fruher) kdnnen Sie die

Eigenschaften von Storage Virtual Machines (SVMs) bearbeiten, z. B. Name Service
Switch, Name Mapping-Switch und Aggregatliste.

Uber diese Aufgabe
« Sie kénnen die Werte der folgenden SVM-Eigenschaften bearbeiten:

o Name Service Switch

> Protokolle, die fur die Bereitstellung von Daten aktiviert sind

@ Das auf der SVM konfigurierte CIFS-Protokoll stellt weiterhin Daten bereit, selbst wenn
Sie das Protokoll auf dieser SVM deaktivieren.
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o Liste der zur Erstellung von Volumes verfigbaren Aggregate

@ Bei FlexVol Volumes kénnen Sie Aggregate nur zuweisen, wenn Sie eine Administration
zu einem SVM-Administrator delegiert haben.

» System Manager zeigt nicht die Werte des Name Service Switch und den Name Mapping-Switch fir eine
SVM an, die Uber die Befehlszeilenschnittstelle oder flir die SVM-Services erstellt wird, die nicht
konfiguriert sind und von ONTAP nicht auf die Standardwerte festgelegt sind.

Sie kdnnen die Dienste Uber die Befehlszeilenschnittstelle anzeigen, da die Registerkarte Dienste
deaktiviert ist.

System Manager zeigt den Switch Name Service und den Namenszuordnungsschalter einer SVM nur an,
wenn sie mit System Manager erstellt wird oder wenn die Services der SVM von ONTAP auf die
Standardwerte festgelegt sind.

Schritte
1. Klicken Sie auf Storage > SVMs.

2. Wabhlen Sie die SVM aus, und klicken Sie dann auf Bearbeiten.
3. Andern Sie auf der Registerkarte Details die erforderlichen Protokolle.

4. Wahlen Sie auf der Registerkarte Ressourcenzuordnung eine der folgenden Methoden zur Delegierung
der Volume-Erstellung aus:

Wenn Sie Volume-Erstellung bereitstellen Dann...
mochten...
Fur alle Aggregate Wahlen Sie die Option Volume-Erstellung nicht

delegieren aus.

Fir bestimmte Aggregate a. Wahlen Sie die Option Volume-Erstellung
Delegieren aus.

b. Wahlen Sie die erforderlichen Aggregate zum
Delegieren der Volume-Erstellung aus.

5. Geben Sie auf der Registerkarte Service die Quellen fur den Namensdienst-Switch fur die erforderlichen
Datenbanktypen und die Reihenfolge an, in der sie zum Abrufen von Namensdienstinformationen
konsultiert werden sollen.

Die Standardwerte fiir jeden Datenbanktyp sind wie folgt:

o Hosts: Dateien, dns
o Namemap: Dateien
o Gruppe: Dateien

o Netzgruppe: Dateien
o Passwd: Dateien

6. Klicken Sie auf Speichern und SchlieRen.

Verwandte Informationen
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Funktionsweise der Switch-Konfiguration fir den ONTAP Name Service

Loschen Sie SVMs mit System Manager - ONTAP 9.7 und friiher

Mit ONTAP System Manager classic (verfugbar in ONTAP 9.7 und friher) kdnnen Sie
Storage Virtual Machines (SVMs) I0schen, die Sie aus der Storage-Systemkonfiguration
nicht mehr bendtigen.

Bevor Sie beginnen
Sie mussen die folgenden Aufgaben ausgefiihrt haben:

1. Die Snapshot Kopien, die Datensicherung (DP)-Spiegelung und die Load-Sharing-Spiegelung (LS) fur alle
Volumes wurden deaktiviert

@ Zum Deaktivieren der LS-Spiegelungen missen Sie die Befehlszeilenschnittstelle (CLI)
verwenden.

Wenn Sie SVMs Iéschen, wurden alle Initiatorgruppen, die der SVM angehdéren, manuell geléscht
Alle Portsatze geldscht

Loschte alle Volumes in der SVM, einschliel3lich des Root-Volumes

Die Zuordnung der LUNs wurde aufgehoben, sie wurden in den Offline-Modus versetzt und geléscht
Hat den CIFS-Server geloscht, wenn Sie SVMs I6schen

Loschte alle angepassten Benutzerkonten und Rollen, die mit der SVM verknipft sind

Ldschte alle mit der SVM verbundenen NVMe-Subsysteme mithilfe der CLI.

Stoppen Sie die SVM

© ® N o g &~ WD

Uber diese Aufgabe
Wenn Sie SVMs l6schen, werden auch die folgenden mit der SVM verkniipften Objekte geldscht:

* LIFs, LIF Failover-Gruppen und LIF-Routing-Gruppen

» Exportrichtlinien

« Effizienzrichtlinien
Wenn Sie SVMs loschen, die fir die Verwendung von Kerberos konfiguriert sind, oder SVMs so andern, dass
ein anderer Service Principal Name (SPN) verwendet wird, wird das urspriingliche Service-Principal der SVM
nicht automatisch geldscht oder deaktiviert. Sie missen den Principal manuell Idschen oder deaktivieren. Sie

mussen Uber den Benutzernamen und das Kennwort des Kerberos-Bereichs-Administrators verfliigen, um den
Principal zu 16schen oder zu deaktivieren.

Wenn Sie Daten vor dem Ldschen der ersten SVM von einer SVM zu einer anderen SVM verschieben
mochten, kdnnen Sie dazu die SnapMirror Technologie verwenden.

Schritte
1. Klicken Sie auf Storage > SVMs.
2. Wahlen Sie die SVM aus, die Sie l6schen mdchten, und klicken Sie dann auf Loschen.

3. Aktivieren Sie das Bestatigungsfeld, und klicken Sie dann auf Léschen.
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Starten Sie SVMs mit System Manager — ONTAP 9.7 und friiher

Mit ONTAP System Manager Classic (erhaltlich in ONTAP 9.7 und friher) kdnnen Sie
den Datenzugriff Uber eine Storage Virtual Machine (SVM) ermdglichen, indem Sie die
SVM starten.

Schritte
1. Klicken Sie auf Storage > SVMs.

2. Wahlen Sie die SVM aus, die Sie starten mochten, und klicken Sie dann auf Start.

Ergebnisse
Die SVM stellt Daten fur Clients bereit.

Stoppen Sie SVMs mit System Manager — ONTAP 9.7 und friiher

Mit ONTAP System Manager Classic (erhaltlich in ONTAP 9.7 und fruher) kdnnen Sie
eine Storage Virtual Machine (SVM) anhalten, wenn Probleme mit der SVM behoben, die
SVM geldscht oder der Datenzugriff von der SVM unterbrochen werden sollen.

Bevor Sie beginnen
Alle mit der SVM verbundenen Clients missen getrennt werden.

@ Wenn alle Clients beim Beenden der SVM verbunden sind, kann es zu Datenverlusten kommen.

Uber diese Aufgabe
* SVMs kénnen wahrend des Storage-Failovers (SFO) nicht angehalten werden.

* Wenn Sie die SVM beenden, kann sich ein SVM-Administrator nicht bei der SVM anmelden.

Schritte
1. Klicken Sie auf Storage > SVMs.

2. Wabhlen Sie die SVM aus, die Sie anhalten mochten, und klicken Sie dann auf Stopp.

Ergebnisse
Die SVM stellt keine Daten mehr fir die Clients bereit.

Management von SVMs mit System Manager — ONTAP 9.7 und friiher

Im klassischen ONTAP System Manager (erhaltlich ab ONTAP 9.7) kann ein SVM-
Administrator (Storage Virtual Machine) SVMs und seine Ressourcen, z. B. Volumes,
Protokolle und Services, je nach den vom Cluster-Administrator zugewiesenen
Funktionen verwalten. Ein SVM-Administrator kann SVMs nicht erstellen, andern oder
I6schen.

@ SVM-Administratoren kénnen sich nicht bei System Manager anmelden.

SVM-Administratoren verfligen moglicherweise Uber alle oder einige der folgenden Administrationsfunktionen:

» Konfiguration des Datenzugriffsprotokolls
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SVM-Administratoren konnen Datenzugriffsprotokolle wie NFS-, CIFS-, iISCSI- und Fibre Channel-Protokoll
(FC) konfigurieren (inklusive Fibre Channel over Ethernet oder FCoE).

» Konfiguration der Dienste
SVM-Administratoren kdnnen Services wie LDAP, NIS und DNS konfigurieren.
» Storage-Management
SVM-Administratoren konnen Volumes, Kontingente, gtrees und Dateien managen.

* LUN-Management in einer SAN-Umgebung
* Management von Snapshot Kopien des Volume
* Monitoring der SVM

SVM-Administratoren kdnnen Jobs, Netzwerkverbindungen, Netzwerkschnittstelle und den SVM-Zustand
Uberwachen.

Verwandte Informationen

"ONTAP 9 Dokumentationszentrum"

Verfolgen Sie den Dateizugriff, um mit System Manager Fehler beim Zugriff auf SVMs zu
diagnostizieren

Ab System Manager 9.6 konnen Sie CIFS- oder NFS-Dateizugriffsfehler auf einer
Storage Virtual Machine (SVM) diagnostizieren.

Uber diese Aufgabe

Probleme beim Dateizugriff, z. B. ein Fehler ,Access Denied®, treten wahrscheinlich auf, wenn Probleme mit
einer Freigabkonfiguration, Berechtigungen oder Benutzerzuordnung auftreten. Mit System Manager kdnnen
Sie Probleme beim Dateizugriff beheben, indem Sie die Ergebnisse der Zugriffspurenverfolgung fir die Datei
oder die Freigabe anzeigen, auf die ein Benutzer zugreifen mdéchte. System Manager zeigt an, ob die Datei
oder Freigabe Uber effektive Lese-, Schreib- oder Ausfiihrungsberechtigungen verfliigt und warum der Zugriff
wirksam ist oder nicht.

Schritte
1. Klicken Sie auf Storage > SVMs.

2. Wahlen Sie die SVM aus, die die Dateien oder Shares enthalt, fur die Dateizugriffsfehler eingegangen sind.
3. Klicken Sie Auf Trace File Access.
Im Fenster Trace File Access fiir die ausgewahlte SVM werden die Voraussetzungen und Schritte
angezeigt, die zum Nachverfolgen der Dateizugriffsberechtigungen erforderlich sind.
4. Klicken Sie auf Weiter, um den Vorgang der Dateiverfolgung zu starten.

5. Wahlen Sie das Protokoll aus, das fur den Zugriff auf Dateien oder Freigaben auf der ausgewahlten SVM
verwendet wird.

6. Geben Sie im Feld Benutzername den Namen des Benutzers ein, der versucht hat, auf die Datei oder
Freigabe zuzugreifen.

7. Optional: Klicken Sie hier £, um weitere Details anzugeben, um den Umfang der Spur zu verringern.
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Im Dialogfeld ,Erweiterte Optionen“ kdnnen Sie die folgenden Details angeben:

o Client-IP-Adresse: Geben Sie die IP-Adresse des Clients an.
o Datei: Geben Sie den Dateinamen oder den Pfad fir die Verfolgung an.

> In Trace Results anzeigen: Geben Sie an, ob Sie nur Zugriff verweigert Eintrage oder alle Eintrage
anzeigen mochten. Klicken Sie auf Anwenden, um die von Ihnen angegebenen Details anzuwenden
und zum Fenster Trace File Access zurlickzukehren.

8. Klicken Sie Auf Start Tracing.

Die Kurve wird initiilert und eine Ergebnistabelle angezeigt. Die Tabelle ist leer, bis Benutzer beim anfordern
des Dateizugriffs Fehler erhalten. Die Ergebnistabelle wird alle 15 Sekunden aktualisiert und zeigt
Meldungen in umgekehrter chronologischer Reihenfolge an.

9. Informieren Sie den betroffenen Benutzer oder die betroffenen Benutzer, dass sie innerhalb der nachsten
60 Minuten versuchen sollten, auf die Dateien zuzugreifen.

Details zu den Zugriffsanforderungen fiir abgeleuerte Dateien werden in der Ergebnistabelle angezeigt,
wenn fur den angegebenen Benutzernamen flr die Dauer der Ablaufverfolgung Fehler auftreten. In der
Spalte ,Griinde” werden die Probleme identifiziert, die verhindern, dass der Benutzer auf Dateien zugreift,
und die Griinde fir den Fehler angezeigt.

10. Optional: Klicken Sie in der Spalte Griinde der Ergebnistabelle auf Berechtigungen anzeigen, um
Berechtigungen fur die Datei anzuzeigen, auf die der Benutzer zugreifen mochte.

o Wenn das Trace-Ergebnis eine Meldung anzeigt, dass der Zugriff nicht fir "Synchronisieren”,
"Lesekontrolle”, "Attribute lesen”, "Ausflihren”, "EA lesen" gewahrt wird, ,Schreiben®, oder ,Lesen*, die
Meldung gibt an, dass der gewiinschte Zugriff fir den aufgelisteten Berechtigungssatz nicht gewahrt
wurde. Um den aktuellen Berechtigungsstatus anzuzeigen, missen Sie die Berechtigungen Gber den
bereitgestellten Link anzeigen.

> Wenn Sie das CIFS-Protokoll angegeben haben, wird das Dialogfeld effektive Datei- und
Freigabeberechtigungen angezeigt, in dem sowohl Datei- als auch Freigabeberechtigungen aufgefihrt
sind, die mit der Freigabe und der Datei verknUpft sind, auf die der Benutzer zugreifen mochte.

> Wenn Sie das NFS-Protokoll angegeben haben, wird das Dialogfeld ,effektive Dateiberechtigungen®
angezeigt. Darin werden die Dateiberechtigungen aufgefihrt, die mit der Datei verknUpft sind, auf die
der Benutzer zugreifen mochte. Ein Hakchen zeigt an, dass Berechtigungen erteilt werden und ein ,x*
bedeutet, dass keine Berechtigungen erteilt werden.

Klicken Sie auf OK, um zum Fenster Trace File Access zurlickzukehren.
11. Optional: die Ergebnistabelle zeigt schreibgeschitzte Daten an. Sie kdnnen die folgenden Aktionen mit
den Ergebnissen der Kurve ausflhren:
o Klicken Sie auf in Zwischenablage kopieren, um die Ergebnisse in die Zwischenablage zu kopieren.
o Klicken Sie auf Trace Results exportieren, um die Ergebnisse in eine CSV-Datei zu exportieren.

12. Wenn Sie die Ablaufverfolgung beenden mochten, klicken Sie auf Tracing stoppen.

Informationen zu SVMs mit System Manager — ONTAP 9.7 und friiher

Sie konnen SVMS mit ONTAP System Manager Classic (verfugbar ab ONTAP 9.7)
verwenden, um Clients unabhangig vom physischen Storage oder Controller, ahnlich wie
bei jedem Storage-System, den Datenzugriff zu ermdglichen. SVMs bieten Vorteile wie
unterbrechungsfreien Betrieb, Skalierbarkeit, Sicherheit und Unified Storage.
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SVMs bieten die folgenden Vorteile:
» Mandantenfahigkeit

SVM ist die grundlegende Einheit fir sichere Mandantenfahigkeit, die die Partitionierung der Storage-
Infrastruktur ermdglicht und als mehrere unabhangige Storage-Systeme angezeigt werden kann. Diese
Partitionen isolieren die Daten und das Management.

* Unterbrechungsfreier Betrieb

SVMs arbeiten solange wie erforderlich kontinuierlich und unterbrechungsfrei. SVMs erméglichen Cluster
einen kontinuierlichen Betrieb bei Software- und Hardware-Upgrades, beim Hinzufligen und Entfernen von
Nodes und bei allen Administrationsvorgangen.

« Skalierbarkeit
SVMs erflllen On-Demand-Datendurchsatz und andere Storage-Anforderungen.
* Sicherheit

Jede SVM wird als einzelner unabhangiger Server angezeigt. Dadurch kbnnen mehrere SVMs gleichzeitig
in einem Cluster nebeneinander bestehen und es besteht kein Datenfluss zwischen ihnen.

+ Unified Storage

SVMs kdénnen Daten gleichzeitig Uber mehrere Datenzugriffsprotokolle bereitstellen. SVMs ermoglichen
den Datenzugriff auf Dateiebene Giber NAS-Protokolle wie CIFS und NFS sowie den Datenzugriff auf
Blockebene tber SAN-Protokolle wie iSCSI, FC/FCoE und NVMe. SVMs kdnnen Daten sowohl fiir SAN-
als auch fur NAS-Clients unabhangig gleichzeitig bereitstellen.

* Delegierung der Geschaftsfihrung

SVM-Administratoren verfiigen Uber vom Cluster-Administrator zugewiesene Berechtigungen.

Uber die Konfiguration des ONTAP-Namens des Service Switch in System Manager - ONTAP 9.7 und
frither

ONTAP System Manager classic (verfugbar in ONTAP 9.7 und fruher) speichert
Informationen zur Name des Service-Konfiguration in einer Tabelle, die aquivalent des ist
/etc/nsswitch.conf File auf UNIX Systemen. Sie mussen die Funktion der Tabelle
und deren Verwendung durch ONTAP kennen, damit Sie sie fur Ihre Umgebung
entsprechend konfigurieren kdnnen.

Die Switch-Tabelle fir den ONTAP-Namensdienst legt fest, welche Namensdienstquellen ONTAP konsultiert,
um Informationen fir bestimmte Arten von Namensdienstinformationen abzurufen. Fir jede SVM verwaltet

ONTAP eine separate Name-Service-Switch-Tabelle.

Datenbanktypen

Die Tabelle enthélt eine separate Namensdienstliste fir jeden der folgenden Datenbanktypen:
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Datenbanktyp Definiert Namensdienstquellen  Giiltige Quellen sind...

fir...

Hosts Hostnamen in IP-Adressen werden Dateien, dns
konvertiert

Gruppieren Benutzergruppeninformationen Dateien, nis, |dap

werden gesucht

Passwd Benutzerinformationen werden Dateien, nis, |dap
gesucht

Netzgruppe Netzgruppeninformationen werden Dateien, nis, |[dap
gesucht

Namemap Zuordnen von Benutzernamen Dateien, Idap

Quelltypen

Die Quellen geben an, welche Namensdienstquelle zum Abrufen der entsprechenden Informationen verwendet
werden soll.

Typ der Quelle angeben... Um Informationen zu suchen in... Verwaltet durch die
Befehlsfamilien...
Dateien Lokale Quelldateien vserver services name-

service unix-user

vserver services name-
service unix-group

vserver services name-
service netgroup

vserver services name-
service dns hosts

nis Externe NIS-Server, wie in der NIS- vserver services name-
Domain-Konfiguration der SVM service nis-domain
angegeben

Idap Externe LDAP-Server, wie in der vserver services name-
LDAP-Client-Konfiguration der service ldap

SVM angegeben

dns Externe DNS-Server, die in der vserver services name-
DNS-Konfiguration der SVM service dns
angegeben sind
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Selbst wenn Sie NIS oder LDAP sowohl fir den Datenzugriff als auch zur SVM-Administration-
Authentifizierung verwenden mdéchten, sollten Sie weiterhin einschlie®en £iles Und konfigurieren Sie lokale
Benutzer als Fallback, falls die NIS- oder LDAP-Authentifizierung fehlschlagt.

Verwandte Informationen

Bearbeiten der SVM-Einstellungen

Storage Virtual Machines-Fenster in System Manager — ONTAP 9.7 und friiher

Im Fenster Storage Virtual Machines im ONTAP System Manager classic (verfugbar in
ONTAP 9.7 und friher) kdnnen Sie lhre Storage Virtual Machines (SVMs) verwalten und
Informationen daruber anzeigen.

Sie kénnen die fur die Disaster Recovery (DR) konfigurierte SVM (erstellen, 16schen, starten oder stoppen)

nicht mit System Manager managen (. Sie kdnnen dartber hinaus nicht die Storage-Objekte anzeigen, die der
fur die Disaster-Recovery-Konfiguration in der Applikationsschnittstelle konfigurierten SVM zugeordnet sind.

Befehlsschaltflachen
* Erstellen

Offnet den Storage Virtual Machine (SVM) Setup-Assistenten, mit dem Sie eine neue SVM erstellen
kdnnen.

» Bearbeiten

Offnet das Dialogfeld Storage Virtual Machine bearbeiten, in dem Sie die Eigenschaften einer
ausgewahlten SVM andern kdénnen, z. B. Name Service Switch, Name Mapping Switch und Aggregatliste.

* Loschen

Loscht die ausgewahlten SVMs.
 Start

Startet die ausgewahlte SVM.
» Stopp

Beendet die ausgewahite SVM.
* SVM-Einstellungen

Management des Storage, der Richtlinien und der Konfiguration der ausgewahlten SVM
» Schutzvorgange

Bietet die folgenden Optionen:

o Initialisieren

Hiermit kdnnen Sie die SVM-Beziehung initialisieren, um einen Basistransfer von der Quell-SVM zu der
Ziel-SVM durchzufihren.
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o Aktualisierung
Ermoglicht Thnen das Aktualisieren der Daten von der Quell-SVM auf die Ziel-SVM.
o Ziel-SVM aktivieren
Ermaoglicht Ihnen die Aktivierung der Ziel-SVM.
> Resync von Quell-SVM
Ermaoglicht Ihnen die Initiierung einer Neusynchronisierung der unterbrochenen Beziehung.
> Resync von Ziel-SVM (Reverse Resync)
Ermdglicht Ihnen die Neusynchronisierung der Beziehung von der Ziel-SVM zur Quell-SVM.
> Quell-SVM reaktivieren
Ermaoglicht Innen das Reaktivieren der Quell-SVM.
» Aktualisieren
Aktualisiert die Informationen im Fenster.
 * Dateizugriff Verfolgen™

Ermdglicht Ihnen, den Zugriff auf eine Datei oder die Freigabe auf der ausgewahlten SVM flr einen
bestimmten Benutzernamen zu verfolgen.

SVM-Liste

Die Liste der SVMs enthalt den Namen der einzelnen SVMs und die entsprechenden Protokolle.
Mit System Manager kdnnen nur Data SVMs angezeigt werden.
* Name
Zeigt den Namen der SVM an.
* Bundesland
Zeigt den SVM-Status an, z. B. Ausfiihren, Starten, angehalten oder angehalten.
* Subtyp
Zeigt den Untertyp der SVM an. Dieser kann einer der folgenden sein:
o Standard
Gibt an, dass die SVM eine Datenservice-SVM ist.
o dp-Destination

Gibt an, dass die SVM fir die Disaster Recovery konfiguriert ist.
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o Synchrone Quelle
Gibt an, dass sich die SVM am primaren Standort einer MetroCluster Konfiguration befindet.
o Synchronisationziel
Gibt an, dass sich die SVM am verbleibenden Standort einer MetroCluster-Konfiguration befindet.
» Erlaubte Protokolle
Zeigt die zulassigen Protokolle wie CIFS und NFS auf jeder SVM an.
* IPspace
Zeigt den IPspace der zugehoérigen SVM an.
* Volume-Typ
Zeigt den zulassigen Volume-Typ (z. B. FlexVol Volume) auf jeder SVM an.
» * Geschutzt*
Zeigt an, ob die SVM geschitzt ist oder nicht.
» Konfigurationsstatus

Zeigt an, ob der Konfigurationsstatus der SVM gesperrt oder entsperrt ist.

Detailbereich

Im Bereich unterhalb der SVM-Liste werden ausfuhrliche Informationen angezeigt, beispielsweise der Typ der
zulassigen Volumes, die Sprache und die Snapshot-Richtlinie zur ausgewahlten SVM.

Sie kénnen auch die Protokolle konfigurieren, die fir diese SVM zuldssig sind. Falls die Protokolle beim
Erstellen der SVM nicht konfiguriert wurden, kdnnen Sie auf den Protokoll-Link klicken, um das Protokoll zu
konfigurieren.

Sie kénnen Protokolle fur eine SVM, die fur die Disaster Recovery mit System Manager konfiguriert wurde,
nicht konfigurieren.

@ Wenn der FCP-Service bereits flr die SVM gestartet wurde, wird durch Klicken auf den
FC/FCoE-Link das Fenster Netzwerkschnittstellen gedffnet.

Die Farbe gibt den Status der Protokollkonfiguration an:
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Status Beschreibung

Grin LIFs sind vorhanden und das Protokoll ist konfiguriert.
Sie kénnen auf den Link klicken, um die
Konfigurationsdetails anzuzeigen.

Die Konfiguration ist moglicherweise
teilweise abgeschlossen. Der Service
@ wird jedoch ausgeflhrt. Sie kdnnen die
LIFs erstellen und die Konfiguration
Uber das Fenster
Netzwerkschnittstellen abschlielen.

Gelb Zeigt eine der folgenden Optionen an:
* LIFs sind vorhanden. Dienst wird erstellt, wird
aber nicht ausgefihrt.
* LIFs sind vorhanden. Dienst wurde nicht erstellt.

» Dienst wird erstellt. LIFs sind nicht vorhanden.

Grau Das Protokoll ist nicht konfiguriert. Sie kénnen auf
den Protokoll-Link klicken, um das Protokoll zu
konfigurieren.

Grauer Rand Die Protokolllizenz ist abgelaufen oder fehlt. Klicken

Sie auf den Protokolllink, um die Lizenzen auf der
Seite Lizenzen hinzuzuflugen.

Sie kénnen auch die Managementoberflache hinzufliigen und Details anzeigen, beispielsweise in Bezug auf
Sicherungsbeziehungen, Sicherungsrichtlinien, NIS-Domane usw.

Der Bereich Details enthalt auch einen Link zum Anzeigen des Public SSL-Zertifikats fir eine SVM. Wenn Sie
auf diesen Link klicken, kdnnen Sie die folgenden Aufgaben ausfihren:

« Zeigen Sie Zertifikatdetails, die Seriennummer, das Startdatum und das Ablaufdatum an.
» Kopieren Sie das Zertifikat in die Zwischenablage.

* Senden Sie eine E-Mail mit den Zertifikatsdetails

Bereich fiir Peer Storage Virtual Machines

Zeigt eine Liste der SVMs an, die mit der ausgewahlten SVM Peered wurden, sowie Details zu den
Applikationen, die die Peer-Beziehung verwenden.

Trace File Access-Fenster in System Manager

Ab ONTAP System Manager 9.6 kdnnen Sie mithilfe des Fensters Trace File Access
Probleme beim Zugriff auf Dateien und Freigaben auf einer SVM Uber das CIFS- oder
NFS-Protokoll diagnostizieren.
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Befehlsschaltflachen

* Weiter

Startet den Prozess der Einrichtung und Initiierung einer Dateizugriffsverfolgung auf der ausgewahlten
SVM.

* Protokolle

Ermaoglicht die Auswahl des Protokolls, das fur den Zugriff auf Dateien und Freigaben auf der
ausgewahlten SVM — entweder CIFS oder NFS — verwendet wird.

» Symbol fiir erweiterte Optionen
Hier kdnnen Sie weitere Details angeben, um den Umfang der Kurve einzugrenzen.

« Zeigen Sie in Trace-Ergebnisse
Ermaoglicht Ihnen, im Dialogfeld Erweiterte Optionen anzugeben, ob die Trace-Ergebnisse nur
Dateizugriffsanfragen anzeigen sollen, die abgelehnt wurden, oder alle Dateizugriffsanforderungen
anzeigen sollen — die erfolgreichen und die abgelehnt wurden.

 Start Tracing

Ermaoglicht das Starten der Ablaufverfolgung. Die Ergebnisse zeigen Zugriffsprobleme fir
Dateizugriffsanfragen, die in den nachsten 60 Minuten eingereicht wurden.

» Stop Tracing
Ermoglicht das Stoppen der Kurve.

* Berechtigungen Anzeigen
Ermaoglicht die Anzeige von Berechtigungen. Wenn Sie das CIFS-Protokoll verwenden, kénnen Sie
effektive Datei- und Freigabeberechtigungen anzeigen. Mit dem NFS-Protokoll kénnen Sie die effektiven
Dateiberechtigungen anzeigen.

* In Zwischenablage kopieren
Ermdglicht das Kopieren der Ergebnistabelle in die Zwischenablage.

* Ergebnisse Der Ctg Exportieren

Ermaoglicht das Exportieren der Trace-Ergebnisse in eine Datei im CSV-Format (kommagetrennte Werte).

Eingabefelder

* Benutzername

Sie geben den Namen des Benutzers ein, der Fehler bei der Anfrage zum Dateizugriff erhalten hat, die Sie
nachverfolgen mochten.

* Suche Trace Ergebnisse
Sie geben spezifische Informationen ein, die Sie in den Suchergebnissen finden mdchten, und klicken

dann auf Enter.

197



e Client-IP-Adresse

Im Dialogfeld ,Erweiterte Optionen® kdnnen Sie die IP-Adresse des Clients als zusatzliche Details
angeben, um den Umfang des Trace einzugrenzen.

« Datei

Im Dialogfeld ,Erweiterte Optionen® kdnnen Sie den Datei- oder Dateipfad angeben, auf den Sie als
zusatzliche Details zugreifen mdchten, um den Umfang des Trace einzugrenzen.

Ergebnisliste fiir CIFS-Protokoll-Tracing

Wenn Sie das CIFS-Protokoll angeben, werden in der Ergebnisliste basierend auf den von lhnen angegebenen
Parametern die folgenden Daten fiir lhren Trace angezeigt. Die Daten werden in umgekehrter chronologischer
Reihenfolge angezeigt. Wenn Sie die Verfolgung beenden, bleiben die Ergebnisse in der Liste, bis Sie eine
andere Spur starten.

» Share: Der Name der Freigabe, auf die das System zugreifen wollte, ob erfolgreich oder nicht.
» Pfad: Der Dateipfad der Datei, auf die das System zugreifen wollte, ob erfolgreich oder nicht.

* Client-IP-Adresse: Die IP-Adresse des Clients, von dem aus Zugriffsanfragen initiiert wurden.

» Grunde: Die Grinde, warum der Zugriff auf die Datei oder die Freigabe erfolgreich war oder nicht.

Wenn das Trace-Ergebnis eine Meldung anzeigt, dass der Zugriff nicht fir
"Synchronisieren”, "Lesekontrolle", "Attribute lesen”, "Ausfiihren", "EA lesen" gewahrt wird,

@ ~Schreiben®, oder ,Lesen®, die Meldung gibt an, dass der gewlinschte Zugriff fir den
aufgelisteten Berechtigungssatz nicht gewahrt wurde. Um den aktuellen
Berechtigungsstatus anzuzeigen, missen Sie die Berechtigungen Gber den bereitgestellten
Link anzeigen.

Ergebnisliste fiir NFS-Protokoll-Tracing
Wenn Sie das NFS-Protokoll angeben, werden in der Ergebnisliste auf der Grundlage der von lhnen
angegebenen Parameter die folgenden Daten fur das Trace angezeigt. Die Daten werden in umgekehrter
chronologischer Reihenfolge angezeigt. Wenn Sie die Verfolgung beenden, bleiben die Ergebnisse in der Liste,
bis Sie eine andere Spur starten.

» Pfad: Der Dateipfad der Datei, auf die das System zugreifen wollte, ob erfolgreich oder nicht.

* Client-IP-Adresse: Die IP-Adresse des Clients, von dem aus Zugriffsanfragen initiiert wurden.

* Griunde: Die Grinde, warum der Zugriff auf die Datei oder die Freigabe erfolgreich war oder nicht.

Wenn das Trace-Ergebnis eine Meldung anzeigt, dass der Zugriff nicht fur
"Synchronisieren”, "Lesekontrolle", "Attribute lesen", "Ausfihren", "EA lesen" gewahrt wird,

@ ~ochreiben®, oder ,Lesen®, die Meldung gibt an, dass der gewlnschte Zugriff fir den
aufgelisteten Berechtigungssatz nicht gewahrt wurde. Um den aktuellen
Berechtigungsstatus anzuzeigen, missen Sie die Berechtigungen Uber den bereitgestellten
Link anzeigen.

Verwandte Informationen
"SMB/CIFS-Management"

Multiprotokollkonfiguration von SMB/CIFS und NFS
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Volumes

Bearbeiten Sie die Volume-Eigenschaften mit System Manager - ONTAP 9.7 und friiher

Mit ONTAP System Manager Classic (verfugbar ab ONTAP 9.7) kénnen Volume-
Eigenschaften wie Volume-Name, Sicherheitsstil, fraktionale Reserve und
Speicherplatzgarantie geandert werden. Sie kdnnen die Einstellungen fur die Storage-
Effizienz (Deduplizierungszeitplan, Deduplizierungsrichtlinie und Komprimierung) und die
Einstellungen zur Speicherplatzrickgewinnung andern.

Bevor Sie beginnen

Zur Aktivierung der Volume-Verschlisselung missen Sie die Volume-Verschlisselungslizenz mit System
Manager installiert haben, und Sie missen ,Key-Manager Setup” Uber die Befehlszeilenschnittstelle (CLI)
aktiviert haben. Sie missen Ihren Webbrowser aktualisieren, nachdem Sie ,key-Manager Setup” aktiviert
haben.

Uber diese Aufgabe
» Sie kdnnen die fraktionale Reserve entweder auf null Prozent oder auf 100 Prozent einstellen.

* Die Datenkomprimierung wird auf 32-Bit-Volumes nicht unterstttzt.

» Bei Data ONTAP 8.3.1 Clustern kénnen Sie sowohl Inline-Komprimierung als auch Hintergrund-
Komprimierung fir Cloud Volumes ONTAP fir AWS (AWS) aktivieren.
Die Komprimierung wird fir Data ONTAP Edge nicht unterstitzt.

 Sie kénnen ein SnapLock-Konformitatsvolume nicht umbenennen.

Schritte
1. Klicken Sie Auf Storage > Volumes.

2. Wahlen Sie im Dropdown-Menii im Feld SVM die Storage Virtual Machine (SVM) aus, in der sich das
Volume, das Sie bearbeiten méchten, befindet.

3. Wahlen Sie das Volume aus, das Sie andern mochten, und klicken Sie dann auf Bearbeiten.
Das Dialogfeld Volume bearbeiten wird angezeigt.

4. Andern Sie auf der Registerkarte Allgemein die folgenden Eigenschaften nach Bedarf:
> Andern Sie den Namen des Datentrégers
> Volume-Verschlisselung aktivieren
Diese Option ist nur verfiigbar, wenn Sie die Volume Encryption-Lizenz aktiviert haben und wenn die
entsprechende Plattform Verschlisselung unterstitzt. Sie kdnnen den Schlisselmanager, der Gber die
CLI eingerichtet wurde, ausfuhren.
> Andern Sie den Sicherheitstyp fiir das Volume
o Aktivieren oder deaktivieren Sie Thin Provisioning
5. Klicken Sie auf die Registerkarte Storage Efficiency und aktivieren Sie die Storage-Effizienz, indem Sie
die folgenden Eigenschaften konfigurieren:
> Deduplizierung

o Datenkomprimierung Es ist nicht mdglich, die Hintergrund-Komprimierung fur ein Volume zu aktivieren,
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das sich in einem Aggregat mit All-Flash-optimierter Personlichkeit befindet. Sie kénnen fir diese
Volumes nur die Inline-Komprimierung aktivieren.

Sie kdnnen die Inline-Deduplizierung nur auf einem Volume aktivieren, das sich in einem Aggregat mit All-
Flash-optimierten Persdnlichkeiten oder auf einem Volume in einem Flash Pool Aggregat befindet.

6. Klicken Sie bei SnapLock-Volumes auf die Registerkarte SnapLock und fiihren Sie die folgenden Schritte
aus:

a. Geben Sie den automatischen Verschiebungszeitraum an.

Die automatische Verschiebungszeit bestimmt, wie lange eine Datei im Volume unverandert bleiben
muss, bevor die Datei in DEN WORM-Status versetzt wird.

b. Geben Sie den minimalen Aufbewahrungszeitraum und den maximalen Aufbewahrungszeitraum an.
Die Werte missen im Bereich von 1 Tag bis 70 Jahre liegen oder unbegrenzt sein.
c. Wahlen Sie den Standardaufbewahrungszeitraum aus.

Die standardmaRige Aufbewahrungsfrist muss innerhalb des angegebenen
Mindestaufbewahrungszeitraums und der maximalen Aufbewahrungsdauer liegen.

7. Klicken Sie auf die Registerkarte Erweitert und aktivieren Sie die folgenden Eigenschaften:

> Wenn das Volumen automatisch wachst, wenn der verwendete Speicherplatz im Volumen Uber dem
Wachstumschwellenwert liegt, wahlen Sie wachsen.

> Wenn Sie mdchten, dass das Volumen als Reaktion auf die Menge des belegten Speicherplatzes
vergroRert oder verkleinert wird, wahlen Sie vergroBern oder verkleinern.

i. Geben Sie die maximale Grof3e an, die das Volume vergrofiern kann.

o Aktivieren Sie das automatische Loschen alterer Snapshot Kopien, indem Sie eine der folgenden
Optionen auswahlen:

= Testen
Loéscht die Snapshot Kopien, die nicht durch andere Subsysteme gesperrt sind.
= Zerstbren
Loéscht die Snapshot Kopien, die durch die Funktion der Datensicherung gesperrt sind.
= ,Umbruch®
Ldscht die Snapshot Kopien, die den Datentransfer unterbrechen kénnen.
> Wahlen Sie die Caching-Richtlinie aus, die Sie dem Volume zuweisen mdchten.
Diese Option ist nur fiir FlexVVol Volumes in einem Flash Pool Aggregat verfugbar.
o Wahlen Sie die Aufbewahrungsprioritat fir zwischengespeicherte Daten im Volume aus.
Diese Option ist nur fir FlexVol Volumes in einem Flash Pool Aggregat verflgbar.

> Geben Sie die fraktionale Reserve an, die Sie fur das Volume festlegen mdchten.

o Aktualisieren Sie die Zugriffszeit zum Lesen der Datei.
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Diese Option ist flir SnapLock-Volumes deaktiviert.
8. Klicken Sie auf Speichern und SchlieRen.
Verwandte Informationen
Fenster Volumes

Einrichten von CIFS

Bearbeiten Sie die Datensicherungs-Volumes mit System Manager - ONTAP 9.7 und friiher

Mit ONTAP System Manager Classic (verfugbar in ONTAP 9.7 und alter) kdnnen Sie den
Volume-Namen flr ein Datensicherungs-Volume andern. Wenn auf dem Quell-Volume
die Storage-Effizienz nicht aktiviert ist, kdbnnen Sie die Storage-Effizienz nur auf dem Ziel-
Volume aktivieren.

Uber diese Aufgabe
Die Speichereffizienz auf einem SpiegelDP-Volume kann nicht geandert werden.

Schritte
1. Klicken Sie Auf Storage > Volumes.

2. Wahlen Sie im Dropdown-Ment im Feld SVM die Storage Virtual Machine (SVM) aus, in der sich das DP-
Volume, das Sie bearbeiten mochten, befindet.

3. Wahlen Sie das Volume aus, das Sie andern mochten, und klicken Sie dann auf Bearbeiten.
4. Andern Sie im Dialogfeld Data Protection Volume den Namen des Datentragers.
5. Stellen Sie sicher, dass die Option Storage Efficiency aktivieren ausgewahlt ist.

Wenn fir das Volume bereits Storage-Effizienz aktiviert ist, wird standardmaRig das Kontrollkastchen
aktiviert.

6. Optional: Klicken Sie auf die Registerkarte Erweitert und fiihren Sie die folgenden Schritte aus:

a. Wahlen Sie die Caching-Richtlinie aus, die Sie dem Volume zuweisen mdchten.
b. Wahlen Sie die Aufbewahrungsprioritat fur die im Cache gespeicherten Daten im Volume aus.

Diese Optionen sind nur fiir Datensicherung von FlexVol Volumes in einem Flash Pool Aggregat verfligbar.

7. Klicken Sie Auf Speichern.

Loschen Sie Volumes mit System Manager - ONTAP 9.7 und friiher

Sie konnen mit ONTAP System Manager Classic (verfugbar ab ONTAP 9.7) ein FlexVol
Volume léschen, wenn Sie keine Daten mehr bendtigen, die ein Volume enthalt, oder die
Daten, die ein Volume enthalt, an einen anderen Speicherort kopiert haben. Wenn Sie ein
Volume loschen, werden alle Daten des Volume zerstort, und diese Daten kdnnen nicht
wiederhergestellt werden.

Bevor Sie beginnen
Bevor Sie ein FlexVol Volume l6schen, missen die folgenden Bedingungen vorliegen:
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* Das Volume muss abgehangt werden und sich im Offline-Zustand befinden.

» FlexClone Volumes mussen entweder vom Ubergeordneten Volume abgetrennt oder zerstoért werden, wenn
das FlexVol Volume geklont wird.

» Die SnapMirror Beziehungen missen geléscht werden, wenn sich das Volume in einer oder mehreren
SnapMirror Beziehungen befindet.

Uber diese Aufgabe
Beim Loéschen eines FlexVol Volumes sollten Sie die folgenden Einschrankungen beachten:

+ Sie kdnnen ein komplettes SnapLock Enterprise Volume oder eine Datei in einem SnapLock Enterprise
Volume I6schen. Es ist jedoch nicht mdglich, nur die Daten einer Datei in einem SnaplLock Enterprise
Volume zu léschen.

* Ein SnapLock-Konformitatsvolume kann nicht geléscht werden, wenn Daten auf das Volume gesetzt sind.

* Wenn die FlexVol sowohl gtrees als auch Volumes enthalt, werden die gtrees als Verzeichnisse angezeigt.
Beim Loschen von Volumes sollten Sie darauf achten, dass die gtrees nicht versehentlich geléscht werden.

+ Falls Ihnen FlexCache-Volumes mit einem Ursprungs-Volume verbunden sind, missen Sie die FlexCache-
Volumes léschen, bevor Sie das Ursprungs-Volume léschen kénnen.

Schritte
1. Klicken Sie Auf Storage > Volumes.

2. Wabhlen Sie aus dem Dropdown-Ment im Feld SVM die Storage Virtual Machine (SVM) aus, in der sich
das zu I6schende Volume befindet.

3. Wahlen Sie die Volumes aus, die Sie [6schen mochten.

Uberpriifen Sie, ob Sie die richtigen Volumes ausgewahlt haben, die Sie I6schen méchten.
@ Wenn Sie ein Volume I6schen, werden alle Daten des Volume zerstort, und diese Daten
kénnen nicht wiederhergestellt werden.

4. Klicken Sie Auf Loschen.
5. Aktivieren Sie das Bestatigungsfeld, und klicken Sie dann auf Léschen.
Verwandte Informationen

Fenster Volumes

Erstellung von FlexClone Volumes mit System Manager - ONTAP 9.7 und friiher

Sie kdnnen ONTAP System Manager Classic (verfigbar ab ONTAP 9.7) verwenden, um
ein FlexClone Volume zu erstellen, wenn Sie eine beschreibbare, zeitpunktgenaue Kopie
eines vorhandenen FlexVol Volume bendtigen. Moglicherweise mochten Sie eine Kopie
eines Volumes zu Testzwecken erstellen oder zusatzlichen Benutzern Zugriff auf das
Volume gewahren, ohne ihnen den Zugriff auf die Produktionsdaten zu ermdglichen.

Bevor Sie beginnen
* Die FlexClone Lizenz muss auf dem Storage-System installiert sein.

» Das Volume, das geklont werden soll, muss online sein und ein nicht-Root-Volume sein.

Uber diese Aufgabe
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Die Snapshot Basis-Kopie, die zur Erstellung eines FlexClone Volume eines SnapMirror Ziels verwendet wird,
wird als ,besetzt* markiert und kann nicht geldscht werden. Wenn ein FlexClone Volume anhand einer
Snapshot Kopie erstellt wird, die nicht die aktuellste Snapshot Kopie ist und diese Snapshot Kopie nicht mehr
auf dem Quell-Volume vorhanden ist, scheitern alle SnapMirror Updates auf dem Ziel-Volume.

Schritte
1. Klicken Sie Auf Storage > Volumes.

Wabhlen Sie im Dropdown-Menu im Feld SVM die Option Alle SVMs aus.
Wahlen Sie das FlexVol Volume aus der Liste der Volumes aus, das Sie klonen mochten.
Klicken Sie Auf Mehr Aktionen > Klonen > Erstellen > Volumen.

Geben Sie den Namen des FlexClone Volume ein, das Sie erstellen mochten.

o o k~ w0 BN

Optional: Wenn Sie Thin Provisioning fir das neue FlexClone Volume aktivieren méchten, wahlen Sie
Thin Provisioning.

StandardmaRig ist diese Einstellung mit der des Ubergeordneten Volumes identisch.

7. Erstellen Sie eine Snapshot Kopie oder wahlen Sie eine vorhandene Snapshot Kopie aus, die Sie als
Basis-Snapshot Kopie zum Erstellen des FlexClone Volume verwenden mdéchten.

8. Klicken Sie Auf Clone.
Verwandte Informationen

Fenster Volumes

Erstellen Sie FlexClone Dateien mit System Manager - ONTAP 9.7 und friiher

Sie kdnnen ONTAP System Manager classic (verfligbar ab ONTAP 9.7) verwenden, um
eine FlexClone Datei zu erstellen, bei der es sich um eine beschreibbare Kopie einer
ubergeordneten Datei handelt. Diese Kopien konnen Sie zum Testen von Applikationen
verwenden.

Bevor Sie beginnen
 Die geklonte Datei muss Teil des aktiven Filesystems sein.

* Die FlexClone Lizenz muss auf dem Storage-System installiert sein.

Uber diese Aufgabe
* FlexClone Dateien werden nur fur FlexVol Volumes unterstitzt.

Sie kénnen eine FlexClone Datei einer ibergeordneten Datei innerhalb eines Volume erstellen, indem Sie
auf die Ubergeordnete Datei vom Volume, in dem sie sich befindet, und nicht auf das Gbergeordnete
Volume zugreifen.

« Sie kénnen keine FlexClone-Datei auf einem SnapLock Volume erstellen.

Schritte
1. Klicken Sie Auf Storage > Volumes.
2. Wahlen Sie im Dropdown-Ment im Feld SVM die Option Alle SVMs aus.

3. Wahlen Sie das Volume aus der Liste der Volumes aus, in dem eine FlexClone Datei erstellt werden soll.

203



4. Klicken Sie Auf Mehr Aktionen > Klonen > Erstellen > Datei.

5. Wahlen Sie im Dialogfeld FlexClone erstellen die Datei aus, die Sie klonen méchten, und geben Sie dann
einen Namen fur die FlexClone-Datei an.

6. Klicken Sie Auf Clone.

Ergebnisse
Die FlexClone Datei wird im selben Volume erstellt wie die Ubergeordnete Datei.

Verwandte Informationen

Fenster Volumes

Teilten Sie ein FlexClone Volume vom tibergeordneten Volume mit System Manager - ONTAP 9.7 und
frither auf

Sie kdnnen System Manager classic (verfugbar ab ONTAP 9.7) verwenden, um ein
FlexClone Volume vom Ubergeordneten Volume zu trennen. Nach der Teilung wird das
FlexClone Volume zu einem normalen FlexVol Volume. Zudem wird der
Festplattenspeicher des Ubergeordneten Volume genutzt, und die Storage-Effizienz bleibt
erhalten.

Bevor Sie beginnen
Das FlexClone Volume muss online sein.

Uber diese Aufgabe

Bei Systemen, die nicht AFF Systeme sind, wird durch den Klon-Splitting alle vorhandenen Snapshot Kopien
des Klons geldscht. Die fir SnapMirror Updates erforderlichen Snapshot Kopien werden ebenfalls geldscht.
Daher kénnen nachfolgende SnapMirror Updates fehlschlagen.

Sie kénnen den Klon-Splitting-Vorgang unterbrechen, wenn Sie einen anderen Vorgang auf dem Volume
ausfiihren mussen. Sie kdnnen den Klon-Splitting-Vorgang fortsetzen, nachdem der andere Vorgang
abgeschlossen ist.

Schritte
1. Klicken Sie Auf Storage > Volumes.

2. Wahlen Sie im Dropdown-Ment im Feld SVM die Option Alle SVMs aus.

3. Wahlen Sie das FlexClone Volume aus, das Sie vom Ubergeordneten Volume trennen méchten.
4. Klicken Sie Auf Mehr Aktionen > Klonen > Split.
5

. Bestatigen Sie die FlexClone-Volume-Details fur den Clone-Splitting-Vorgang, und klicken Sie dann im
Bestatigungsdialogfeld auf Split starten.

Verwandte Informationen

Fenster Volumes

Anzeigen der FlexClone Volume-Hierarchie - ONTAP 9.7 und friuher

Mit ONTAP System Manager Classic (verfugbar in ONTAP 9.7 und alter) kénnen Sie die
Hierarchie der FlexClone Volumes und ihrer Ubergeordneten Volumes anzeigen.
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Schritte
1. Klicken Sie Auf Storage > Volumes.

2. Wahlen Sie im Dropdown-Ment im Feld SVM die Option Alle SVMs aus.
3. Wahlen Sie das gewilinschte Volume aus der Liste der Volumes aus.

4. Klicken Sie Auf Mehr Aktionen > Klonen > Hierarchie Anzeigen.

Ergebnisse

Es werden Volumes angezeigt, die mindestens ein Child-FlexClone Volume besitzen. Die FlexClone Volumes
werden als Kinder ihres jeweiligen tUbergeordneten Volumes angezeigt.

Verwandte Informationen

Fenster Volumes

Andern Sie den Status eines Volumes mit System Manager - ONTAP 9.7 und friiher

Sie kbnnen ONTAP System Manager Classic (verfugbar in ONTAP 9.7 und friher)
verwenden, um den Status eines FlexVol Volume zu andern, wenn Sie ein Volume offline
schalten mochten, ein Volume wieder in den Online-Modus versetzen oder den Zugriff auf
ein Volume einschranken mochten.

Bevor Sie beginnen

« Falls ein Volume Ziel eines Volume-Kopiervorgangs oder eines SnapMirror Replizierungsvorgangs sein
soll, muss das Volume sich im eingeschrankten Zustand befinden.

* Wenn Sie ein NAS-Volume offline schalten méchten, muss das NAS-Volume abgehangt werden.

Uber diese Aufgabe

Sie kénnen ein Volume offline schalten, um Wartungsarbeiten am Volume durchzufiihren, das Volume zu
verschieben oder das Volume zu zerstoéren. Wenn ein Volume offline ist, steht das Volume nicht fiir Lese- oder
Schreibzugriff durch Clients zur Verfiigung. Sie konnen ein Root-Volume nicht offline schalten.

Schritte
1. Klicken Sie Auf Storage > Volumes.
2. Wahlen Sie im Dropdown-Ment im Feld SVM die Option Alle SVMs aus.
3. Wahlen Sie das Volume aus, fir das Sie den Status &ndern mochten.
4. Wahlen Sie im Menu * Mehr Aktionen* > Status dndern in den gewiinschten Lautstarkestatus aus.
5

. Klicken Sie im Bestatigungsdialogfeld auf OK, um den Volumenstatus zu andern.
Verwandte Informationen

Fenster Volumes

Zeigen Sie die Liste der gespeicherten Snapshot Kopien mit System Manager - ONTAP 9.7 und friiher
an

Mit ONTAP System Manager Classic (verfugbar ab ONTAP 9.7) konnen Sie eine Liste
aller gespeicherten Snapshot Kopien fir ein ausgewahltes Volume auf der Registerkarte
Snapshot Kopien im unteren Bereich des Volumes-Fensters anzeigen. Sie konnen die
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Liste der gespeicherten Snapshot Kopien verwenden, um eine Snapshot Kopie
umzubenennen, wiederherzustellen oder zu I6schen.

Bevor Sie beginnen

Das Volume muss sich online sein.

Uber diese Aufgabe

Sie

kénnen Snapshot-Kopien flr jeweils nur ein Volume anzeigen.

Schritte

1.
2.
3.

Klicken Sie Auf Storage > Volumes.
Wabhlen Sie im Dropdown-Menu im Feld SVM die Option Alle SVMs aus.

Klicken Sie auf das Pluszeichen (+) neben dem Volume, fiir das Sie gespeicherte Snapshot Kopien
anzeigen mochten.

Klicken Sie auf den Link Mehr Details anzeigen, um weitere Informationen zum Volume anzuzeigen.

5. Klicken Sie auf die Registerkarte Snapshot Kopien.

Die Liste der verfugbaren Snapshot Kopien fiir das ausgewahlte Volume wird angezeigt.

Erstellung von Snapshot-Kopien auBerhalb eines definierten Zeitplans mit System Manager - ONTAP

9.7

und friuher

Mit ONTAP System Manager Classic (verfugbar in ONTAP 9.7 und fruher) kdnnen Sie
eine Snapshot-Kopie eines Volumes aulerhalb eines festgelegten Zeitplans erstellen, um
den Status des Filesystems zu einem bestimmten Zeitpunkt zu erfassen.

Schritte

1.

2
3
4.
5

Klicken Sie Auf Storage > Volumes.

. Wahlen Sie im Dropdown-Ment im Feld SVM die Option Alle SVMs aus.

. Wahlen Sie das Volume aus der Liste der Volumes aus.

Klicken Sie Auf Mehr Aktionen > Snapshots Verwalten > Erstellen.

. Wenn Sie im Dialogfeld Snapshot Kopie erstellen den Standardnamen andern mdchten, geben Sie einen

neuen Namen fiir die Snapshot Kopie an.

Gliltige Zeichen sind ASCII-Zeichen, Ziffern, Bindestriche (-), Unterstriche (_), Punkte (.) und das
Pluszeichen (+).

Der Standardname einer Snapshot Kopie besteht aus dem Volume-Namen und dem Zeitstempel.

Klicken Sie Auf Erstellen.

Uberpriifen Sie, ob die erstellte Snapshot Kopie in der Liste der Snapshot Kopien auf der Registerkarte
Snapshot Kopien enthalten ist.

Verwandte Informationen

Fenster Volumes
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Setzen Sie die Snapshot Kopie-Reserve mit System Manager - ONTAP 9.7 und friiher

Mit ONTAP System Manager Classic (verfugbar in ONTAP 9.7 und friher) lassen sich
Speicherplatz fur die Snapshot-Kopien in einem Volume reservieren (gemessen als
Prozentsatz). Durch Festlegen der Snapshot Kopie-Reserve konnen Sie genltgend
Festplattenspeicher fur die Snapshot-Kopien zuweisen, damit sie nicht den aktiven
Speicherplatz des File-Systems belegen.

Uber diese Aufgabe

Der Standardspeicherplatz, der flir Snapshot-Kopien reserviert ist, betragt 5 Prozent fir SAN- und VMware-
Volumes.

Schritte
1. Klicken Sie Auf Storage > Volumes.

2. Wahlen Sie im Dropdown-Ment im Feld SVM die Option Alle SVMs aus.

3. Wahlen Sie das Volume aus, fir das Sie die Snapshot Kopie-Reserve einstellen mdchten.

4. Klicken Sie Auf Weitere Aktionen > Snapshots Verwalten > Konfigurationseinstellungen.

5. Geben Sie den Prozentsatz des Volume-Speicherplatzes ein, den Sie fur die Snapshot-Kopien reservieren
mochten, und klicken Sie dann auf OK.

Verwandte Informationen

Fenster Volumes

Verbergen Sie das Verzeichnis der Snapshot Kopie mit System Manager - ONTAP 9.7 und frither

Mit ONTAP System Manager Classic (verfugbar ab ONTAP 9.7) konnen Sie das
Verzeichnis der Snapshot Kopien ausblenden . snapshot) Damit das Verzeichnis der
Snapshot-Kopie nicht sichtbar ist, wenn Sie Ihre Volume-Verzeichnisse einsehen.
Standardmallig wird der verwendet . snapshot Verzeichnis wird angezeigt.

Schritte
1. Klicken Sie Auf Storage > Volumes.

2. Wahlen Sie im Dropdown-Ment im Feld SVM die Option Alle SVMs aus.

3. Wahlen Sie das Volume aus, fur das Sie das Verzeichnis der Snapshot-Kopie ausblenden mdchten.
4. Klicken Sie Auf Weitere Aktionen > Snapshots Verwalten > Konfigurationseinstellungen.
5

. Stellen Sie sicher, dass die Option Snapshot-Verzeichnis (.Snapshot) sichtbar nicht ausgewahlt ist, und
klicken Sie dann auf OK.

Verwandte Informationen

Fenster Volumes

Planen der automatischen Erstellung von Snapshot Kopien mit System Manager - ONTAP 9.7 und
frither

Mit ONTAP System Manager Classic (verfugbar in ONTAP 9.7 und friher) kdnnen Sie
einen Zeitplan fur die automatische Erstellung automatischer Snapshot-Kopien eines
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Volume festlegen. Sie konnen Zeit und Haufigkeit der Erstellung der Kopien festlegen.
Sie kdnnen auch die Anzahl der Snapshot Kopien angeben, die gespeichert werden.

Schritte
1. Klicken Sie Auf Storage > Volumes.

2. Wahlen Sie im Dropdown-Ment im Feld SVM die Option Alle SVMs aus.

3. Wahlen Sie das gewtinschte Volume aus der Liste der Volumes aus.

4. Klicken Sie Auf Weitere Aktionen > Snapshots Verwalten > Konfigurationseinstellungen.
5

. Wahlen Sie im Dialogfeld Volume Snapshot Kopien konfigurieren die Option geplante Snapshot
Kopien aktivieren aus.

6. Wahlen Sie eine Snapshot-Richtlinie aus.
Sie kénnen die Erstellung nur richtlinienbasierter Snapshot Kopien planen.

7. Klicken Sie auf OK, um lhre Anderungen zu speichern und lhren Zeitplan fiir die Snapshot-Kopie zu
starten.

Verwandte Informationen

Fenster Volumes

Stellen Sie ein Volume aus einer Snapshot Kopie mit System Manager - ONTAP 9.7 und friiher wieder
her

Sie konnen ONTAP System Manager classic (verfugbar unter ONTAP 9.7 und fruher)
verwenden, um ein Volume in einen Zustand wiederherzustellen, der in einer zuvor
erstellten Snapshot-Kopie aufgezeichnet wurde, um verlorene Informationen abzurufen.
Wenn Sie ein Volume aus einer Snapshot Kopie wiederherstellen, Uberschreibt der
Wiederherstellungsvorgang die vorhandene Volume-Konfiguration. Alle Anderungen an
den Daten auf dem Volume nach der Erstellung der Snapshot Kopie gehen verloren.

Bevor Sie beginnen

* Die SnapRestore-Lizenz muss auf lhrem System installiert sein.

* Wenn das FlexVol Volume, das Sie wiederherstellen mdéchten, eine LUN enthalt, muss die LUN abgehangt
oder nicht zugeordnet werden.

« FUr das wiederhergestellte Volume muss genugend Platz vorhanden sein.

» Benutzer, die auf das Volume zugreifen, missen benachrichtigt werden, dass Sie ein Volume
zurlicksetzen, und dass die Daten aus der ausgewahlten Snapshot Kopie die aktuellen Daten im Volume
ersetzen.

Uber diese Aufgabe

* Wenn das wiederhergestellte Volume Verbindungspunkte zu anderen Volumes enthalt, werden die
Volumes, die auf diesen Verbindungspunkten angehangt sind, nicht wiederhergestellt.

« Sie kdnnen Snapshot Kopien fir SnapLock Compliance Volumes nicht wiederherstellen.

Schritte
1. Klicken Sie Auf Storage > Volumes.
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. Wahlen Sie im Dropdown-Meni im Feld SVM die Option Alle SVMs aus.

. Wahlen Sie das Volume aus, das Sie aus einer Snapshot Kopie wiederherstellen méchten.

2

3

4. Klicken Sie Auf Mehr Aktionen > Snapshots Verwalten > Wiederherstellen.

5. Wahlen Sie die entsprechende Snapshot-Kopie aus, und klicken Sie dann auf Wiederherstellen.
6

. Aktivieren Sie das Bestatigungsfeld, und klicken Sie dann auf Wiederherstellen.
Verwandte Informationen

Fenster Volumes

Verldngern Sie das Ablaufdatum von Snapshot Kopien mit System Manager - ONTAP 9.7 und friiher

Sie kdbnnen ONTAP System Manager Classic (verfugbar ab ONTAP 9.7) verwenden, um
das Ablaufdatum der Snapshot Kopien in einem Volume zu verlangern.

Bevor Sie beginnen
Die SnapLock-Lizenz muss auf Ihrem System installiert sein.

Uber diese Aufgabe

Sie kénnen das Ablaufdatum nur fiir Snapshot-Kopien in einem Datensicherungs-Volume (DP) verlangern, das
als Ziel in einer SnapLock fir SnapVault Beziehung dient.

Schritte

1. Klicken Sie Auf Storage > Volumes.

2. Wahlen Sie im Dropdown-Menl im Feld SVM die Option Alle SVMs aus.

3. Wahlen Sie ein Volume aus.

4. Klicken Sie auf Mehr Details anzeigen, um weitere Informationen zum Volumen anzuzeigen.
5

. Klicken Sie auf die Registerkarte Snapshot Kopien.
Die Liste der verfugbaren Snapshot Kopien fiir das ausgewahlte Volume wird angezeigt.

6. Wahlen Sie die Snapshot Kopie aus, die Sie andern mochten, und klicken Sie dann auf Ablaufdatum
verlangern.

7. Geben Sie im Dialogfeld Ablaufdatum verlangern das Ablaufdatum an.
Die Werte mussen im Bereich von 1 Tag bis 70 Jahre liegen oder unbegrenzt sein.

8. Klicken Sie auf OK.

Benennen Sie Snapshot Kopien mit System Manager - ONTAP 9.7 und friiher um

Sie kdnnen ONTAP System Manager classic (verfugbar unter ONTAP 9.7 und friiher)
verwenden, um eine Snapshot Kopie umzubenennen und um die Snapshot Kopien zu
organisieren und zu verwalten.

Uber diese Aufgabe

Sie kénnen die Snapshot Kopien (die in DEN WORM-Status ibernommen wurden) von einem SnapLock-DP
Volume, das sich in einer SnapVault-Beziehung befindet, nicht umbenennen.
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Schritte
1. Klicken Sie Auf Storage > Volumes.

2. Wahlen Sie im Dropdown-Ment im Feld SVM die Option Alle SVMs aus.

3. Klicken Sie auf das gewlinschte Volumen.

4. Klicken Sie auf den Link Mehr Details anzeigen, um weitere Informationen zum Volume anzuzeigen.
5

. Klicken Sie auf die Registerkarte Snapshot Kopien.
Die Liste der verfiigbaren Snapshot Kopien fiir das ausgewahlte Volume wird angezeigt.

6. Wahlen Sie die Snapshot Kopie aus, die Sie umbenennen mochten, und klicken Sie dann auf Mehr
Aktionen > Umbenennen.
7. Geben Sie einen neuen Namen an, und klicken Sie dann auf Umbenennen.

Glltige Zeichen sind ASCII-Zeichen, Ziffern, Bindestriche (-), Unterstriche (_), Punkte (.) und das
Pluszeichen (+).

8. Uberpriifen Sie den Namen der Snapshot Kopie auf der Registerkarte Snapshot Kopien des Fensters
Volumes.

Verwandte Informationen

Fenster Volumes

Loschen Sie Snapshot Kopien mit System Manager - ONTAP 9.7 und friiher

Sie kdnnen eine Snapshot-Kopie I6schen, um Festplattenspeicher zu sparen oder freien
Speicherplatz freizugeben, indem Sie ONTAP System Manager classic verwenden
(verfugbar in ONTAP 9.7 und friher). Sie kbnnen aullerdem eine Snapshot Kopie
I6schen, wenn die Snapshot Kopie nicht mehr erforderlich ist.

Bevor Sie beginnen

Wenn Sie eine Snapshot Kopie I6schen mdchten, die besetzt oder gesperrt ist, missen Sie die Snapshot
Kopie aus der Applikation, die die Snapshot Kopie verwendet hat, freigegeben haben.

Uber diese Aufgabe

* Die Basis-Snapshot Kopie in einem Ubergeordneten Volume kann nicht geléscht werden, wenn ein
FlexClone Volume diese Snapshot Kopie nutzt.

Die Basis-Snapshot Kopie ist die Snapshot Kopie, die zur Erstellung eines FlexClone Volume verwendet
wird. Die Basis-Snapshot Kopie zeigt immer den Status an busy Und Anwendungsabhangigkeit als
busy, vclone Im Ubergeordneten Volume.

 Sie kdnnen keine gesperrte Snapshot Kopie I16schen, die in einer SnapMirror Beziehung verwendet wird.
Die Snapshot Kopie ist gesperrt und fiir das nachste Update erforderlich.

+ Sie kdnnen eine Snapshot Kopie nicht vor dem Ablauf der Snapshot Kopie aus einem SnapLock-DP-
Volume I6schen, der in einer SnapVault-Beziehung verwendet wird.

+ Sie kénnen die nicht abgelaufenen Snapshot-Kopien (die im WORM-Status festgelegt sind) von einem
SnapLock-DP-Volume, das sich in einer SnapVault-Beziehung befindet, nicht Idschen.
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Schritte
1. Klicken Sie Auf Storage > Volumes.

2. Wahlen Sie im Dropdown-Ment im Feld SVM die Option Alle SVMs aus.

3. Erweitern Sie das erforderliche Volumen.

4. Klicken Sie auf den Link Mehr Details anzeigen, um weitere Informationen zum Volume anzuzeigen.
5

. Klicken Sie auf die Registerkarte Snapshot Kopien.
Die Liste der verfiigbaren Snapshot Kopien fiir das ausgewahlte Volume wird angezeigt.

6. Wahlen Sie die Snapshot Kopie aus, die Sie I6schen méchten.
7. Klicken Sie Auf Léschen.

8. Aktivieren Sie das Bestatigungsfeld, und klicken Sie dann auf Léschen.
Verwandte Informationen
Fenster Volumes

"ONTAP 9 Dokumentationszentrum"

Andern Sie die GréRe von Volumes mit System Manager - ONTAP 9.7 und friiher

Wenn ein Volume eine nahezu volle Kapazitat erreicht, konnen Sie ONTAP System
Manager classic (verfugbar ab ONTAP 9.7 und friher) verwenden, um die Grol3e des
Volumes zu erhdhen, einige Snapshot-Kopien zu I6schen oder die Snapshot Reserve
anzupassen. Sie konnen in System Manager den Assistenten zur Volume-GroRe
verwenden, um mehr freien Speicherplatz bereitzustellen.

Uber diese Aufgabe

» Fir ein Volume, das automatisch erweitert werden soll, kann der Grenzwert fir das Volume basierend auf
der erhohten GroRe des Volume automatisch angepasst werden.

« Sie kénnen die GroRe eines Datensicherungs-Volume nicht andern, wenn seine gespiegelte Beziehung
unterbrochen ist oder eine erneute Synchronisierung auf dem Volume durchgefuhrt wurde.

Stattdessen missen Sie die Befehlszeilenschnittstelle (CLI) verwenden.

Schritte
1. Klicken Sie Auf Storage > Volumes.

Wahlen Sie im Dropdown-Ment im Feld SVM die Option Alle SVMs aus.

Wahlen Sie das Volume aus, das Sie die GroRe andern mochten.

Klicken Sie Auf Mehr Aktionen > GroRe.

Geben Sie die vom Assistenten geforderten Informationen ein oder wéahlen Sie diese aus.

Bestatigen Sie die Details und klicken Sie dann auf Fertig stellen, um den Assistenten abzuschlieRRen.

N o gk~ 0N

Uberpriifen Sie im Fenster Volumes die Anderungen, die Sie am verfiigbaren Speicherplatz vorgenommen
haben, und den gesamten Speicherplatz des Volumes.

Verwandte Informationen
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Fenster Volumes

Aktivieren Sie Storage-Effizienz auf einem Volume mit System Manager - ONTAP 9.7 und friiher

Mit ONTAP System Manager classic (erhaltlich in ONTAP 9.7 und alteren Versionen)
konnen Sie die Storage-Effizienz aktivieren und sowohl Deduplizierung als auch
Datenkomprimierung oder nur Deduplizierung auf einem Volume konfigurieren, um
Speicherplatz einzusparen. Wenn Sie die Storage-Effizienz bei der Erstellung des
Volumes nicht aktiviert haben, kdnnen Sie dies spater durch Bearbeiten des Volumes tun.

Bevor Sie beginnen
* Das Volume muss sich online sein.

* Um einen richtlinienbasierten Deduplizierungszeitplan zu verwenden, muss eine Effizienzrichtlinie erstellt
werden.

Uber diese Aufgabe

* Sie kénnen die Hintergrund-Komprimierung nur aktivieren, wenn Sie die Hintergrund-Deduplizierung
aktiviert haben.

* Sie kénnen die Inline-Komprimierung und Inline-Deduplizierung mit oder ohne Aktivierung der Hintergrund-
Komprimierung bzw. Hintergrund-Deduplizierung aktivieren.

 Sie kénnen die Inline-Deduplizierung nur auf Volumes aktivieren, die sich in einem Aggregat mit All-Flash-
optimierten Personlichkeiten befinden, und auf Volumes, die sich in einem Flash Pool Aggregat befinden.

* Ab System Manager 9.6 wird auch Bearbeitung der Storage-Effizienz bei FlexGroup DP Volumes
unterstitzt.

Schritte
1. Klicken Sie Auf Storage > Volumes.
2. Wahlen Sie im Dropdown-Menti im Feld SVM die Option Alle SVMs aus.

3. Wahlen Sie das Volume aus, fiir das Sie Storage Efficiency aktivieren mochten, und klicken Sie dann auf
Bearbeiten.

N

. Klicken Sie im Dialogfeld Volume bearbeiten auf Storage Efficiency.

[$)}

. Aktivieren Sie das Kontrollkastchen Hintergrund Deduplizierung.

(o2}

. Wahlen Sie eine der folgenden Methoden zur Deduplizierung:

Deduplizierung lauft... Dann...

Basierend auf einer Storage-Effizienzrichtlinie a. Stellen Sie sicher, dass die Option Policy
Based ausgewahlt ist.

b. Klicken Sie auf Wahlen und wahlen Sie dann
eine Storage-Effizienzrichtlinie aus.
c. Klicken Sie auf OK.

Bei Bedarf Wahlen Sie die Option On-Demand aus.

7. Aktivieren Sie das Kontrollkastchen Hintergrundkomprimierung, um die Hintergrundkomprimierung zu
aktivieren.
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Es ist nicht moéglich, die Hintergrund-Komprimierung fiir ein Volume zu aktivieren, das sich in einem
Aggregat mit All-Flash-optimierter Personlichkeit befindet.

8. Aktivieren Sie das Kontrollkastchen Inline Compression, um Daten zu komprimieren, wahrend sie auf das
Volume geschrieben werden.

Die Inline-Komprimierung ist standardmaf3ig auf Volumes aktiviert, die in einem Aggregat mit All-Flash-
optimierter Personlichkeit enthalten sind.

9. Aktivieren Sie das Kontrollkastchen Inline-Deduplizierung, um die Deduplizierung auszufiihren, bevor
Daten auf die Festplatte geschrieben werden.

Die Inline-Deduplizierung ist standardmafig auf Volumes aktiviert, die in einem Aggregat mit All-Flash-
optimierter Personlichkeit enthalten sind.

10. Klicken Sie auf Speichern und SchlieRen.
Verwandte Informationen

Fenster Volumes

Andern Sie den Deduplizierungszeitplan mit dem System Manager — ONTAP 9.7 und friither

Mit ONTAP System Manager classic (verfugbar in ONTAP 9.7 und alteren Versionen)
konnen Sie den Deduplizierungszeitplan andern. Sie konnen die Deduplizierung manuell,
automatisch oder gemal} dem von lhnen angegebenen Zeitplan ausfuhren.

Schritte
1. Klicken Sie Auf Storage > Volumes.

Wahlen Sie im Dropdown-Ment im Feld SVM die Option Alle SVMs aus.
Wahlen Sie das Lese-/Schreib-Volume aus, fir das Sie den Deduplizierungszeitplan andern méchten.
Klicken Sie auf Bearbeiten und dann auf die Registerkarte Storage Efficiency.

Sie kénnen den Deduplizierungszeitplan je nach Bedarf andern.

o o &~ w0 D

Klicken Sie auf Speichern und Schliefen.
Verwandte Informationen

Fenster Volumes

Fuhren Sie Deduplizierungsvorgange mit System Manager - ONTAP 9.7 und einer friilheren Version
durch

Mit ONTAP System Manager Classic (verflugbar ab ONTAP 9.7) kann die Deduplizierung
unmittelbar nach der Erstellung eines FlexVol Volumes oder nach einer festgelegten Zeit
durchgeflhrt werden.

Bevor Sie beginnen
* Die Deduplizierung muss auf dem Volume aktiviert sein.

* Das Volume muss online sein und angehangt sein.

Uber diese Aufgabe
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Die Deduplizierung ist ein Hintergrundprozess, der wahrend des Betriebs Systemressourcen verbraucht. Somit
kénnen auch andere laufende Vorgange beeintrachtigt werden. Sie missen die Deduplizierung abbrechen,
bevor Sie einen anderen Vorgang durchflihren kénnen.

Schritte
1. Klicken Sie Auf Storage > Volumes.

. Wahlen Sie im Dropdown-Menu im Feld SVM die Option Alle SVMs aus.

2
3. Wahlen Sie das Volume aus, fur das die Deduplizierung ausgefuhrt werden soll.
4. Klicken Sie Auf Mehr Aktionen > Storage-Effizienz.

5

. Wenn Sie die Deduplizierung auf dem Volume zum ersten Mal ausfiihren, fihren Sie die Deduplizierung fur
die gesamten Volume-Daten durch, indem Sie im Dialogfeld Storage-Effizienz gesamtes Volume
scannen auswahlen.

6. Klicken Sie Auf Start.
7. Sehen Sie sich die Details zum Deduplizierungsvorgang im Fenster Volumes auf der Registerkarte
Storage Efficiency an.

Verwandte Informationen

Fenster Volumes

Verschieben Sie FlexVol Volumes zwischen Aggregaten oder Nodes mit System Manager - ONTAP 9.7
und frither

Mit ONTAP System Manager Classic (verfugbar in ONTAP 9.7 und friher) kdnnen Sie ein
FlexVol Volume unterbrechungsfrei auf ein anderes Aggregat oder einen anderen Node
verschieben, um lhre Kapazitatsauslastung und Performance zu verbessern.

Bevor Sie beginnen

Wenn Sie ein DP-Volume (Data Protection) verschieben, miissen die Beziehungen der
Datensicherungsspiegelung initialisiert werden, bevor Sie das Volume verschieben.

Uber diese Aufgabe
Sie kdnnen SnapLock Volumes nicht zwischen Aggregaten und Nodes verschieben.

Schritte
1. Klicken Sie Auf Storage > Volumes.

2. Wahlen Sie im Dropdown-Ment im Feld SVM die Option Alle SVMs aus.
3. Wahlen Sie das Volume aus, das Sie verschieben mochten.

4. Klicken Sie Auf Mehr Aktionen > Verschieben.
5

. Wahlen Sie im Dialogfeld Move Volume das Zielaggregat oder den Knoten fiir das Volume aus, und
andern Sie dann die Tiering Policy.
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o Sie kdnnen die Tiering-Richtlinie eines Root-Volumes nicht andern.

o Sie kdnnen das Root-Medium nicht zu FabricPool verschieben.

o FUr Lese-/Schreib-Volumen, kénnen Sie die Tiering-Politik als ,Backup“ wahrend der
Volume-Verschiebung einstellen.

@ Die Tiering-Politik &ndert sich auf ,nur Snapshot* nach der Verschiebung.

o Werte flr Kapazitats-Tiers, die in der ,Used After Move® sowohl im Quellaggregat als
auch im Zielaggregat angezeigt werden, sind geschatzte Werte.

Um die genauen Werte zu erreichen, missen Sie zum Aggregat-Fenster navigieren und
die Details zu einem bestimmten Aggregat anzeigen.

6. Klicken Sie Auf Verschieben.

Manuelles Auslosen der Umstellung fiir die Volume-Verschiebung

Bei einer Verschiebung eines Volumes kénnen Sie mit System Manager die Umstellung manuell ausldsen,
wenn das Volume in die verzdgerten Umstellungsphase eintritt. Sie kdnnen die Dauer der Umstellung und die
vom System zu ergreifende Umstellungsaktion festlegen, wenn der Vorgang innerhalb dieser Dauer ausfallt.

Schritte
1. Klicken Sie auf Storage > SVMs.

Wahlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.

Klicken Sie auf die Registerkarte Volumes.

Erweitern Sie das Volume, fir das die Volume-Verschiebung initiiert wurde.

Klicken Sie auf den Link Mehr Details anzeigen, um weitere Informationen zum Volume anzuzeigen.
Klicken Sie auf der Registerkarte Ubersicht auf Umstellung.

Klicken Sie im Dialogfeld Umstellung auf Erweiterte Optionen.

Optional: Geben Sie die Umstellungsaktion und den Umstellungszeitraum an.

Klicken Sie auf OK.

© © N o g &~ WD

Volumes Storage-QoS mit System Manager - ONTAP 9.7 und friiher zuweisen

Mit ONTAP System Manager Classic (verfugbar ab ONTAP 9.7) wird der Durchsatz von
FlexVol Volumes und FlexGroup Volumes begrenzt, indem diese den Richtliniengruppen
fur Storage Quality of Service (QoS) zugewiesen werden. Sie kdnnen Storage-QoS fur
neue Volumes zuweisen oder die Storage-QoS-Details fur die Volumes andern, die einer
Richtliniengruppe bereits uber System Manager zugewiesen sind.

Uber diese Aufgabe
» Storage-QoS kann nur Lese-/Schreib-Volumes (rw) zugewiesen werden, die online sind.

+ Sie kdnnen einem Volume keine Storage-QoS zuweisen, wenn einer Richtliniengruppe die folgenden
Storage-Objekte zugewiesen sind:

- Ubergeordnete Storage Virtual Machine (SVM) des Volume

o Untergeordnete LUNs des Volume

215



o Untergeordnete Dateien des Volume

Sie kdnnen Storage-QoS zuweisen oder QoS-Details fir maximal 10 Volumes gleichzeitig andern.

Schritte

1.

2
3
4.
5
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Klicken Sie Auf Storage > Volumes.

. Wahlen Sie im Dropdown-Menu im Feld SVM die Option Alle SVMs aus.

. Wahlen Sie ein oder mehrere Volumes aus, fir die Sie Storage-QoS zuweisen mdchten.

Klicken Sie auf Mehr Aktionen > Storage QoS.

. Aktivieren Sie im Dialogfeld Quality of Service Details das Kontrollkdstchen Storage Quality of Service

verwalten, wenn Sie die Workload-Performance des FlexVol-Volumes managen mochten.

Wenn einige der ausgewahlten Volumes bereits einer Richtliniengruppe zugewiesen sind, kénnen die
vorgenommenen Anderungen sich auf die Performance dieser Volumes auswirken.

Erstellung einer neuen Storage-QoS-Richtliniengruppe oder Auswahl einer vorhandenen Richtliniengruppe
zur Steuerung der 1/O-Performance (Input/Output) des FlexVol Volumes:



lhr Ziel ist

Erstellen Sie eine neue Richtliniengruppe

Tun Sie das...
a. Wahlen Sie Neue Richtliniengruppe.

b. Geben Sie den Namen der Richtliniengruppe
an.

c. Geben Sie die minimale Durchsatzbegrenzung
an.

o In System Manager 9.5 kdnnen Sie die
Durchsatzbegrenzung nur auf Performance-
basierten All Flash-optimierten Systemen
festlegen. In System Manager 9.6 kdnnen
Sie daruber hinaus das Mindestdurchsatz-
Limit fir ONTAP Select Premium-Systeme
festlegen.

o Sie kdnnen das Mindestdurchsatz fir
Volumes nicht auf einem FabricPool-fahigen
Aggregat festlegen.

o Wenn Sie den Mindestdurchsatzwert nicht
angeben oder der Mindestdurchsatzwert auf
0 gesetzt ist, wird ,Keine" automatisch als
Wert angezeigt.

Bei diesem Wert wird die Grof}-
/Kleinschreibung beachtet.

d. Geben Sie das maximale Durchsatzlimit an, um
zu verhindern, dass die Workloads der Objekte
in der Richtliniengruppe das angegebene
Durchsatzlimit Gberschreiten.

> Die minimale Durchsatzbegrenzung und die
maximale Durchsatzbegrenzung muassen
vom selben Einheitstyp sein.

o Wenn Sie das minimale Durchsatzlimit nicht
angeben, kdnnen Sie die maximale
Durchsatzbegrenzung fir IOPS, B/s, KB/s,
MB/s usw. festlegen.

o Wenn Sie den maximalen Durchsatzwert
nicht angeben, wird ,Unlimited"
automatisch als Wert angezeigt.

Bei diesem Wert wird die Grol3-
/Kleinschreibung beachtet. Die angegebene
Einheit hat keinen Einfluss auf den
maximalen Durchsatz.
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lhr Ziel ist

Wahlen Sie eine vorhandene Richtliniengruppe aus

Tun Sie das...

a. Wahlen Sie vorhandene Richtliniengruppe

aus, und klicken Sie dann auf Auswahlen, um
eine vorhandene Richtliniengruppe im
Dialogfeld Richtliniengruppe auswahlen
auszuwahlen.

. Geben Sie die minimale Durchsatzbegrenzung

an.

° In System Manager 9.5 kdnnen Sie die
Durchsatzbegrenzung nur auf Performance-
basierten All Flash-optimierten Systemen
festlegen. In System Manager 9.6 kdnnen
Sie daruber hinaus das Mindestdurchsatz-
Limit fir ONTAP Select Premium-Systeme
festlegen.

> Sie kénnen das Mindestdurchsatz fur
Volumes nicht auf einem FabricPool-fahigen
Aggregat festlegen.

o Wenn Sie den Mindestdurchsatzwert nicht
angeben oder der Mindestdurchsatzwert auf
0 gesetzt ist, wird ,Keine" automatisch als
Wert angezeigt.

Bei diesem Wert wird die Grol3-
/Kleinschreibung beachtet.

c. Geben Sie das maximale Durchsatzlimit an, um

zu verhindern, dass die Workloads der Objekte
in der Richtliniengruppe das angegebene
Durchsatzlimit Gberschreiten.

o Die minimale Durchsatzbegrenzung und die
maximale Durchsatzbegrenzung missen
vom selben Einheitstyp sein.

> Wenn Sie das minimale Durchsatzlimit nicht
angeben, kénnen Sie die maximale
Durchsatzbegrenzung fiir IOPS, B/s, KB/s,
MB/s usw. festlegen.

o Wenn Sie den maximalen Durchsatzwert
nicht angeben, wird ,Unlimited"
automatisch als Wert angezeigt.

Bei diesem Wert wird die Grol3-
/Kleinschreibung beachtet. Die angegebene
Einheit hat keinen Einfluss auf den
maximalen Durchsatz.

Wenn die Richtliniengruppe mehr als einem
Objekt zugewiesen ist, wird der maximale
Durchsatz, den Sie angeben, von den Objekten
gemeinsam genutzt.



7. Optional: Klicken Sie auf den Link, der die Anzahl der Volumes angibt, wenn Sie die Liste der

ausgewahlten Volumes Uberpriifen méchten, und klicken Sie dann auf Ausweis, wenn Sie Volumes aus

der Liste entfernen mochten.
Der Link wird nur angezeigt, wenn mehrere Volumes ausgewabhlt sind.

8. Klicken Sie auf OK.

Erstellen einer Spiegelbeziehung von einer Quell-SVM mit System Manager - ONTAP 9.7 und friiher
Mit ONTAP System Manager Classic (verfugbar in ONTAP 9.7 und friher) kdnnen Sie

eine Spiegelbeziehung aus der Quell-Storage Virtual Machine (SVM) erstellen und einer
Spiegelrichtlinie und einem Zeitplan fur die Spiegelbeziehung zuordnen. Die Spiegelkopie
ermoglicht eine rasche Verfugbarkeit von Daten, wenn die Daten auf dem Quell-Volume

beschadigt oder verloren gehen.

Bevor Sie beginnen
* Die SnapMirror Lizenz muss auf dem Quell-Cluster und dem Ziel-Cluster aktiviert sein.

> Bei einigen Plattformen ist es nicht erforderlich, dass die SnapMirror Lizenz fur das

Quell-Cluster aktiviert ist, wenn auf dem Ziel-Cluster die SnapMirror Lizenz und die Data

@ Protection Optimization \(DPO\)-Lizenz aktiviert sind.

o Nachdem die DPO-Lizenz auf dem Ziel-Cluster aktiviert ist, missen Sie den Browser
des Quell-Clusters aktualisieren, um die zu aktivieren Protect Option.

» Bei der Spiegelung eines SnapLock Volumes muss die SnapMirror Lizenz sowohl auf dem Quell- als auch
auf dem Ziel-Cluster installiert werden. Zudem muss die SnaplLock Lizenz auf dem Ziel-Cluster installiert

sein.

» Das Quell-Cluster und das Ziel-Cluster sowie die Quell-SVM und Ziel-SVM mussen eine gesunde Peer-

Beziehung aufweisen.
» Das Zielaggregat muss uber Platz verfiigen.
* FlexVol Volumes miissen sich online und vom Typ Lese-/Schreibzugriff enthalten.
* Der SnapLock-Aggregattyp muss auf beiden Clustern identisch sein.

* In einer Auswahl kdnnen maximal 25 Volumes geschutzt werden.

* Wenn Sie eine Verbindung von einem Cluster herstellen, auf dem ONTAP 9.2 oder friher ausgefuhrt wird,

zu einem Remote-Cluster herstellen, auf dem die SAML-Authentifizierung (Security Assertion Markup

Language) aktiviert ist, muss die passwortbasierte Authentifizierung auf dem Remote-Cluster aktiviert sein.

Uber diese Aufgabe
« System Manager unterstitzt keine Kaskadenbeziehung.

Beispielsweise kann ein Ziel-Volume in einer Beziehung nicht das Quell-Volume in einer anderen
Beziehung sein.

+ Sie kdnnen eine gespiegelte Beziehung zwischen SnapLock-Volumes vom gleichen Typ nur erstellen.

Wenn das Quell-Volume beispielsweise ein SnapLock Enterprise Volume ist, muss das Ziel-Volume auch

ein SnapLock Enterprise Volume sein.
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» Wenn die Verschlisselung auf dem Quell-Volume aktiviert ist und auf dem Ziel-Cluster eine altere Version
der ONTAP Software als ONTAP 9.3 ausgefihrt wird, wird die Verschlisselung auf dem Ziel-Volume
standardmaRig deaktiviert.

* SVMs, die nur fur FlexCache-Applikationen Peering-Berechtigungen besitzen und keine Peering-
Berechtigungen fir SnapMirror-Applikationen besitzen, werden in der Liste der SVMs dieser Aufgabe nicht
angezeigt. Sie konnen den erweiterten Peering-Workflow von ONTAP System Manager 9.6 verwenden, um
diese SVMs zu bewilligung oder Peer-to-en zu erhalten. Sie kdnnen diese dann in dieser Aufgabe
auswahlen, um eine Schutzbeziehung zu erstellen.

Schritte
1. Klicken Sie Auf Storage > Volumes.

2. Wahlen Sie im Dropdown-Menl im Feld SVM die Option Alle SVMs aus.

3. Wahlen Sie die Volumes aus, fur die Sie Spiegelbeziehungen erstellen méchten, und klicken Sie dann auf
Mehr Aktionen > Schiitzen.

Die Option protect ist nur fir Lese-/Schreibvolumen verfugbar.

4. Wahlen Sie den Typ Replikation aus:

Wenn Sie den Replikationstyp ausgewahit haben Tun Sie das...
als...

Asynchron a. Optional: Wenn Sie den Replikationstyp und
den Beziehungstyp nicht kennen, klicken Sie
auf Hilfe Auswahlen, legen Sie die Werte fest
und klicken Sie dann auf Anwenden.

b. Wahlen Sie den Beziehungstyp aus.

Der Beziehungstyp kann gespiegelt, Vault, auch
gespiegelt und Vault sein.

c. Wahlen Sie ein Cluster und eine SVM aus.

Wenn auf dem ausgewahlten Cluster eine
Version der ONTAP Software vor ONTAP 9.3
ausgefihrt wird, werden nur Peering SVMs
aufgelistet. Wenn auf dem ausgewahlten
Cluster ONTAP 9.3 oder hoher ausgefiihrt wird,
werden die Peering SVMs und zulassige SVMs
aufgelistet.

d. Andern Sie das Suffix des Volume-Namens,
falls erforderlich.
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Wenn Sie den Replikationstyp ausgewahlt haben Tun Sie das...
als...

Synchron a. Optional: Wenn Sie den Replikationstyp und
den Beziehungstyp nicht kennen, klicken Sie
auf Hilfe Auswahlen, legen Sie die Werte fest
und klicken Sie dann auf Anwenden.

b. Wahlen Sie die Synchronisierungsrichtlinie aus.

Die Synchronisierungsrichtlinie kann StrictSync
oder Sync lauten.

c. Wahlen Sie ein Cluster und eine SVM aus.

Wenn auf dem ausgewahlten Cluster eine
Version der ONTAP Software vor ONTAP 9.3
ausgefihrt wird, werden nur Peering SVMs
aufgelistet. Wenn auf dem ausgewahlten
Cluster ONTAP 9.3 oder hoher ausgefiihrt wird,
werden die Peering SVMs und zulassige SVMs
aufgelistet.

d. Andern Sie das Suffix des Volume-Namens,
falls erforderlich.

5. Klicken Sie Auf £, aktualisieren Sie die Schutzpolitik und den Schutzzeitplan, wahlen Sie FabricPool-
fahiges Aggregat aus, und initialisieren Sie dann die Schutzbeziehung.

6. Klicken Sie Auf Speichern.

Ergebnisse
Ein neues Zielvolume vom Typ dp wird mit den folgenden Standardeinstellungen erstellt:

« Autogrow ist aktiviert.
* Die Komprimierung ist deaktiviert.

» Das Sprachattribut ist auf das Sprachattribut des Quellvolumens eingestellt.

Wenn sich das Ziel-FlexVol-Volume auf einer anderen SVM als das Quell-FlexVol-Volume befindet, wird
zwischen den beiden SVMs eine Peer-Beziehung erstellt, falls die Beziehung nicht bereits vorhanden ist.

Zwischen dem Quell-Volume und dem Ziel-Volume wird eine Mirror-Beziehung erstellt. Die Basis-Snapshot-
Kopie wird an das Ziel-Volume Ubertragen, wenn Sie sich fiir die Initialisierung der Beziehung entschieden
haben.

Verwandte Informationen

Sicherungsfenster

Erstellen einer Vault-Beziehung von einer Quell-SVM mit System Manager - ONTAP 9.7 und friiher

Sie kdnnen ONTAP System Manager Classic (verfugbar in ONTAP 9.7 und friher)
verwenden, um eine Vault-Beziehung aus der Quell-Storage Virtual Machine (SVM) zu
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erstellen und eine Vault-Richtlinie zur Erstellung eines Backup Vault zuzuweisen. Im Falle
eines Datenverlustes oder einer Beschadigung auf einem System konnen gesicherte
Daten vom Backup-Vault-Ziel wiederhergestellt werden.

Bevor Sie beginnen

* Die SnapVault Lizenz oder die SnapMirror Lizenz muss sowohl auf dem Quell-Cluster als auch auf dem
Ziel-Cluster aktiviert sein.

o Bei einigen Plattformen ist es nicht erforderlich, dass die SnapVault Lizenz oder die
SnapMirror Lizenz fir das Quell-Cluster aktiviert ist, wenn die SnapVault Lizenz oder die
SnapMirror Lizenz auf dem Ziel-Cluster vorhanden ist und die Lizenz fir die Data
@ Protection Optimization \(DPO\) aktiviert ist.

o Nachdem die DPO-Lizenz auf dem Ziel-Cluster aktiviert ist, missen Sie den Browser
des Quell-Clusters aktualisieren, um die zu aktivieren Protect Option.

» Das Quell-Cluster und das Ziel-Cluster sowie die Quell-SVM und Ziel-SVM mussen eine gesunde Peer-
Beziehung aufweisen.

» Das Zielaggregat muss uber Platz verfugen.

» Das Quellaggregat und das Zielaggregat miissen 64-Bit-Aggregate sein.

* Eine Vault-Richtlinie (XDP) muss vorhanden sein.
Wenn keine Tresor-Richtlinie vorhanden ist, miissen Sie eine Vault-Richtlinie erstellen oder die
automatisch zugewiesene Standard-Vault-Richtlinie (XDPStandard) akzeptieren.

* FlexVol Volumes missen sich online und vom Typ Lese-/Schreibzugriff enthalten.

» Der SnapLock-Aggregattyp muss identisch sein.

* In einer Auswahl kdnnen maximal 25 Volumes geschutzt werden.

* Wenn Sie eine Verbindung von einem Cluster herstellen, auf dem ONTAP 9.2 oder friher ausgefiihrt wird,
zu einem Remote-Cluster herstellen, auf dem die SAML-Authentifizierung (Security Assertion Markup
Language) aktiviert ist, muss die passwortbasierte Authentifizierung auf dem Remote-Cluster aktiviert sein.

Uber diese Aufgabe
+ System Manager unterstitzt keine Kaskadenbeziehung.

Beispielsweise kann ein Ziel-Volume in einer Beziehung nicht das Quell-Volume in einer anderen
Beziehung sein.

 Sie kénnen eine SperrVault-Beziehung nur zwischen einem nicht-SnapLock (Primarvolume) und einem
SnapLock Ziel (sekundares) Volumen erstellen.

» Wenn die Verschlisselung auf dem Quell-Volume aktiviert ist und auf dem Ziel-Cluster eine altere Version
der ONTAP Software als ONTAP 9.3 ausgefiihrt wird, wird die Verschlisselung auf dem Ziel-Volume
standardmafig deaktiviert.

Schritte
1. Klicken Sie Auf Storage > Volumes.
2. Wahlen Sie im Dropdown-Ment im Feld SVM die Option Alle SVMs aus.

3. Wahlen Sie die Volumes aus, fiir die Sie Tresor-Beziehungen erstellen méchten, und klicken Sie dann auf
Mehr Aktionen > Schiitzen.
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Die Option protect ist nur fir Lese-/Schreibvolumen verfligbar.

4. Wahlen Sie den Typ Replikation aus:

Wenn Sie den Replikationstyp ausgewahlt haben Tun Sie das...

als...

Asynchron

Synchron

a. Optional: Wenn Sie den Replikationstyp und

den Beziehungstyp nicht kennen, klicken Sie
auf Hilfe Auswahlen, legen Sie die Werte fest
und klicken Sie dann auf Anwenden.

. Wahlen Sie den Beziehungstyp aus.

Der Beziehungstyp kann gespiegelt, Vault, auch
gespiegelt und Vault sein.

. Wahlen Sie ein Cluster und eine SVM aus.

Wenn auf dem ausgewahlten Cluster eine
Version der ONTAP Software vor ONTAP 9.3
ausgefuhrt wird, werden nur Peering SVMs
aufgelistet. Wenn auf dem ausgewahlten
Cluster ONTAP 9.3 oder hdher ausgefuhrt wird,
werden die Peering SVMs und zulassige SVMs
aufgelistet.

. Andern Sie das Suffix des Volume-Namens,

falls erforderlich.

. Optional: Wenn Sie den Replikationstyp und

den Beziehungstyp nicht kennen, klicken Sie
auf Hilfe Auswahlen, legen Sie die Werte fest
und klicken Sie dann auf Anwenden.

. Wahlen Sie die Synchronisierungsrichtlinie aus.

Die Synchronisierungsrichtlinie kann StrictSync
oder Sync lauten.

. Wahlen Sie ein Cluster und eine SVM aus.

Wenn auf dem ausgewahlten Cluster eine
Version der ONTAP Software vor ONTAP 9.3
ausgefuhrt wird, werden nur Peering SVMs
aufgelistet. Wenn auf dem ausgewahlten
Cluster ONTAP 9.3 oder hoher ausgefiihrt wird,
werden die Peering SVMs und zuladssige SVMs
aufgelistet.

. Andern Sie das Suffix des Volume-Namens,

falls erforderlich.

5. Klicken Sie Auf £¥, aktualisieren Sie die Sicherungsrichtlinie und den Sicherungszeitplan, aktivieren Sie die
SnaplLock-Eigenschaften auf dem Ziel-Volume, wahlen Sie ein FabricPool-fahiges Aggregat aus und
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initialisieren Sie dann die Sicherungsbeziehung.
6. Klicken Sie Auf Speichern.

Verwandte Informationen

Sicherungsfenster

Erstellen einer Spiegelungs- und Vault-Beziehung von einer Quell-SVM mit System Manager - ONTAP
9.7 und fruher

Sie konnen ONTAP System Manager Classic (verfugbar in ONTAP 9.7 und fruher)
verwenden, um eine Mirror- und Vault-Beziehung zwischen der Storage Virtual Machine
(SVM) des Quell-Storage zu erstellen. Durch die Erstellung dieser Beziehung schutzen
Sie Ihre Daten besser, indem Sie in regelmafigen Abstanden Daten vom Quell-Volume
auf das Ziel-Volume Ubertragen. Dieses Verhaltnis ermdglicht es Ihnen auch, Daten fur
lange Zeitraume aufzubewahren, indem Backups des Quell-Volume erstellt werden.

Bevor Sie beginnen
» Auf dem Quellcluster muss ONTAP 8.3.2 oder héher ausgefuhrt werden.

 Die SnapMirror Lizenz muss auf dem Quell-Cluster und dem Ziel-Cluster aktiviert sein.

> Bei einigen Plattformen ist es nicht erforderlich, dass die SnapMirror Lizenz fir das
Quell-Cluster aktiviert ist, wenn auf dem Ziel-Cluster die SnapMirror Lizenz und die Data
@ Protection Optimization \(DPO\)-Lizenz aktiviert sind.

o Nachdem die DPO-Lizenz auf dem Ziel-Cluster aktiviert ist, miissen Sie den Browser
des Quell-Clusters aktualisieren, um die zu aktivieren Protect Option.

» Das Quell-Cluster und das Ziel-Cluster missen sich in einer gesunden Peer-Beziehung befinden.

* Die Quell-SVM und die Ziel-SVM missen sich in einer ordnungsgemafen Peer-Beziehung befinden.
Anderenfalls muss die Ziel-SVM eine Genehmigung flir einen Peer besitzen.

» Das Zielaggregat muss uber Platz verfiigen.

» Das Quellaggregat und das Zielaggregat missen 64-Bit-Aggregate sein.

* FlexVol Volumes missen sich online und vom Typ Lese-/Schreibzugriff enthalten.
* Der SnapLock-Aggregattyp muss identisch sein.

* In einer Auswahl kdnnen maximal 25 Volumes geschutzt werden.

» Wenn Sie eine Verbindung von einem Cluster herstellen, auf dem ONTAP 9.2 oder friher ausgefuhrt wird,
zu einem Remote-Cluster herstellen, auf dem die SAML-Authentifizierung (Security Assertion Markup
Language) aktiviert ist, muss die passwortbasierte Authentifizierung auf dem Remote-Cluster aktiviert sein.

Uber diese Aufgabe
» System Manager unterstitzt keine Kaskadenbeziehung.

Beispielsweise kann ein Ziel-Volume in einer Beziehung nicht das Quell-Volume in einer anderen
Beziehung sein.

» Wenn die Verschlisselung auf dem Quell-Volume aktiviert ist und auf dem Ziel-Cluster eine altere Version

der ONTAP Software als ONTAP 9.3 ausgefuhrt wird, wird die Verschlisselung auf dem Ziel-Volume
standardmaRig deaktiviert.
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* SVMs, die nur fur FlexCache-Applikationen Peering durchgefiihrt werden und keine
PermissionenflirSnapMirror-Applikationen vorhanden sind, werden in der Liste der SVMs dieser Aufgabe
nicht aufgeflihrt. Sie kdnnen den erweiterten Peering-Workflow von ONTAP System Manager 9.6
verwenden, um diese SVMs zu bewilligung oder Peer-to-en zu erhalten. Sie kdnnen diese dann in dieser
Aufgabe auswahlen, um eine Schutzbeziehung zu erstellen.

Schritte

1.
2.
3.

Klicken Sie Auf Storage > Volumes.

Wahlen Sie im Dropdown-Menti im Feld SVM die Option Alle SVMs aus.

Wahlen Sie die Volumes aus, fiir die Sie Mirror- und Vault-Beziehungen erstellen mochten, und klicken Sie

dann auf More Actions > Protect.

Die Option protect ist nur fir Lese-/Schreibvolumen verfligbar.

Wahlen Sie den Typ Replikation aus:

Wenn Sie den Replikationstyp ausgewahlit haben Tun Sie das...

als...

Asynchron

a. Optional: Wenn Sie den Replikationstyp und

den Beziehungstyp nicht kennen, klicken Sie
auf Hilfe Auswahlen, legen Sie die Werte fest
und klicken Sie dann auf Anwenden.

. Wahlen Sie den Beziehungstyp aus.

Der Beziehungstyp kann gespiegelt, Vault, auch
gespiegelt und Vault sein.

. Wahlen Sie ein Cluster und eine SVM aus.

Wenn auf dem ausgewahlten Cluster eine
Version der ONTAP Software vor ONTAP 9.3
ausgefiuhrt wird, werden nur Peering SVMs
aufgelistet. Wenn auf dem ausgewahlten
Cluster ONTAP 9.3 oder hdher ausgefihrt wird,
werden die Peering SVMs und zulassige SVMs
aufgelistet.

. Andern Sie das Suffix des Volume-Namens,

falls erforderlich.
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Wenn Sie den Replikationstyp ausgewahlt haben Tun Sie das...

als...

Synchron

a. Optional: Wenn Sie den Replikationstyp und

den Beziehungstyp nicht kennen, klicken Sie
auf Hilfe Auswahlen, legen Sie die Werte fest
und klicken Sie dann auf Anwenden.

. Wahlen Sie die Synchronisierungsrichtlinie aus.

Die Synchronisierungsrichtlinie kann StrictSync
oder Sync lauten.

. Wahlen Sie ein Cluster und eine SVM aus.

Wenn auf dem ausgewahlten Cluster eine
Version der ONTAP Software vor ONTAP 9.3
ausgefihrt wird, werden nur Peering SVMs
aufgelistet. Wenn auf dem ausgewahlten
Cluster ONTAP 9.3 oder hoher ausgefiihrt wird,
werden die Peering SVMs und zulassige SVMs
aufgelistet.

. Andern Sie das Suffix des Volume-Namens,

falls erforderlich.

5. Optional: Klicken Sie Auf £}, aktualisieren Sie die Schutzpolitik und den Schutzzeitplan, wahlen Sie

FabricPool-fahiges Aggregat aus, und initialisieren Sie dann die Schutzbeziehung.
6. Klicken Sie Auf Speichern.

Erstellen Sie einen NFS-Datastore fiir VMware mit System Manager - ONTAP 9.7 und frither

Sie kdnnen den Assistenten ,Create NFS Datastore for VMware® im ONTAP System
Manager Classic (verfugbar in ONTAP 9.7 und friher) verwenden, um einen NFS-
Datenspeicher fur VMware zu erstellen. Sie konnen ein Volume fur den NFS-
Datenspeicher erstellen und die ESX Server angeben, die auf den NFS-Datenspeicher

zugreifen kdnnen.

Bevor Sie beginnen
Der NFS-Service muss lizenziert sein.

Schritte

1.
2.
3.
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Klicken Sie Auf Storage > Volumes.
Wabhlen Sie im Dropdown-Menu im Feld SVM die Option Alle SVMs aus.

Wabhlen Sie das Volume aus und klicken Sie dann auf Weitere Aktionen > Bereitstellung von Speicher
fiir VMware.

Geben Sie im Assistenten Create NFS Datastore for VMware Informationen ein oder wahlen Sie diese
aus.

. Bestatigen Sie die Details und klicken Sie dann auf Fertig stellen, um den Assistenten abzuschlieRen.



Andern Sie die Tiering-Richtlinie eines Volumes mit System Manager - ONTAP 9.7 und friiher

Mit ONTAP System Manager Classic (verfugbar ab ONTAP 9.7) kdnnen Sie die
Standard-Tiering-Richtlinie eines Volumes andern, um zu steuern, ob die Daten des
Volumes in den Cloud-Tier verschoben werden, wenn die Daten inaktiv sind.

Schritte
1. Klicken Sie Auf Storage > Volumes.

2. Wahlen Sie im Dropdown-Menl im Feld SVM die Option Alle SVMs aus.

3. Wahlen Sie das Volume aus, flr das Sie die Tiering Policy andern méchten, und klicken Sie dann auf Mehr
Aktionen > Tiering Policy andern.

4. Wahlen Sie die gewlinschte Tiering Policy aus der Liste Tiering Policy aus und klicken Sie dann auf
Speichern.

Erstellen Sie FlexGroup Volumes mit System Manager - ONTAP 9.7 und friiher

ONTAP System Manager Classic (verfluigbar in ONTAP 9.7 und friher) zur Erstellung
eines FlexGroup-Volumes konnen Sie verwenden, indem Sie spezielle Aggregate
auswahlen oder systemempfohlene Aggregate auswahlen. Ein FlexGroup Volume kann
viele Volumes enthalten, die statt einzeln als Gruppe verwaltet werden kdénnen.

Uber diese Aufgabe
* Sie kdnnen nur Lese-/Schreib-FlexGroup-Volumes erstellen.

* Ab System Manager 9.6 kénnen Sie FlexGroup Volumes in einer MetroCluster Konfiguration erstellen.

Schritte
1. Klicken Sie Auf Storage > Volumes.

2. Klicken Sie auf Erstellen > FlexGroup erstellen.

3. Geben Sie im Fenster Create FlexGroup einen Namen fir das FlexGroup-Volume an.
Die Aggregate werden standardmaRig nach den Best Practices ausgewahlt.
4. Klicken Sie auf die SchaltflacheVolume Encryption, um die Verschlisselung fir das Volume zu aktivieren.

Diese Option ist nur verfiigbar, wenn Sie die Volume Encryption-Lizenz aktiviert haben und wenn die
entsprechende Plattform Verschlisselung untersttitzt.

Die Aktivierung der Volume-Verschlisselung kann die Volume-ibergreifende Storage-Effizienz
beeintrachtigen, wenn die ausgewahlten Aggregate verschlusselt sind.

5. Geben Sie eine GrolRe fir das FlexGroup-Volume an.
@ Sie mussen auch die MalReinheiten angeben.

6. Aktivieren Sie die Umschalttaste FabricPool, um FabricPool-Aggregate im FlexGroup-Volume zu
verwenden.

> Wenn Sie FabricPool aktivieren, konnen Sie die Tiering Policy aus den folgenden Optionen im
Dropdown-Meni auswahlen:
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* Nur Snapshot
Verschiebt die Snapshot-Kopien nur von Volumes, auf die derzeit nicht vom aktiven Dateisystem
verwiesen wird. Eine Richtlinie, die nur Snapshots enthalt, ist die standardmaRige Tiering-
Richtlinie.

= Auto

Verschiebt die inaktiven (kalten) Daten und Snapshot Kopien vom aktiven Filesystem auf die
Cloud-Tier.

= Backup (fiir System Manager 9.5)

Die neu zu Ubertragenden Daten eines Datensicherungs-Volumes werden in die Cloud-Tier
verschoben.

= Alle (beginnend mit System Manager 9.6)
Alle Daten werden auf die Cloud-Tier verschoben.
= Keine
Verhindert, dass Daten auf dem Volume in eine Cloud-Tier verschoben werden

° Wenn Sie FabricPool an der Position ,not enabled” belassen, sind nur nicht-FabricPool-Aggregate
in das erstellte FlexGroup Volume enthalten und die Tiering-Policy auf ,None"“ gesetzt.

o Wenn in der SVM keine FabricPool-Aggregate vorhanden sind, wird FabricPool in der Position ,nicht
aktiviert® angezeigt und kann nicht geandert werden.

> Wenn in der SVM nur FabricPool-Aggregate vorhanden sind, wird die FabricPool-Schaltflache in der
Position ,aktiviert* angezeigt und kann nicht geandert werden.

. Wenn Sie bestimmte Aggregate angeben méchten, klicken Sie auf £ (erweiterte Optionen).

Die Aggregate, die mit dem erstellten FlexGroup-Volume verbunden sind, werden standardmafig gemaf
den Best Practices ausgewanhlt. Sie werden neben dem Label Aggregates angezeigt.

Flhren Sie im Abschnitt Schutz die folgenden Aktionen durch:
a. Aktivieren Sie die Option Lautstarkeschutz.

b. Wahlen Sie den Typ Replikation aus.
@ Der Replikationstyp Synchron wird flr FlexGroup-Volumes nicht unterstitzt.

c. Klicken Sie auf Hilfe Auswahlen, wenn Sie den Replikationstyp und den Beziehungstyp nicht kennen.

= Geben Sie die Werte an und klicken Sie auf Anwenden.

Der Replikationstyp und der Beziehungstyp werden automatisch auf Grundlage der angegebenen
Werte ausgewahlt.

d. Wahlen Sie den Beziehungstyp aus.
Die Beziehungstypen kdnnen gespiegelt, Vault oder auch gespiegelt und Vault sein.

e. Wahlen Sie ein Cluster und eine SVM fur das Ziel-Volume aus.



9.

Wenn auf dem ausgewahlten Cluster eine Version der ONTAP Software vor ONTAP 9.3 ausgefuhrt
wird, werden nur Peering SVMs aufgelistet. Wenn auf dem ausgewahlten Cluster ONTAP 9.3 oder
hoéher ausgeflihrt wird, werden die Peering SVMs und zuldssige SVMs aufgelistet.

f. Andern Sie das Suffix fiir den Volume-Namen nach Bedarf.

Klicken Sie auf Erstellen, um das FlexGroup Volume zu erstellen.

Verwandte Informationen

Fenster Volumes

Zeigen Sie Informationen zum FlexGroup Volume mit System Manager - ONTAP 9.7 und frither an

Mit ONTAP System Manager Classic (verfugbar in ONTAP 9.7 und friher) kdnnen Sie
Informationen zu einem FlexGroup Volume anzeigen. Sie konnen eine grafische
Darstellung des zugewiesenen Speicherplatzes, des Sicherungsstatus und der
Performance eines FlexGroup Volume anzeigen.

Uber diese Aufgabe

Sie kénnen auch die fur das FlexGroup Volume verfliigbaren Snapshot Kopien, die
Datensicherungsbeziehungen fiir das FlexGroup Volume und die Kennzahlen zur durchschnittlichen
Performance, Metriken zur Lese-Performance und Schreib-Performance des FlexGroup Volumes sehen, die
auf Latenz, IOPS und Durchsatz basieren.

Schritte

1.
2.
3.

Klicken Sie Auf Storage > Volumes.
Wahlen Sie im Dropdown-Menu im Feld SVM die Option Alle SVMs aus.

Wahlen Sie in der angezeigten Liste der FlexGroup Volumes das FlexGroup-Volume aus, zu dem Sie
Informationen anzeigen méchten.

Es werden Informationen zum FlexGroup-Volume, den dem FlexGroup-Volume zugewiesenen
Speicherplatz, der Sicherungsstatus des FlexGroup Volume und die Performance-Informationen zum
FlexGroup Volume angezeigt.

. Klicken Sie auf den Link Mehr Details anzeigen, um weitere Informationen zum FlexGroup Volume

anzuzeigen.

Klicken Sie auf die Registerkarte Snapshot Kopien, um die Snapshot Kopien des FlexGroup Volumes
anzuzeigen.

Klicken Sie auf die Registerkarte Data Protection, um die Datensicherungsbeziehungen fiir das
FlexGroup-Volume anzuzeigen.

Klicken Sie auf die Registerkarte Storage Efficiency, um die Einstellungen zur Storage-Effizienz
anzuzeigen.

Klicken Sie auf die Registerkarte Performance, um die durchschnittlichen Performance-Metriken, Metriken
zur Lese-Performance und Metriken zur Schreib-Performance des FlexGroup Volumes anzuzeigen, die auf
Latenz, IOPS und Durchsatz basieren.

Verwandte Informationen

Fenster Volumes
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FlexGroup Volumes werden bearbeitet

Ab System Manager 9.6 kdnnen Sie die Eigenschaften eines vorhandenen FlexGroup-
Volumes bearbeiten.

Bevor Sie beginnen
Das FlexGroup Volume muss online sein.

Uber diese Aufgabe
FabricPool FlexGroup Volumes kdnnen unter folgenden Bedingungen erweitert werden:

 Ein FabricPool FlexGroup Volume kann nur mit FabricPool Aggregaten erweitert werden.

* Ein FlexGroup-Volume ohne FabricPool kann nur mit Aggregaten erweitert werden.

* Wenn das FlexGroup Volume eine Kombination aus FabricPool- und nicht-FabricPool-Volumes enthalt,
kann das FlexGroup Volume mit FabricPool- und anderen Aggregaten erweitert werden.

Schritte
1. Klicken Sie Auf Storage > Volumes.

2. Wahlen Sie im Dropdown-Ment im Feld SVM die Option Alle SVMs aus.
3. Wahlen Sie das FlexGroup-Volume aus, das Sie andern méchten, und klicken Sie auf Bearbeiten.

4. Optional: Wenn Sie das FlexGroup-Volume umbenennen mdchten, geben Sie den neuen Namen in das
Feld Name ein.

Ab System Manager 9.6 kdnnen Sie auch FlexGroup DP Volumes umbenennen.
5. Optional: Aktivieren Sie die Option verschliisselt, um die Verschlisselung fiir das Volume zu aktivieren.

Diese Option ist nur verfigbar, wenn Sie die Volume Encryption-Lizenz aktiviert haben und wenn die
entsprechende Plattform Verschllisselung untersttitzt.

6. Geben Sie den Prozentsatz der Snapshot Kopie-Reserve an.

7. Optional: Klicken Sie hier£t , um die FlexGroup-Lautstarkeeinstellungen zu andern. Siehe "Festlegen
erweiterter Optionen fUr ein FlexGroup-Volume".

8. Geben Sie die Grofie an, auf die die GroRe des FlexGroup Volume geandert werden soll.

StandardmaRig werden vorhandene Aggregate verwendet, um die Grofie des FlexGroup Volume zu
andern. Neben den GréRenfeldern wird die fiir das Volume zulassige Mindestgréflie angezeigt.

Wenn Sie das FlexGroup-Volume durch Hinzufiigen neuer Ressourcen erweitern méchten,
@ klicken Sie auf £ (erweiterte Optionen). Siehe "Festlegen erweiterter Optionen fur ein
FlexGroup-Volume".

9. Klicken Sie auf Speichern, um die Anderungen zu speichern.
Verwandte Informationen

Fenster Volumes
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Geben Sie erweiterte Optionen fiir ein FlexGroup Volume mit System Manager - ONTAP 9.7 und friiher
an

Wenn Sie ein FlexGroup-Volume erstellen, kdnnen Sie mit ONTAP System Manager
Classic (verfugbar in ONTAP 9.7 und fruher) Optionen festlegen, die mit dem FlexGroup-
Volume verknUpft werden sollen.

Schritte
1. Optional: Klicken Sie im Fenster Create FlexGroup auf die £ erweiterten Optionen.

Das Fenster Erweiterte Optionen wird angezeigt. Er enthalt Abschnitte (die Uberschriften in der linken
Spalte), in denen Sie verschiedene Optionen angeben kénnen.

2. Wahlen Sie im Abschnitt Allgemeine Details die Platzreservierung und den Sicherheitsstil aus und legen
Sie dann die UNIX-Berechtigung fir das Volume fest.

Sie sollten folgende Einschrankungen beachten:

> Die Option Reserve ist fiir FabricPool Aggregate nicht verfiigbar.

> Bei aktiviertem Thin Provisioning wird dem Volume von dem Aggregat nur dann Speicherplatz
zugewiesen, wenn Daten auf das Volume geschrieben werden.

> Bei All-Flash-optimierten Storage-Systemen ist Thin Provisioning standardmagig aktiviert, bei anderen
Storage-Systemen ist Thick Provisioning standardmaRig aktiviert.

3. Im Abschnitt Aggregate kdnnen Sie die Schaltflache Select Aggregate aktivieren, um die
Standardeinstellungen der Best Practices aulRer Kraft zu setzen und Ihre Auswahl aus einer Liste von
FabricPool-Aggregaten auszuwahlen.

4. Im Abschnitt optimize Space konnen Sie die Deduplizierung auf dem Volume aktivieren.
System Manager verwendet den standardmafigen Deduplizierungszeitplan. Falls die angegebene

Volume-Grole die fir eine Deduplizierung erforderliche Obergrenze Uberschreitet, wird das Volume erstellt
und die Deduplizierung nicht aktiviert.

Fir Systeme mit All-Flash-optimiertem Charakter, Inline-Komprimierung und auto Der
Deduplizierungszeitplan ist standardmafig aktiviert.

5. Geben Sie im Abschnitt QoS (Quality of Service) die Richtliniengruppe an, die die I1/0O-Performance
(Input/Output) des FlexGroup-Volumes steuert.

6. Klicken Sie auf Anwenden, um die Anderungen zu aktualisieren.

Andern Sie die GroBe von FlexGroup Volumes mit System Manager - ONTAP 9.7 und friiher

Mit ONTAP System Manager Classic (erhaltlich in ONTAP 9.7 und friher) kbnnen Sie die
GrolRe eines FlexGroup Volumes anpassen, indem Sie die GrolRe vorhandener
Ressourcen anpassen oder neue Ressourcen hinzufugen.

Bevor Sie beginnen

* Um die GroRe eines FlexGroup Volume zu andern, muss auf den vorhandenen Aggregaten ausreichend
freier Speicherplatz verflgbar sein.

* Um ein FlexGroup Volume zu erweitern, muss auf dem Aggregat ausreichend freier Speicherplatz
vorhanden sein, den Sie zur Erweiterung verwenden.
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Schritte
1. Klicken Sie Auf Storage > Volumes.

2. Wahlen Sie im Dropdown-Ment im Feld SVM die Option Alle SVMs aus.

3. Wahlen Sie das FlexGroup-Volumen aus, das Sie andern mdochten, und klicken Sie dann auf Mehr
Aktionen > GroRe.

4. Geben Sie im Fenster FlexGroup-Volume-GroRe andern die Grofke an, auf die Sie die Groe des
FlexGroup-Volumens andern mochten.

StandardmaRig werden vorhandene Aggregate verwendet, um die GréRe des FlexGroup Volume zu
andern. Ab System Manager 9.6 wird neben den Grélenfeldern die MindestgroRe fir das Volume
angezeigt.

@ Wenn Sie das FlexGroup-Volume durch Hinzufiigen neuer Ressourcen erweitern méchten,
klicken Sie auf £t (erweiterte Optionen).

5. Geben Sie den Prozentsatz der Snapshot Kopie-Reserve an.

6. Klicken Sie auf GroBe, um die Gro3e des FlexGroup-Volumens zu andern.
Verwandte Informationen

Fenster Volumes

Andern Sie den Status eines FlexGroup Volumes mit System Manager - ONTAP 9.7 und friiher

Sie kdnnen ONTAP System Manager Classic (verfugbar in ONTAP 9.7 und friher)
verwenden, um den Status eines FlexGroup Volume zu andern, wenn Sie ein FlexGroup
Volume offline schalten mdchten, ein FlexGroup Volume wieder online schalten oder den
Zugriff auf ein FlexGroup Volume einschranken méchten.

Uber diese Aufgabe
System Manager unterstiitzt das Management von FlexGroup Volumes nicht auf Komponentenebene.

Schritte
1. Klicken Sie Auf Storage > Volumes.
2. Wahlen Sie im Dropdown-Meni im Feld SVM die Option Alle SVMs aus.
3. Wahlen Sie das FlexGroup-Volume aus, flr das Sie den Status andern mdchten.

4. Klicken Sie auf Weitere Aktionen > Status dndern in und aktualisieren Sie dann den FlexGroup-Volume-
Status, indem Sie den gewtlinschten Status auswahlen.

Verwandte Informationen

Fenster Volumes

Loschen Sie FlexGroup Volumes mit System Manager - ONTAP 9.7 und friiher

Sie kdnnen ONTAP System Manager Classic (verfugbar ab ONTAP 9.7) verwenden, um
ein FlexGroup-Volume zu Idschen, wenn Sie das FlexGroup-Volume nicht mehr
benotigen.
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Bevor Sie beginnen
 Der Verbindungspfad des FlexGroup-Volumes muss abgehangt werden.

* Das FlexGroup Volume muss sich offline befinden.

Uber diese Aufgabe
System Manager unterstitzt nicht das zusammengehdrige Management von FlexGroup Volumes.

Schritte
1. Klicken Sie Auf Storage > Volumes.

2. Wahlen Sie im Dropdown-Ment im Feld SVM die Option Alle SVMs aus.

3. Wahlen Sie das FlexGroup-Volume aus, das Sie |Idschen mochten, und klicken Sie dann auf Loschen.

4. Aktivieren Sie das Bestatigungsfeld, und klicken Sie dann auf OK.
Verwandte Informationen

Fenster Volumes

FlexCache Volumes erstellen
Ab System Manager 9.6 kdnnen Sie ein FlexCache Volume erstellen.

Uber diese Aufgabe

Sie mussen Uber eine FlexCache Kapazitatslizenz verfigen, bevor Sie ein FlexCache Volume erstellen
kdnnen.

Schritte
1. Klicken Sie Auf Storage > Volumes.

2. Klicken Sie im Fenster Bande auf Erstellen > FlexCache.

Das Fenster FlexCache-Volume erstellen wird angezeigt.

3. Optional: die folgenden Felder im Bereich Ausgangsvolumen zeigen Werte fur das Ursprungsvolumen

an, fur das ein FlexCache-Volumen erstellt werden soll. Sie kdbnnen sie andern.

o Cluster: Verwenden Sie das Dropdown-Men(, um den Cluster auszuwahlen, der dem
Ursprungsvolumen zugeordnet ist.

o SVM: Verwenden Sie das Dropdown-Men(, um die SVM auszuwahlen, die das Ursprungs-Volume

enthalt.

Wenn Sie eine SVM auswahlen, die nicht Peered ist, aber Peer-to-Peer erlaubt ist, kdnnen Sie sie
explizit mit System Manager aufrufen.

o Lautstarke: Wahlen Sie mit dem Dropdown-Ment den Namen der Lautstarke aus, oder geben Sie den

Namen in das Feld ein.

4. Die folgenden Felder im Bereich FlexCache-Volumen zeigen Standardwerte flr das von lhnen erstellte

FlexCache-Volumen an. Sie kdnnen sie andern.

o SVM: Wahlen Sie Uber das Dropdown-Men( die SVM aus, in der Sie das FlexCache Volume erstellen

mochten. Wenn die FlexCache-Lizenzkapazitat voll oder fast voll ist, konnen Sie FlexCache-Lizenz

verwalten wahlen, um lhre Lizenz zu andern.

o Neuer Volumenname: Geben Sie einen Namen fur das FlexCache-Volume ein.
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o GroRe: Geben Sie die Grolke des FlexCache-Volumens einschliefdlich der Malkeinheiten an.

Das Feld GroRe wird zunachst standardmafig festgelegt. Die von lhnen angegebene Grofle darf die
lizenzierte Kapazitatsgrofe nicht Uberschreiten.

5. Klicken Sie auf Speichern, um das FlexCache-Volume zu erstellen.

Sie kdnnen zum Fenster Volumes zuriickkehren, um das FlexCache-Volume in der Liste der Volumes
anzuzeigen.

Verwandte Informationen

Fenster Volumes

Anzeigen von Informationen zu FlexCache-Volumes

Ab System Manager 9.6 konnen Sie Informationen zu einem FlexCache Volume
anzeigen. Sie konnen eine grafische Darstellung des zugewiesenen Speicherplatzes und
der Performance eines FlexCache Volume anzeigen.

Schritte
1. Klicken Sie Auf Storage > Volumes.
2. Wahlen Sie im Dropdown-Ment im Feld SVM die Option Alle SVMs aus.
3. Wahlen Sie in der angezeigten Liste der Volumes das FlexCache-Volume aus, zu dem Sie Informationen
anzeigen mochten.

In der Spalte Stil wird ,FlexCache* fir ein FlexCache-Volume angezeigt.

Wenn Sie eine Auswahl treffen, wird das Fenster Volume fiir das ausgewahlte FlexCache-Volume
angezeigt.

4. Zunéchst wird im Volume-Fenster die Registerkarte Ubersicht angezeigt. Klicken Sie auf die
Registerkarten, um weitere Details zum FlexCache Volume anzuzeigen:

Klicken Sie auf diese Registerkarte... So zeigen Sie die Details an:

Ubersicht Allgemeine Informationen zum FlexCache Volume,
zum dem FlexCache Volume zugewiesenen
Speicherplatz sowie Performance-Informationen
zum FlexCache Volume

» Storage-Effizienz* Die Storage-Effizienzeinstellungen des FlexCache
Volumes
Leistung Durchschnittliche Performance-Metriken,

Kennzahlen zur Lese-Performance und Schreib-
Performance des FlexCache Volume basierend auf
Latenz, IOPS und Durchsatz Auf’erdem wird der
Prozentsatz von Cache-Treffern oder Cache-
Fehlschlage angezeigt.
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5. Optional: Klicken Sie auf Weitere Aktionen, um zusatzliche Informationen anzuzeigen und Aktionen aus

den Auswahlmaoglichkeiten im Dropdown-Menu auszufiihren:

Aktion Beschreibung

Status andern Ermoglicht Ihnen das Andern des Status des

FlexCache Volume. Siehe "Andern des Status eines

FlexCache-Volumes".

Grolke Andern Ermoglicht Thnen die Anpassung der FlexCache
Volume-GroRe. Siehe "Andern der Grolke von
FlexCache Volumes".

Storage-Effizienz Ermaoglicht die Anpassung von Parametern zur

Verbesserung der Storage-Effizienz des FlexCache

Volumes.

Storage-QoS Ermdglicht die Anpassung der minimalen und
maximalen Storage-Limits fir das FlexCache-
Volume.

Rekeykey-Verschlisselung Ermoglicht das Zuriicksetzen des
Verschlisselungsschllssels (nur wenn Sie die
Verschlisselung auf dem Peer-Cluster aktiviert
haben, das das FlexCache-Volume enthalt)

FlexCache Volumes werden bearbeitet

Ab System Manager 9.6 kdnnen Sie die Eigenschaften eines vorhandenen FlexCache-
Volumes bearbeiten.

Schritte

1.
2.
3.

. Optional: Geben Sie einen neuen Namen fir den FlexCache-Datentrager in das Feld Lautstarke unter

8.

Klicken Sie Auf Storage > Volumes.
Wabhlen Sie im Dropdown-Menu im Feld SVM die Option Alle SVMs aus.

Wahlen Sie das FlexCache-Volume aus, das Sie andern mochten, und klicken Sie auf Bearbeiten.

FlexCache-Lautstarke ein.

Optional: Geben Sie im Feld GroRe unter FlexCache-Lautstarke eine neue Grofe flur das FlexCache-
Volumen ein, und wahlen Sie im Dropdown-Menu die Maleinheit aus.

Optional: Verschlisselung aktivieren oder deaktivieren.

Optional: Klicken Sie hier£s, um die erweiterten Einstellungen fir die FlexCache-Lautstarke zu andern.
Siehe "Festlegen erweiterter Optionen fir ein FlexCache-Volume".

Klicken Sie auf Speichern, um die Anderungen zu speichern.

Verwandte Informationen

Fenster Volumes
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Festlegen erweiterter Optionen fiir ein FlexCache-Volume

Ab System Manager 9.6 kénnen Sie bei der Bearbeitung eines FlexCache-Volumes die
erweiterten Optionen angeben, die Sie mit dem FlexCache-Volume verknupfen mochten.

Schritte

1. Optional: Klicken Sie im Fenster FlexCache Volume bearbeiten auf, £ um die erweiterten Optionen
anzugeben.

Das Fenster Erweiterte Optionen wird angezeigt. Er enthalt Abschnitte (die Uberschriften in der linken
Spalte), in denen Sie verschiedene Optionen angeben kénnen.
2. Optional: im Abschnitt Allgemeine Details konnen Sie die Berechtigungen fiir das Volume bearbeiten.

3. Im Abschnitt Aggregate kdnnen Sie die Umschalttaste * Aggregate* aktivieren, um die
Standardeinstellungen fiir Best Practices aulRer Kraft zu setzen und Ihre Auswahl aus einer Liste von
Aggregaten auszuwahlen.

4. Im Abschnitt Storage-Effizienz kdnnen Sie die Komprimierung und Deduplizierung auf dem Volume
aktivieren.

Die Deduplizierung ist fir FlexCache Volumes standardmaRig nicht aktiviert. System Manager verwendet
den standardméafigen Deduplizierungszeitplan, wenn die angegebene Volume-Grofie den bei der
Deduplizierung erforderlichen Grenzwert Uberschreitet.

5. Klicken Sie auf Anwenden, um die Anderungen zu aktualisieren.

Andern der GroRe von FlexCache Volumes

Ab System Manager 9.6 kdnnen Sie die Grolie eines FlexCache Volumes andern, indem
Sie die Grofle vorhandener Ressourcen anpassen oder neue Ressourcen hinzufugen.

Bevor Sie beginnen

* Um die GroRRe eines FlexCache Volume zu andern, muss auf den vorhandenen Aggregaten ausreichend
freier Speicherplatz verfiigbar sein.

* Um ein FlexCache Volume zu erweitern, muss auf dem Aggregat ausreichend freier Speicherplatz
vorhanden sein, den Sie zur Erweiterung verwenden.

Schritte
1. Klicken Sie Auf Storage > Volumes.
2. Wahlen Sie im Dropdown-Meni im Feld SVM die Option Alle SVMs aus.

3. Wahlen Sie das FlexCache-Volumen aus, das Sie andern mochten, und klicken Sie dann auf Mehr
Aktionen > GroRe.

4. Geben Sie im Fenster FlexCache-Volume-GroRe andern die Grolle an, auf die Sie die Grolle des
FlexCache-Volumens andern mochten.

StandardmaRig werden vorhandene Aggregate verwendet, um die Grof3e des FlexCache Volume zu
andern. Ab System Manager 9.6 wird neben dem Feld ,,Gro3e” die maximal zulassige Grole fir das
Volume angezeigt.
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Wenn Sie das FlexCache-Volume durch Hinzufligen neuer Ressourcen erweitern mochten,
klicken Sie auf £ (erweiterte Optionen). Siehe "Festlegen erweiterter Optionen fur
FlexCache Volumes".

5. Klicken Sie auf Speichern, um die Grélke des FlexCache-Volumens zu dndern.
Verwandte Informationen

Fenster Volumes

Andern des Status eines FlexCache-Volumes

Ab System Manager 9.6 konnen Sie den Status eines FlexCache Volume andern, wenn
Sie es offline schalten mochten, ein FlexCache Volume wieder in den Online-Modus
versetzen oder den Zugriff auf ein FlexCache Volume einschranken mochten.

Schritte
1. Klicken Sie Auf Storage > Volumes.

2. Wahlen Sie im Dropdown-Menl im Feld SVM die Option Alle SVMs aus.
3. Wahlen Sie das FlexCache-Volume aus, fiir das Sie den Status andern mochten.

4. Klicken Sie auf Weitere Aktionen > Status andern in und aktualisieren Sie dann den FlexCache-Volume-
Status, indem Sie den gewtlinschten Status auswahlen.

@ Um ein FlexCache Volume offline zu schalten und den Status in ,eingeschrankt” zu andern,
mussen Sie zuerst die Bereitstellung des Volumes aufheben.

FlexCache Volumes werden geloscht

Ab System Manager 9.6 konnen Sie ein FlexCache Volume I6schen, wenn Sie es nicht
mehr bendtigen.

Bevor Sie beginnen
* Der Verbindungspfad des FlexCache-Volumes muss abgehangt werden.

» Das FlexCache Volume muss sich offline befinden.

Schritte
1. Klicken Sie Auf Storage > Volumes.

2. Wahlen Sie im Dropdown-Menl im Feld SVM die Option Alle SVMs aus.
3. Wahlen Sie das FlexCache-Volume aus, das Sie [6schen mdchten, und klicken Sie dann auf Loschen.

4. Aktivieren Sie das Bestatigungsfeld, und klicken Sie dann auf OK.
Verwandte Informationen

Fenster Volumes

Uber die Volume-Garantien fiir FlexVol Volumes mit System Manager - ONTAP 9.7 und friiher

Sie konnen Volume-Garantien fur FlexVol Volumes mit System Manager classic festlegen
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(erhaltlich in ONTAP 9.7 und fraher). Volume-Garantien (manchmal auch ,space
garanties” genannt) bestimmen, wie Speicherplatz fur ein Volume dem zugehdrigen
Aggregat zugewiesen wird - unabhangig davon, ob der Speicherplatz vorab fur das
Volume zugewiesen wird.

Die Garantie ist ein Attribut des Volume.

Sie stellen die Garantie bei der Erstellung eines neuen Volume fest. Sie kdnnen auch die Garantie flir ein
vorhandenes Volume andern, vorausgesetzt, dass gentigend freier Speicherplatz vorhanden ist, um die neue
Garantie zu Ubernehmen.

Dies kdnnen die verschiedenen Volume-Garantiearten sein volume (Der Standardtyp) oder none.

* Ein Garantietyp von volume Beim Erstellen des Volume weist im Aggregat fiir das gesamte Volume
Speicherplatz zu, unabhangig davon, ob dieser Speicherplatz noch fir Daten verwendet wird.

Der zugewiesene Speicherplatz kann nicht einem anderen Volume in diesem Aggregat bereitgestellt bzw.
zugewiesen werden.

* Eine Garantie von none Weist Speicherplatz aus dem Aggregat nur so zu, wie es vom Volume bendtigt
wird.

Der von Volumes mit diesem Garantietyp verbrauchte Speicherplatz wachst mit, wenn Daten hinzugefigt
werden, anstatt von der urspriinglichen Volume-Grofe bestimmt zu werden. Dadurch kénnte Platz nicht
genutzt werden, wenn die Volume-Daten nicht auf diese Gro3e anwachsen. Der maximalen GroR3e eines
Volumes mit Garantie von none Ist nicht begrenzt durch die Menge an freiem Speicherplatz in seinem
Aggregat. Die Gesamtgrolie aller Volumes, die einem Aggregat zugeordnet sind, kann den freien
Speicherplatz des Aggregats Ubersteigen, obwohl die Menge an Speicherplatz, die tatsachlich verwendet
werden kann, durch die Grof3e des Aggregats begrenzt wird.

Schreibvorgange auf LUNs oder Dateien (einschlieBlich platzsparender LUNs und Dateien) in diesem
Volume konnten fehlschlagen, wenn das zugehdrige Aggregat nicht Uber gentigend Speicherplatz fir den
Schreibvorgang verfgt.

Wenn Speicherplatz im Aggregat fir A zugewiesen ist volume Garantie fur ein vorhandenes Volume wird
dieser Speicherplatz nicht mehr als frei im Aggregat betrachtet, selbst wenn das Volume diesen Speicherplatz
noch nicht nutzt. Vorgange, die freien Speicherplatz im Aggregat bendtigen, z. B. die Erstellung von Aggregat-
Snapshot-Kopien oder die Erstellung neuer Volumes im Aggregat, die die Ressourcen enthalten, kdnnen nur
stattfinden, wenn in diesem Aggregat gentigend freier Speicherplatz verfugbar ist. Hierzu wird nicht der
Speicherplatz genutzt, der bereits einem anderen Volume zugewiesen ist.

Wenn der freie Speicherplatz in einem Aggregat erschopft ist, werden nur Schreibvorgange auf Volumes oder
Dateien in diesem Aggregat mit vorab zugewiesenem Speicherplatz garantiert erfolgreich.

Garantien werden nur fur Online-Volumen gewahrt. Wenn Sie ein Volume offline schalten, ist ein
zugewiesener, aber ungenutzter Speicherplatz fir dieses Volume fiir andere Volumes im Aggregat verfiigbar.
Wenn Sie versuchen, das Volume wieder online zu bringen, wenn der verfiigbare Platz im Aggregat nicht zur
Verfligung steht, um seine Garantie zu erfiillen, bleibt es offline. Sie missen das Volume online stellen. Dann
wird die Garantie des Volumes deaktiviert.

Verwandte Informationen

"Technischer Bericht 3965: NetApp Thin Provisioning Deployment and Implementation Data ONTAP 8.1 (7-
Mode)"
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Verwenden Sie Speicherplatzreservierungen mit FlexVol Volumes mit System Manager - ONTAP 9.7 und
frither

Im ONTAP System Manager classic (erhaltlich in ONTAP 9.7 und friher) kdnnen Sie
Platzreservierung fur die Bereitstellung von FlexVol Volumes verwenden. Thin
Provisioning bietet offenbar mehr Storage, als tatsachlich in einem bestimmten Aggregat
verfugbar ist, solange nicht alle Storage-Ressourcen derzeit genutzt werden.

Bei Thick Provisioning ist ausreichend Storage vom Aggregat verfiigbar, um sicherzustellen, dass jeder Block
im Volume jederzeit auf einen geschrieben werden kann.

Aggregate kénnen Volumes bereitstellen, die von mehr als einer Storage Virtual Machine (SVM) enthalten
sind. Wenn Sie Thin Provisioning einsetzen und die strikte Trennung der SVMs beibehalten missen (wenn Sie
beispielsweise Storage in einer mandantenfahigen Umgebung bereitstellen), sollten Sie entweder vollstandig
zugewiesene Volumes (Thick Provisioning) verwenden oder sicherstellen, dass lhre Aggregate nicht von den
Mandanten gemeinsam genutzt werden.

Wenn die Platzreserve auf ,Default” eingestellt ist, gelten die Einstellungen der ONTAP
Speicherplatzreservierung fir die Volumes.

Verwandte Informationen

"Technischer Bericht von NetApp 3563: NetApp Thin Provisioning erhéht die Storage-Auslastung mit On-
Demand-Zuweisung"

"Technischer Bericht von NetApp 3483: Thin Provisioning in a NetApp SAN or IP SAN Enterprise Environment"

Optionen zum Andern der GréRe von Volumes mit System Manager - ONTAP 9.7 und friiher

Sie kdnnen den Assistenten zur Volume-Grofie in ONTAP System Manager classic
(verfugbar unter ONTAP 9.7 und fruher) verwenden, um lhre Volume-Grof3e zu andern,
die Snapshot Reserve anzupassen, Snapshot Kopien zu I6schen und die Ergebnisse
lhrer Anderungen dynamisch anzuzeigen.

Der Assistent zum Andern der Lautstérke zeigt ein Balkendiagramm an, in dem die aktuellen
Speicherplatzzuweisungen innerhalb des Volumens ?ngezeigt werden, einschliellich der Anzahl des
verwendeten und freien Speicherplatzes. Wenn Sie Anderungen an der Gr('_j_fSe oder der Snapshot-Reserve des
Volume vornehmen, wird dieses Diagramm dynamisch aktualisiert, um die Anderungen widerzuspiegeln.

Sie kénnen auch die Schaltflache Raum berechnen verwenden, um die Menge an Speicherplatz zu
bestimmen, die durch Léschen ausgewahlter Snapshot-Kopien freigegeben wird.

Mit dem Assistenten zum Andern der Volume-GroéRe kénnen Sie die folgenden Anderungen an lhrem Volume
vornehmen:

« Andern Sie die Lautstirke

Sie kénnen die Volume-GroRe insgesamt andern, um den Speicherplatz zu vergrofiern oder zu
verkleinern.

» Snapshot Reserve anpassen

Sie kénnen die Menge an Speicherplatz, der fir Snapshot Kopien reserviert ist, anpassen, um den
Speicherplatz zu vergréRern oder zu verringern.
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* Snapshot Kopien I6schen

Sie kénnen Snapshot Kopien lI6schen, um Speicherplatz auf dem Volume freizugeben.
@ Snapshot Kopien, die verwendet werden, kdnnen nicht geléscht werden.

* Autogrow

Sie kdnnen bei Bedarf festlegen, an welchem Limit das Volume automatisch erweitert werden kann.

Volumes-Fenster in System Manager - ONTAP 9.7 und friiher

Sie konnen das Volume-Fenster in ONTAP System Manager classic (verfugbar in ONTAP
9.7 und friher) zum Managen lhrer FlexVol Volumes und FlexGroup Volumes verwenden.
Ab System Manager 9.6 kdonnen Sie auch FlexCache Volumes managen.

Sie kénnen Volumes in Storage Virtual Machines (SVMs), die mit System Manager fir die Disaster Recovery
konfiguriert sind, nicht anzeigen oder managen. Sie mussen stattdessen die CLI verwenden.

Die Befehlsschaltflachen und die Spaltenliste unterscheiden sich je nach gewahltem Volume.
Sie kénnen nur die Befehlsschaltflachen und Spalten anzeigen, die fir das ausgewahlte Volume
gelten.

Auswabhlfeld

 SVM-Auswahl-Pulldown-Menii

Ermdglicht Thnen, alle SVMs oder eine bestimmte SVM zur Anzeige in der Liste auszuwahlen.

Befehlsschaltflaichen

 Erstellen
Bietet die folgenden Optionen:
> FlexVol
Offnet das Dialogfeld Volume erstellen, in dem Sie FlexVol-Volumes hinzufiigen kénnen.
> FlexGroup
Offnet das Fenster FlexGroup erstellen, in dem Sie FlexGroup Volumes erstellen kénnen.
> FlexCache
Offnet das Fenster FlexCache-Volume erstellen, in dem Sie FlexCache-Volumes erstellen kénnen.
* Bearbeiten
Ermdglicht die Bearbeitung der Eigenschaften des ausgewahlten Volumes.

* Loschen
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Loscht das ausgewahlte Volume oder die ausgewahlten Volumes.
* Mehr Aktionen
Bietet die folgenden Optionen:
o Status dndern in
Andert den Status des ausgewahlten Volumens in einen der folgenden Status:

= Online
= Offline
= Beschranken

o GroRe Andern
Ermaoglicht Ihnen, die GroRe des Volumes zu andern.

Bei FlexGroup Volumes kénnen Sie bereits vorhandene Ressourcen nutzen, um die Gréfe der
Volumes anzupassen, oder um neue Ressourcen zur Erweiterung der Volumes hinzuzufiigen.

Fir FlexCache Volumes kdnnen Sie auch ein Aggregat hinzufigen oder entfernen.
o Schutz
Offnet das Fenster Schutzbeziehung erstellen fiir die Volumes, die als Quelle ausgewahlt wurden.
o Snapshots Verwalten
Bietet eine Liste der Snapshot Optionen, einschlieflich:
= Erstellen

Zeigt das Dialogfeld Snapshot erstellen an, das Sie zum Erstellen einer Snapshot Kopie des
ausgewahlten Volumes verwenden kdnnen.

= Konfigurationseinstellungen
Konfiguriert die Snapshot-Einstellungen.
= Wiederherstellen
Stellt eine Snapshot Kopie des ausgewahlten Volumes wieder her.
o Klonen
Bietet eine Liste der Klonoptionen, einschlieflich:
= Erstellen

Erstellt einen Klon des ausgewahlten Volumes oder eines Klons einer Datei aus dem ausgewahlten
Volume.

= Split

Teilt den Klon vom Ubergeordneten Volume auf.
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= Hierarchie Anzeigen
Zeigt Informationen zur Klonhierarchie an.
o * Storage-Effizienz*
Offnet das Dialogfeld Storage-Effizienz, mit dem Sie die Deduplizierung manuell starten oder einen
laufenden Deduplizierungsvorgang abbrechen kénnen. Diese Schaltflache wird nur angezeigt, wenn
die Deduplizierung auf dem Storage-System aktiviert ist.

> Bewegen

Offnet das Dialogfeld Volume verschieben, in dem Sie Volumes von einem Aggregat oder Node zu
einem anderen Aggregat oder Node innerhalb derselben SVM verschieben kénnen.

o

* Storage QoS*

Offnet das Dialogfeld ,Quality of Service Details®, in dem Sie einer neuen oder vorhandenen
Richtliniengruppe ein oder mehrere Volumes zuweisen kénnen.

> Tiering-Richtlinie Andern

Ermdglicht Ihnen, die Tiering-Richtlinie des ausgewahlten Volumes zu andern.
> Volume Encryption Rekey

Andert den Datenverschliisselung-Schliissel des Volume.

Die Daten im Volume werden mit dem neuen Schlissel, der automatisch generiert wird, erneut
verschlisselt. Der alte Schlissel wird automatisch geléscht, sobald der Umschliisselvorgang
abgeschlossen ist.

Ab System Manager 9.6 wird die Volume-Verschlisselung von Rekey fir FlexGroup DP Volumes und
FlexCache Volumes unterstltzt. Das Rekeykey ist fir Volumes deaktiviert, die Uber die
VerschlUsselung von einem NAE-Aggregat verfligen.

Wenn Sie eine Volume-Verschiebung initiieren, wahrend der Rekeyvorgang desselben
Volumes ausgefiihrt wird, wird der Umschlisselvorgang abgebrochen. Wenn Sie in System
Manager 9.5 und alteren Versionen versuchen, ein Volume zu verschieben, wahrend ein

@ Konvertierungs- oder Umschlisselvorgang eines Volume ausgefuhrt wird, wird der Vorgang
ohne Warnung abgebrochen. Wenn Sie beginnend mit System Manager 9.6 ein Volume
verschieben mdochten, wahrend einer Konvertierung oder eines RekeyVorgangs, wird eine
Meldung angezeigt, die Sie warnt, dass die Konvertierung oder Umtaste abgebrochen wird,
wenn Sie fortfahren.

o Bereitstellung von Speicher fiir VMware

Ermaoglicht Ihnen die Erstellung eines Volumes fiir den NFS-Datenspeicher und die Angabe der ESX-
Server, die auf den NFS-Datenspeicher zugreifen kénnen.

* Fehlende Schutzbeziehung Anzeigen

Zeigt die Lese-/Schreib-Volumes an, die online sind und nicht geschitzt sind, und zeigt die Volumes an,
die Schutzbeziehungen aufweisen, aber nicht initialisiert sind.
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* Filter Zuriicksetzen

Ermdoglicht es Ihnen, die Filter zurlickzusetzen, die eingestellt wurden, um fehlende Schutzbeziehungen
anzuzeigen.

¢ Aktualisieren
Aktualisiert die Informationen im Fenster.
3 -

Mit dieser Option kénnen Sie festlegen, welche Details in der Liste im Fenster Volumes angezeigt werden
sollen.

Liste der Volumes

 Status

Zeigt den Status des Volumes an.
* Name

Zeigt den Namen des Volumes an.
« Stil

In System Manager 9.5 wird in dieser Spalte der Typ des Volume, z. B. FlexVol oder FlexGroup, angezeigt.
FlexCache Volumes, die mit der CLI erstellt wurden, werden als FlexGroup-Volumes angezeigt.

In System Manager 9.6 wird in dieser Spalte der Typ des Volume ,FlexVol*, ,FlexGroup“ oder ,FlexCache*”
angezeigt.

« SVM

Zeigt die SVM an, die das Volume enthalt.
« Aggregate

Zeigt den Namen der Aggregate an, die zum Volume gehoren.
* Thin Provisioning

Zeigt an, ob fir das ausgewahlte Volume eine Platzgarantie festgelegt ist. Giiltige Werte fir Online-
Volumes sind Yes Und No.

* Root-Volumen

Zeigt an, ob es sich bei dem Volume um ein Root-Volume handelt.
 Verfiigbarer Platz

Zeigt den verfugbaren Speicherplatz im Volume an.
* Gesamtraum

Zeigt den gesamten Speicherplatz des Volume an, der den fir Snapshot Kopien reservierten Speicherplatz
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enthalt.
* % Genutzt

Zeigt den Speicherplatz an (in Prozent), der im Volume verwendet wird.
* Logisch Verwendet %

Zeigt die Menge des logischen Speicherplatzes (in Prozent) an, einschliellich der im Volume verwendeten
Speicherplatzreserven.

@ Dieses Feld wird nur angezeigt, wenn Sie die Erstellung des logischen Speicherplatzes tber
die CLI aktiviert haben.

* Logical Space Reporting

Zeigt an, ob die Berichterstellung fur den logischen Speicherplatz auf dem Volume aktiviert ist.

@ Dieses Feld wird nur angezeigt, wenn Sie die Erstellung des logischen Speicherplatzes Giber
die CLI aktiviert haben.

* Umsetzung Des Logischen Raums
Zeigt an, ob der logische Speicherplatz auf dem Volume buchhalterier werden soll.
* Typ

Zeigt den Volume-Typ an: rw Fir Lese-/Schreibvorgange 1s Fir die Lastfreigabe, oder dp Fiir die
Datensicherung.

* Schutzbeziehung
Anzeige, ob eine Schutzbeziehung flr das Volume initiiert wurde.

Wenn die Beziehung zwischen einem ONTAP System und einem nicht-ONTAP System besteht, wird der
Wert als angezeigt No Standardmafig.

» * Storage-Effizienz*

Zeigt an, ob die Deduplizierung fiir das ausgewahlte Volume aktiviert oder deaktiviert ist.
* * Verschlusselt*

Zeigt an, ob das Volume verschlisselt ist oder nicht.
* QoS Policy Group

Zeigt den Namen der Storage QoS-Richtliniengruppe an, der das Volume zugewiesen wird.
StandardmaRig ist diese Spalte ausgeblendet.

* SnapLock Typ
Zeigt den SnapLock-Typ des Volumes an.

* Klonen
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Zeigt an, ob es sich um ein FlexClone Volume handelt.
* Ist Volume Moving

Zeigt an, ob ein Volume von einem Aggregat zu einem anderen Aggregat oder von einem Node zu einem
anderen Node verschoben wird.

* Tiering-Richtlinie

Zeigt die Tiering-Richtlinie fur ein FabricPool fahiges Aggregat an. Die standardmaRige Tiering-Richtlinie ist
,snapshot-only"

* * Anwendung*

Zeigt den Namen der Anwendung an, die dem Volume zugewiesen ist.

Ubersichtsbereich

Sie kdnnen links in der Zeile, in der ein Volume aufgefuhrt ist, auf das Pluszeichen (+) klicken, um eine
Ubersicht tber die Details zu diesem Volume anzuzeigen.

» Schutz

Zeigt die Registerkarte Data Protection des Fensters Volume fiir das ausgewahlte Volume an.
* Leistung

Zeigt die Registerkarte Leistung des Fensters Volume flir das ausgewahlte Volume an.
* Mehr Details Anzeigen

Zeigt das Fenster Volume fiir das ausgewahlte Volume an.

Volume-Fenster fiir das ausgewahlte Volume

Sie kdnnen dieses Fenster mit einer der folgenden Methoden anzeigen:

* Klicken Sie auf den Namen des Datentragers in der Liste der Volumes im Fenster Volumes.

« Klicken Sie auf Weitere Details anzeigen im Bereich Ubersicht fiir das ausgewahite Volumen.
Im Fenster Volume werden die folgenden Registerkarten angezeigt:
+ Registerkarte Ubersicht

Zeigt allgemeine Informationen zum ausgewahlten Volumen an und zeigt eine Bilddarstellung der
Raumzuweisung des Volumens, des Schutzstatus des Volumens und der Leistung des Volumens an. Auf
der Registerkarte Ubersicht werden Details zur Verschliisselung des Volumes angezeigt, z. B.
Verschllsselungsstatus und Verschlisselungstyp, Konvertierungsstatus oder Rekeystatus sowie
Informationen zu einem zu verschiebenden Volume, z. B. Status und Phase der Volume-Verschiebung. Der
Ziel-Node und das Aggregat, zu dem das Volume verschoben wird, der Prozentsatz der vollstandigen
Verschiebung des Volumes, die geschatzte Zeit zum Abschluss der Verschiebung des Volumes und
weitere Details zum Vorgang der Volume-Verschiebung. Zudem wird auf dieser Registerkarte
Informationen dartiber angezeigt, ob das Volume fir I/O-Vorgange (Input/Output) gesperrt ist und die
Anwendung den Vorgang blockiert.
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Fir FlexCache-Volumes werden Informationen Gber den Ursprung des FlexCache-Volumes angezeigt.
Das Aktualisierungsintervall fir Performance-Daten betragt 15 Sekunden.
Diese Registerkarte enthalt die folgende Befehlsschaltflache:
o Umstellung
Offnet das Dialogfeld ,Umstellung®, in dem Sie die Umstellung manuell auslésen kdnnen.

Die Schaltflache Umstellung wird nur angezeigt, wenn sich der Vorgang zum Verschieben des Volumes im
Status ,reApplication” oder ,Hard lated” befindet.

* Registerkarte Snapshot Kopien

Zeigt die Snapshot Kopien des ausgewahlten Volumes an. Diese Registerkarte enthalt die folgenden
Befehlsschaltflachen:

o

Erstellen

Offnet das Dialogfeld Snapshot Kopie erstellen, in dem Sie eine Snapshot Kopie des ausgewahlten
Volumes erstellen kdnnen.

o Konfigurationseinstellungen
Konfiguriert die Snapshot-Einstellungen.
o Menl:Weitere Aktionen[Umbenennen]

Offnet das Dialogfeld Snapshot Kopie umbenennen, das es Ihnen erméglicht, eine ausgewahlte
Snapshot Kopie umzubenennen.

o Menu:Weitere Aktionen[Wiederherstellen]
Stellt eine Snapshot Kopie wieder her.
o Menu:Weitere Aktionen[Ablaufzeitraum verlangern]
Verlangert den Ablaufzeitraum einer Snapshot Kopie.
o Loschen
Ldéscht die ausgewahlte Snapshot Kopie.
o Aktualisieren
Aktualisiert die Informationen im Fenster.
* Registerkarte Datenschutz
Zeigt Datenschutzinformationen zum ausgewahlten Volume an.
Wenn das Quell-Volume (Lese-/Schreib-Volume) ausgewahlt ist, werden auf der Registerkarte alle Mirror-
Beziehungen, Vault-Beziehungen und Mirror- und Vault-Beziehungen angezeigt, die mit dem Ziel-Volume

(DP-Volume) verbunden sind. Wenn das Zielvolume ausgewahlt ist, wird auf der Registerkarte die
Beziehung zum Quell-Volume angezeigt.
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Wenn einige oder alle Cluster-Peer-Beziehungen des lokalen Clusters sich in einem ungesunden Zustand
befinden, kann die Registerkarte Data Protection einige Zeit dauern, um die Schutzbeziehungen in Bezug
auf eine gesunde Cluster-Peer-Beziehung anzuzeigen. Beziehungen zu ungesunden Cluster-Peer-
Beziehungen werden nicht angezeigt.
* Registerkarte Storage-Effizienz
Zeigt Informationen in den folgenden Fenstern an:
> Balkendiagramm
Zeigt (im grafischen Format) den Volume-Speicherplatz an, der von Daten und Snapshot Kopien
verwendet wird. Sie kdnnen Details Uber den vor- und nach dem Anwenden von Einstellungen fur
Storage-Effizienz-Einsparungen anzeigen.
o Details
Zeigt Informationen zu Deduplizierungseigenschaften an, einschlieRlich ob die Deduplizierung auf dem
Volume aktiviert ist, den Deduplizierungsmodus, den Deduplizierungsstatus, Typ und die Inline- oder
die Hintergrund-Komprimierung auf dem Volume aktiviert ist.
o Details zur letzten Ausfiihrung
Liefert Details zur zuletzt ausgeflihrten Deduplizierung auf dem Volume. Es werden auch
Platzeinsparungen angezeigt, die sich aus Komprimierungs- und Deduplizierungsvorgangen ergeben,
die auf die Daten des Volume angewendet werden.
* Registerkarte Leistung
Zeigt Informationen zu den durchschnittlichen Performance-Metriken, Metriken zur Lese-Performance und
Metriken zur Schreib-Performance des ausgewahlten Volumes an, einschliellich Durchsatz, IOPS und
Latenz.
Wenn Sie die Client-Zeitzone oder die Cluster-Zeitzone andern, werden die Diagramme mit den
Performance-Metriken beeintrachtigt. Sie missen lhren Browser aktualisieren, um die aktualisierten
Diagramme anzuzeigen.

* Registerkarte FlexCache

Zeigt Details zu FlexCache-Volumes nur an, wenn das ausgewahlte Volume ein Ursprungs-Volume ist,
dem FlexCache-Volumes zugeordnet sind. Andernfalls wird diese Registerkarte nicht angezeigt.

Verwandte Informationen

FlexVol Volumes werden erstellt
Erstellung von FlexClone Volumes
Erstellen von FlexClone Dateien
Volumes werden geldscht

Einstellen der Snapshot Kopie-Reserve

Snapshot Kopien werden geldscht
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Erstellen von Snapshot-Kopien aulierhalb eines definierten Zeitplans
Bearbeiten der Volume-Eigenschaften

Andern des Status eines Volumes

Aktivierung von Storage-Effizienz auf einem Volume

Sie kénnen den Deduplizierungszeitplan andern
Durchflihrung von Deduplizierungsvorgangen

Durch die Aufteilung eines FlexClone Volume vom Ubergeordneten Volume
GroRe der Volumes wird geandert

Wiederherstellen eines Volumes aus einer Snapshot Kopie
Planen der automatischen Erstellung von Snapshot Kopien
Snapshot Kopien werden umbenannt

Ausblenden des Verzeichnisses fur die Snapshot Kopie
Anzeigen der Hierarchie des FlexClone Volume

FlexGroup Volumes werden erstellt

FlexGroup Volumes werden bearbeitet

Andern der GroRe von FlexGroup Volumes

Andern des Status eines FlexGroup-Volumes

FlexGroup Volumes werden geldscht

Anzeigen von Informationen zu FlexGroup-Volumes
FlexCache Volumes werden erstellt

FlexCache Volumes werden bearbeitet

Andern der GroéRe von FlexCache Volumes

FlexCache Volumes werden geldscht

Verbindungspfad-Fenster in System Manager - ONTAP 9.7 und friiher

Mithilfe des Verbindungspfads-Fensters in ONTAP System Manager classic (verfligbar in
ONTAP 9.7 und friher) konnen FlexVol-Volumes gemountet oder entfernt werden.

Volumes mounten

Mit System Manager kénnen Sie Volumes mit einer Verbindung im Namespace der Storage Virtual Machine
(SVM) mounten.
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Uber diese Aufgabe

» Wenn Sie ein Volume an einen Verbindungspfad mit einer anderen Spracheinstellung als das unmittelbare
Ubergeordnete Volume im Pfad mounten, kdnnen NFSv3-Clients auf einige Dateien nicht zugreifen, da
einige Zeichen moglicherweise nicht richtig decodiert wurden.

Dieses Problem tritt nicht auf, wenn das unmittelbare tibergeordnete Verzeichnis das Root-Volume ist.

* Ein SnapLock Volume kann nur unter dem Root-Verzeichnis der SVM gemountet werden.

» Ein normales Volume kann nicht unter einem SnapLock Volume gemountet werden.

Schritte
1. Klicken Sie Auf Storage > Verbindungspfad.

2. Wahlen Sie im Dropdown-Meni im Feld SVM die SVM aus, auf der ein Volume gemountet werden soll.
3. Klicken Sie auf Mount und wahlen Sie dann das Volume aus, das bereitgestellt werden soll.

4. Optional: Wenn Sie den Standard-Verbindungsnamen andern mdchten, geben Sie einen neuen Namen
an.

5. Klicken Sie auf Durchsuchen und wahlen Sie dann den Verbindungspfad aus, zu dem Sie das Volume
mounten mdchten.

6. Klicken Sie auf OK und dann auf Mount.

7. Uberprifen Sie den neuen Verbindungspfad auf der Registerkarte Details.

FlexVol Volumes aufheben

Mithilfe der Option Junction Path (Verbindungspfad) von Storage (Teilfenster ,Storage®) in System Manager
kénnen Sie FlexVol Volumes von einer Verbindung im Namespace fir Storage Virtual Machines (SVMs)
aufheben.

Schritte
1. Klicken Sie Auf Storage > Verbindungspfad.

2. Wahlen Sie im Dropdown-Meni im Feld SVM die SVM aus, aus der Sie die Bereitstellung eines Volumes
aufheben mochten.

3. Wahlen Sie die Volumes aus, die abgehangt werden sollen, und klicken Sie dann auf Bereitstellung
aufheben.

4. Aktivieren Sie das Bestatigungsfeld und klicken Sie dann auf Unmount.

Exportrichtlinien andern

Wenn ein Volume erstellt wird, ibernimmt das Volume automatisch die standardmaRige Exportrichtlinie fir das
Root-Volume der Storage Virtual Machine (SVM). Mit System Manager kénnen Sie die dem Volume
zugeordnete Standardexportrichtlinie andern, um den Client-Zugriff auf Daten neu zu definieren.

Schritte
1. Klicken Sie Auf Storage > Verbindungspfad.

2. Wahlen Sie im Dropdown-Ment im Feld SVM die SVM aus, in der sich das Volume befindet, das Sie
andern mochten.

3. Wahlen Sie das Volume aus, und klicken Sie dann auf Exportrichtlinie @ndern.

4. Wahlen Sie die Exportrichtlinie aus, und klicken Sie dann auf Andern.
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5. Vergewissern Sie sich, dass in der Spalte Export Policy im Fenster Junction Path die Exportrichtlinie
angezeigt wird, die Sie auf das Volume angewendet haben.

Ergebnisse
Die Standard-Exportrichtlinie wird durch die von lhnen ausgewahlte Exportrichtlinie ersetzt.

Fenster Verbindungspfad

Uber das Menii Junction Path kénnen Sie den NAS Namespace von Storage Virtual Machines (SVMs)
verwalten.

Befehlsschaltflachen
* * Mount*

Offnet das Dialogfeld Volume mounten und ein Volume an die Verbindung in einem SVM Namespace
mounten.

« Unmount

Offnet das Dialogfeld Volume unmounten, in dem Sie die Bereitstellung eines Volumes vom
Ubergeordneten Volume auftheben kdnnen.

+ Exportrichtlinie Andern

Offnet das Dialogfeld Exportrichtlinie &ndern, in dem Sie die vorhandene Exportrichtlinie, die dem Volume
zugeordnet ist, andern kdnnen.

¢ Aktualisieren

Aktualisiert die Informationen im Fenster.

Verbindungspfad-Liste

» Pfad

Gibt den Verbindungspfad des gemounteten Volumes an. Sie kénnen auf den Verbindungspfad klicken, um
die zugehdrigen Volumes und gtrees anzuzeigen.

* Speicherobjekt

Gibt den Namen des Volumes an, das auf dem Verbindungspfad angehéangt ist. Sie kénnen auch die
gtrees anzeigen, die in dem Volume enthalten sind.

* Exportrichtlinie
Gibt die Exportrichtlinie fir das bereitgestellte Volume an.
+ Sicherheitsstil

Gibt den Sicherheitsstil fiir das Volume an. Zu den mdglichen Werten gehdren UNIX (fir UNIX Mode Bits),
NTFS (fur CIFS ACLs) und gemischt (fir gemischte NFS- und CIFS-Berechtigungen).
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Registerkarte ,,Details“

Zeigt allgemeine Informationen zum ausgewahlten Volume oder gtree an, z. B. Name, Storage-Typ,
Verbindungspfad des gemounteten Objekts und Exportrichtlinie. Wenn es sich bei dem ausgewahlten Objekt
um einen gtree handelt, werden Details zum hard Limit des Speicherplatzes, zum Soft Limit und zur
Speicherplatznutzung angezeigt.

Verwalten Sie LUNs mit System Manager - ONTAP 9.7 und friher

Sie konnen ONTAP System Manager Classic (verfugbar ab ONTAP 9.7) zur Verwaltung
von LUNs verwenden.

Sie kdnnen Uber die Registerkarte LUNs auf alle LUNs im Cluster zugreifen oder tber SVMs > LUNs auf die
fur die SVM spezifischen LUNs zugreifen.

@ Die Registerkarte LUNs wird nur angezeigt, wenn Sie die FC/FCoE- und iSCSI-Lizenzen
aktiviert haben.

Verwandte Informationen

"SAN-Administration"

Erstellen Sie FC SAN-optimierte LUNs mit System Manager - ONTAP 9.7 und frither

Sie konnen ONTAP System Manager classic (verfugbar in ONTAP 9.7 und fruher)
verwenden, um eine oder mehrere FC SAN-optimierte LUNs wahrend des ersten Setups
auf einer AFF Plattform zu erstellen.

Bevor Sie beginnen

» Sie mussen sicherstellen, dass nur eine Storage Virtual Machine (SVM) mit dem Namen
AFF_SAN_DEFAULT_SVM erstellt wurde und dass diese SVM keine LUNs enthalt.

« Sie missen Uberprfen, ob die Hardware-Installation erfolgreich abgeschlossen wurde.

"ONTAP 9 Dokumentationszentrum"

Uber diese Aufgabe
» Diese Methode ist nur bei der Ersteinrichtung eines Clusters mit zwei oder mehr Nodes verfiigbar.

System Manager verwendet nur die ersten beiden Nodes, um LUNs zu erstellen.

» Jede LUN wird auf einem separaten Volume erstellt.

* Volumes werden tber Thin Provisioning bereitgestellt.

« FUr die erstellten LUNSs ist die Platzreservierung deaktiviert.

» Die meisten Cluster-Konfigurationen sind bereits werkseitig abgeschlossen und fiir optimale Storage-

Effizienz und -Performance optimiert.

Sie durfen diese Konfigurationen nicht andern.

Schritte
1. Melden Sie sich mit den Anmeldedaten des Cluster-Administrators bei System Manager an.
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Nachdem Sie LUNs mit dieser Methode erstellt haben, kdnnen Sie diese Methode nicht mehr verwenden.

Wenn Sie das Dialogfeld schlieRen, ohne LUNs zu erstellen, mussen Sie zur Registerkarte LUNs
navigieren und auf Erstellen klicken, um das Dialogfeld erneut aufzurufen.

2. Geben Sie im Bereich LUN Details des Dialogfelds LUNs erstellen den Anwendungstyp an:

Wenn der Applikationstyp... ist Dann...

Oracle a. Geben Sie den Namen und die Grole der
Datenbank an.

b. Wenn Sie Oracle Real Application Clusters
(RAC) bereitgestellt haben, aktivieren Sie das
Kontrollkastchen Oracle RAC.

Es werden nur zwei RAC-Knoten unterstlitzt.
Sie missen sicherstellen, dass Oracle RAC
mindestens zwei Initiatoren hat, die der
Initiatorgruppe hinzugefligt wurden.

SQL SERVER GESCHULT SIND Geben Sie die Anzahl der Datenbanken und die
GrolRe der einzelnen Datenbanken an.

Andere a. Geben Sie Namen und GroRRe jeder LUN an.

b. Wenn Sie weitere LUNs erstellen mochten,
klicken Sie auf Weitere LUNs hinzufiigen und
geben Sie dann den Namen und die GréRe flr
jede LUN an.

Daten, Protokolle, Binardateien und temporare LUNs werden basierend auf dem ausgewahlten
Applikationstyp erstellt.

3. Fuhren Sie im Bereich zu diesen Initiatoren folgende Schritte aus:

a. Geben Sie den Namen der Initiatorgruppe und den Typ des Betriebssystems an.

b. Fligen Sie den Host-Initiator-WWPN hinzu, indem Sie ihn aus der Dropdown-Liste auswahlen oder
indem Sie den Initiator im Textfeld eingeben.

c. Fugen Sie den Alias fir den Initiator hinzu.

Nur eine Initiatorgruppe wird erstellt.
4. Klicken Sie Auf Erstellen.
Eine Ubersichtstabelle mit den erstellten LUNs wird angezeigt.
5. Klicken Sie Auf SchlieRen.
Verwandte Informationen

"ONTAP 9 Dokumentationszentrum"
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Applikationsspezifische LUN-Einstellungen mit System Manager - ONTAP 9.7 und friiher

ONTAP System Manager Classic (verfugbar in ONTAP 9.7 und friher) unterstitzt Oracle,
SQL und andere Applikationstypen, wahrend FC SAN-optimierte LUNs auf einem AFF
Cluster erstellt werden. LUN-Einstellungen wie die LUN-GroRe werden durch Regeln
speziell fur den Applikationstyp festgelegt. Fir SQL und Oracle werden LUN-
Einstellungen automatisch erstellt.

Wenn lhr Cluster zwei oder mehr Nodes enthélt, verwendet System Manager nur die ersten beiden Nodes, die
von der API zum Erstellen von LUNs ausgewahlt wurden. Datenaggregate werden bereits auf jedem der
beiden Nodes erstellt. Die GroRRe jedes erstellten Volumes entspricht der verfligbaren Kapazitat des Aggregats.
Die Volumes sind Thin Provisioning und die Platzreservierung auf den LUNSs ist deaktiviert.

Die Storage-Effizienzrichtlinie ist standardmaRig in dem auf ,daily" und Quality of Service (QoS) festgelegten
Zeitplan aktiviert: ,Best Effort". Standardmafig ist das Update der Zugriffszeit (atime) auf dem Cluster
aktiviert. Updates der Zugriffszeit werden von System Manager bei der Erstellung von Volumes jedoch
deaktiviert. Daher wird jedes Mal, wenn eine Datei gelesen oder geschrieben wird, das Feld fir die Zugriffszeit
im Verzeichnis nicht aktualisiert.

@ Aktivieren des Updates der Zugriffszeit fihrt zu einer Verschlechterung der Performance der
Datenserverfunktion des Clusters.

LUN-Einstellungen fiir SQL

StandardmaRig werden LUNs und Volumes flr eine einzelne Instanz des SQL Servers mit 2 Datenbanken mit
jeweils 1 TB und 24 physischen Kernen bereitgestellt. Der Speicherplatz wird gemaf spezifischer Regeln fur
den SQL Server fir LUNs und Volumes bereitgestellt. Der Lastausgleich fir LUNs tiber das HA-Paar erfolgt.
Sie kénnen die Anzahl der Datenbanken andern. Fir jede Datenbank werden acht Daten-LUNs und eine
Protokoll-LUN erstellt. Fir jede SQL-Instanz wird eine temporare LUN erstellt.

In der folgenden Tabelle finden Sie Informationen darlber, wie Speicherplatz fir die Standardwerte von SQL
bereitgestellt wird:

Knoten Aggregat Der LUN-Typ Volume- Der LUN- Formel fiir LUN-GroRe
Name Name die LUN- (GB)
GroRe
Knoten 1 Node1_aggr1 Daten db01_data01 db01_data01 Datenbankgrdé 125
Re+8
Daten db01_data02 db01_data02 Datenbankgrdé 125
Re + 8
Daten db01_data03 db01_dataO3 Datenbankgrdé 125
Re =8
Daten db01_data04 db01_data04 Datenbankgrdé 125
Re + 8
Daten db02_data01 db02_dataO1 Datenbankgré 125
Re +8
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Knoten

Knoten 2
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Aggregat

Node2 aggr1

Der LUN-Typ Volume-

Daten

Daten

Daten

Protokoll

Temp

Daten

Daten

Daten

Daten

Daten

Daten

Daten

Daten

Protokoll

Name

db02_data02

db02_data03

db02_data04

db01_Log

sql_Temp

db01_data05

db01_data06

db01_data07

db01_data08

db02_data05

db02_data06

db02_data07

db02_data08

db02_Log

Der LUN-
Name

db02_data02

db02_data03

db02_data04

db01_Log

sql_Temp

db01_data05

db01_data06

db01_data07

db01_data08

db02_data05

db02_data06

db02_data07

db02_data08

db02_Log

Formel fiir
die LUN-
GroRe

Datenbankgro
Re =8

Datenbankgro
Re + 8

Datenbankgro
Re =8

Datenbankgro
Re + 20

Datenbankgro
Re +3

Datenbankgro
Re +8

Datenbankgro
Re+8

Datenbankgro
Re =8

Datenbankgro
Re+8

Datenbankgro
Re + 8

Datenbankgro
Re +8

Datenbankgro
Re+8

Datenbankgro
Re + 8

Datenbankgro
Re + 20

LUN-GroRe

(GB)

125

125

125

50

330

125

125

125

125

125

125

125

125

50



LUN-Einstellungen fiir Oracle

StandardmaRig werden LUNs und Volumes fiir eine Datenbank mit 2 TB bereitgestellt. Der Speicherplatz wird

gemal spezifischer Regeln fir Oracle fir LUNs und Volumes bereitgestellt. StandardmaRig ist Oracle Real

Application Clusters (RAC) nicht ausgewahlt.

In der folgenden Tabelle finden Sie Informationen dartiber, wie Speicherplatz fir die Standardwerte von Oracle
bereitgestellt wird:

Knoten

Knoten 1

Knoten 2

Aggregat

Node1_aggr1

Node2_aggr1

Der LUN-Typ Volume-

Daten

Daten

Daten

Daten

Protokoll

Binardateien

Daten

Daten

Daten

Daten

Protokoll

Name

ora_vol01

ora_vol02

ora_vol03

ora_vol04

ora_vol05

ora_vol06

ora_vol07

ora_vol08

ora_vol09

ora_vol. 10

ora_vol11

Der LUN-
Name

ora_lundata01

ora_lundata02

ora_lundata03

ora_lundata04

ora_lunlog1

ora_orabin1

ora_lundata05

ora_lundata06

ora_lundata07

ora_lundata08

ora_lunlog2

Formel fiir
die LUN-
GroRe

Datenbankgro
Re+8

Datenbankgro
Re + 8

Datenbankgro
Re =8

Datenbankgro
Re + 8

Datenbankgro
Re + 40

Datenbankgro
Re +40

Datenbankgro
Re + 8

Datenbankgro
Re +8

Datenbankgro
Re+8

Datenbankgro
Re =8

Datenbankgro
Re +40

LUN-GroRe

(GB)

250

250

250

250

50

50

250

250

250

250

50

Fir Oracle RAC werden LUNSs fiir Grid-Dateien bereitgestellt. Fir Oracle RAC werden nur zwei RAC-Knoten

unterstitzt.

In der folgenden Tabelle finden Sie Informationen dartber, wie Speicherplatz fir die Standardwerte von Oracle
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RAC bereitgestellt wird:

Knoten

Knoten 1

Knoten 2

Aggregat

Node1 _aggr1

Node2_aggr1

Der LUN-Typ

Daten

Daten

Daten

Daten

Protokoll

Binardateien

Raster

Daten

Daten

Daten

Daten

Protokoll

Binardateien

LUN-Einstellungen fiir anderen Applikationstyp

Volume-
Name

ora_vol01

ora_vol02

ora_vol03

ora_vol04

ora_vol05

ora_vol06

ora_vol07

ora_vol08

ora_vol09

ora_vol. 10

ora_vol11

ora_vol12

ora_vol13

Der LUN-
Name

ora_lundata01

ora_lundata02

ora_lundata03

ora_lundata04

ora_lunlog1

ora_orabin1

ora_Lungrid1

ora_lundata05

ora_lundata06

ora_lundata07

ora_lundata08

ora_lunlog2

ora_orabin2

Formel fiir
die LUN-
GroRe

Datenbankgro
Re +8

Datenbankgro
Re+8

Datenbankgro
Re + 8

Datenbankgro
Re =8

Datenbankgro
Re =40

Datenbankgro
Re + 40

10 GB

Datenbankgro
Re+8

Datenbankgro
Re =8

Datenbankgro
Re+8

Datenbankgro
Re + 8

Datenbankgro
Re + 40

Datenbankgro
Re + 40

LUN-GroRe

(GB)

250

250

250

250

50

50

10

250

250

250

250

50

50

Jede LUN wird in einem Volume bereitgestellt. Der Speicherplatz wird in den LUNs basierend auf der
angegebenen Grole bereitgestellt. Der Lastausgleich erfolgt Gber die Nodes flr alle LUNs.
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Erstellen Sie LUNs mit System Manager - ONTAP 9.7 und friiher

Sie kdnnen ONTAP System Manager classic (verfugbar in ONTAP 9.7 und friher)
verwenden, um LUNSs flur ein vorhandenes Aggregat, Volume oder qtree zu erstellen,
sofern freier Speicherplatz verfugbar ist. Sie kdonnen eine LUN in einem vorhandenen
Volume erstellen oder ein neues FlexVol Volume fir die LUN erstellen. Sie kdnnen auch
die Storage-Quality of Service (QoS) aktivieren, um die Workload-Performance zu
managen.

Uber diese Aufgabe

Wenn Sie die LUN-ID angeben, Uberprift System Manager die Giltigkeit der LUN-ID, bevor Sie sie
hinzufigen. Wenn Sie keine LUN-ID angeben, weist ONTAP Software automatisch eine LUN zu.

Bei der Auswahl des Multiprotokoll-Typs LUN sollten Sie die Richtlinien fir die Verwendung jedes Typs
berlcksichtigen. Der Multiprotokoll-Typ LUN oder der Betriebssystemtyp bestimmt das Layout der Daten auf
der LUN sowie die Minimum- und HochstgroRen der LUN. Nachdem die LUN erstellt wurde, kdnnen Sie den
Typ des LUN-Host-Betriebssystems nicht andern.

In einer MetroCluster-Konfiguration zeigt System Manager nur die folgenden Aggregate zum Erstellen von
FlexVol Volumes flr die LUN an:

* Wenn Sie im normalen Modus Volumes auf den synchronen Quell-SVMs oder auf
DatenbereitstellungsSVMs im primaren Standort erstellen, werden nur die Aggregate angezeigt, die zum
Cluster im primaren Standort gehdéren.

* Wenn Sie im Umschaltmodus Volumes auf SVMs mit synchronen Zielen oder DatenserverSVMs im
verbleibenden Standort erstellen, werden nur Over-Aggregate angezeigt.

Schritte
1. Klicken Sie auf Storage > LUNs.

2. Klicken Sie auf der Registerkarte LUN Management auf Erstellen.
3. Wahlen Sie eine SVM aus, in der Sie die LUNs erstellen mdchten.

4. Geben Sie im Assistenten * LUN erstellen* den Namen, die GroRe, den Typ und die Beschreibung der LUN
an, und wahlen Sie die Option Space Reserve aus, und klicken Sie dann auf Next.

5. Erstellen Sie ein neues FlexVol Volume fiir die LUN, oder wahlen Sie ein vorhandenes Volume oder gtree
aus, und klicken Sie dann auf Weiter.

6. Flgen Sie Initiatorgruppen hinzu, wenn Sie den Hostzugriff auf die LUN steuern méchten, und klicken Sie
dann auf Weiter.

7. Aktivieren Sie das Kontrollkastchen Storage Quality of Service verwalten, wenn Sie die Workload-
Performance der LUN verwalten méchten.

8. Neue QoS-Richtliniengruppe fiir Storage erstellen oder vorhandene Richtliniengruppe auswahlen, um die
I/O-Performance (Input/Output) der LUN zu steuern:
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lhr Ziel ist

Erstellen Sie eine neue Richtliniengruppe

Tun Sie das...
a. Wahlen Sie Neue Richtliniengruppe

b. Geben Sie den Namen der Richtliniengruppe
an.

c. Geben Sie die minimale Durchsatzbegrenzung
an.

o In System Manager 9.5 kdnnen Sie die
Durchsatzbegrenzung nur auf Performance-
basierten All Flash-optimierten Systemen
festlegen. In System Manager 9.6 kénnen
Sie daruber hinaus das Mindestdurchsatz-
Limit fir ONTAP Select Premium-Systeme
festlegen.

o Sie kdnnen das Mindestdurchsatz fir
Volumes nicht auf einem FabricPool-fahigen
Aggregat festlegen.

o Wenn Sie den Mindestdurchsatzwert nicht
angeben oder der Mindestdurchsatzwert auf
0 gesetzt ist, wird ,Keine" automatisch als
Wert angezeigt.

Bei diesem Wert wird die Grof}-
/Kleinschreibung beachtet.

d. Geben Sie das maximale Durchsatzlimit an, um
sicherzustellen, dass die Workload der Objekte
in der Richtliniengruppe das angegebene
Durchsatzlimit nicht Gberschreitet.

> Die minimale Durchsatzbegrenzung und die
maximale Durchsatzbegrenzung muassen
vom selben Einheitstyp sein.

o Wenn Sie das minimale Durchsatzlimit nicht
angeben, kdnnen Sie die maximale
Durchsatzbegrenzung in IOPS und B/s,
KB/s, MB/s usw. festlegen.

o Wenn Sie den maximalen Durchsatzwert
nicht angeben, zeigt das System
automatisch ,Unlimited” als Wert an, und
dieser Wert ist zwischen Grof3- und
Kleinschreibung zu beachten.

Die angegebene Einheit hat keinen Einfluss
auf den maximalen Durchsatz.



lhr Ziel ist

Wahlen Sie eine vorhandene Richtliniengruppe aus

Tun Sie das...

a. Wahlen Sie vorhandene Richtliniengruppe

aus, und klicken Sie dann auf Auswahlen, um
eine vorhandene Richtliniengruppe im
Dialogfeld Richtliniengruppe auswahlen
auszuwahlen.

. Geben Sie die minimale Durchsatzbegrenzung

an.

° In System Manager 9.5 kdnnen Sie die
Durchsatzbegrenzung nur auf Performance-
basierten All Flash-optimierten Systemen
festlegen. In System Manager 9.6 kdnnen
Sie daruber hinaus das Mindestdurchsatz-
Limit fir ONTAP Select Premium-Systeme
festlegen.

> Sie kénnen das Mindestdurchsatz fur
Volumes nicht auf einem FabricPool-fahigen
Aggregat festlegen.

o Wenn Sie den Mindestdurchsatzwert nicht
angeben oder der Mindestdurchsatzwert auf
0 gesetzt ist, wird ,Keine" automatisch als
Wert angezeigt.

Bei diesem Wert wird die Grol3-
/Kleinschreibung beachtet.

c. Geben Sie das maximale Durchsatzlimit an, um

sicherzustellen, dass die Workload der Objekte
in der Richtliniengruppe das angegebene
Durchsatzlimit nicht Gberschreitet.

o Die minimale Durchsatzbegrenzung und die
maximale Durchsatzbegrenzung missen
vom selben Einheitstyp sein.

o Wenn Sie das minimale Durchsatzlimit nicht
angeben, kénnen Sie die maximale
Durchsatzbegrenzung in IOPS und B/s,
KB/s, MB/s usw. festlegen.

o Wenn Sie den maximalen Durchsatzwert
nicht angeben, zeigt das System
automatisch ,Unlimited" als Wert an, und
dieser Wert ist zwischen Grol3- und
Kleinschreibung zu beachten.

Die angegebene Einheit hat keinen Einfluss
auf den maximalen Durchsatz.

Wenn die Richtliniengruppe mehr als einem
Objekt zugewiesen ist, wird der maximale
Durchsatz, den Sie angeben, von den Objekten
gemeinsam genutzt.
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9. Uberprifen Sie die angegebenen Details im Fenster LUN summary und klicken Sie dann auf Next.

10. Bestatigen Sie die Details und klicken Sie dann auf Fertig stellen, um den Assistenten abzuschlieRRen.
Verwandte Informationen
LUNs-Fenster

Richtlinien fur die Verwendung des Multi-Protokoll-Typs LUN

Loschen Sie LUNs mit System Manager - ONTAP 9.7 und friiher

Sie kdnnen ONTAP System Manager classic (verfugbar in ONTAP 9.7 und friher)
verwenden, um LUNs zu I6schen und den von den LUNs genutzten Speicherplatz an ihre
Aggregate oder Volumes zuruckzugeben.

Bevor Sie beginnen
* Die LUN muss sich im Offline-Modus befinden.

* Die Zuordnung der LUN zu allen Initiator-Hosts muss aufgehoben werden.

Schritte
1. Klicken Sie auf Storage > LUNs.

2. Wahlen Sie auf der Registerkarte LUN Management eine oder mehrere LUNs aus, die Sie I6schen
mochten, und klicken Sie dann auf Loschen.

3. Aktivieren Sie das Bestatigungsfeld, und klicken Sie dann auf Léschen.
Verwandte Informationen

LUNs-Fenster

Verwalten Sie Initiatorgruppen mit System Manager - ONTAP 9.7 und friiher

Sie konnen ONTAP System Manager classic (verfugbar in ONTAP 9.7 und friher) zum
Verwalten einer Initiatorgruppe verwenden. Initiatorgruppen ermoglichen Ihnen die
Steuerung des Host-Zugriffs auf bestimmte LUNs. Sie kdnnen Portsatze verwenden, um
die LIFs, auf die ein Initiator zugreifen kann, zu begrenzen.

Erstellen von Initiatorgruppen
Schritte
1. Klicken Sie auf Storage > LUNSs.
2. Klicken Sie auf der Registerkarte Initiatorgruppen auf Erstellen.

3. Geben Sie auf der Registerkarte Allgemein des Dialogfelds Initiatorgruppe erstellen den Namen der
Initiatorgruppe, das Betriebssystem, den Alias-Namen des Hosts, den Portsatz und das unterstitzte
Protokoll fur die Gruppe an.

4. Klicken Sie Auf Erstellen.

Loschen von Initiatorgruppen

Sie kénnen in System Manager die Registerkarte Initiatorgruppen verwenden, um Initiatorgruppen zu l6schen.
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Bevor Sie beginnen
Die Zuordnung aller LUNs zur Initiatorgruppe muss manuell aufgehoben werden.

Schritte
1. Klicken Sie auf Storage > LUNs.

2. Wahlen Sie auf der Registerkarte Initiatorgruppen eine oder mehrere Initiatorgruppen aus, die Sie
[6schen mochten, und klicken Sie dann auf Loschen.

3. Klicken Sie Auf Loschen.
4. Uberpriifen Sie, ob die geléschten Initiatorgruppen nicht mehr auf der Registerkarte Initiatorgruppen
angezeigt werden.

Fuigen Sie Initiatoren hinzu

Mit System Manager kénnen Sie Initiatoren zu einer Initiatorgruppe hinzufligen. Ein Initiator bietet Zugriff auf
eine LUN, wenn die Initiatorgruppe, der sie angehdrt, dieser LUN zugeordnet ist.

Schritte
1. Klicken Sie auf Storage > LUNs.

2. Wahlen Sie auf der Registerkarte LUN Management die Initiatorgruppe aus, der Sie Initiatoren hinzufigen
mochten, und klicken Sie auf Bearbeiten.

. Klicken Sie im Dialogfeld Initiatorgruppe bearbeiten auf Initiatoren.

3

4. Klicken Sie Auf Hinzufiigen.

5. Geben Sie den Namen des Initiators an und klicken Sie auf OK.
6

. Klicken Sie auf Speichern und SchlieRen.

Loschen von Initiatoren aus einer Initiatorgruppe

Sie kénnen einen Initiator mit der Registerkarte Initiatorgruppen in System Manager I6schen. Zum Léschen
eines Initiators aus einer Initiatorgruppe mussen Sie den Initiator der Initiatorgruppe zuordnen.

Bevor Sie beginnen

Die Zuordnung aller LUNs, die der Initiatorgruppe zugeordnet sind und den Initiator enthalten, den Sie I6schen
mdchten, muss manuell aufgehoben werden.

Schritte
1. Klicken Sie auf Storage > LUNs.

2. Wahlen Sie auf der Registerkarte Initiatorgruppen die Initiatorgruppe aus, aus der Sie den Initiator
[6schen mochten, und klicken Sie dann auf Bearbeiten.

3. Klicken Sie im Dialogfeld Initiatorgruppe bearbeiten auf die Registerkarte Initiatoren.

4. Wahlen und I6schen Sie den Initiator aus dem Textfeld und klicken Sie auf Speichern.

Der Initiator wird der Initiatorgruppe nicht zugeordnet.

Verwandte Informationen

LUNs-Fenster
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Managen Sie Portsatze mit System Manager - ONTAP 9.7 und friiher

Sie kdnnen ONTAP System Manager classic (verfugbar in ONTAP 9.7 und friher)
verwenden, um Portsatze zu erstellen, zu Ioschen und zu bearbeiten.

Erstellen von Portséatzen

Sie kénnen ONTAP System Manager Classic verwenden, um Portsatze zu erstellen, um den Zugriff auf lhre
LUNSs zu beschranken.

Schritte
1. Klicken Sie auf Storage > LUNSs.

2. Klicken Sie auf der Registerkarte Portsets auf Erstellen.

3. Wahlen Sie im Dialogfeld Portset erstellen den Protokolltyp aus.

4. Wahlen Sie die Netzwerkschnittstelle aus, die Sie dem Portset zuordnen mochten.
5

. Klicken Sie Auf Erstellen.

Portsatze I6schen

Sie kdnnen einen Portsatz mit System Manager I6schen, wenn dieser nicht mehr bendtigt wird.

Schritte
1. Klicken Sie auf Storage > LUNSs.

2. Wahlen Sie auf der Registerkarte Portsets ein oder mehrere Portsatze aus und klicken Sie auf Loschen.

3. Bestatigen Sie den Loschvorgang, indem Sie auf Léschen klicken.

Portsétze bearbeiten

Uber die Registerkarte Portsatze in System Manager kénnen Sie die Einstellungen fiir Portsatze bearbeiten.

Schritte
1. Klicken Sie auf Storage > LUNs.

2. Wahlen Sie auf der Registerkarte Portsets den zu bearbeitenden Portsatz aus und klicken Sie auf
Bearbeiten.

3. Nehmen Sie im Dialogfeld Portset bearbeiten die erforderlichen Anderungen vor.

4. Klicken Sie auf Speichern und SchlieRen.
Verwandte Informationen

Konfigurieren des iSCSI-Protokolls auf SVMs

Klonen von LUNs mit System Manager - ONTAP 9.7 und friher

Mit ONTAP System Manager Classic (verflugbar ab ONTAP 9.7) kbnnen Sie eine
temporare Kopie einer LUN zu Testzwecken erstellen oder zusatzlichen Benutzern eine
Kopie lhrer Daten zuganglich machen, ohne ihnen den Zugriff auf die Produktionsdaten
zu ermdglichen. Uber LUN-Klone kénnen Sie mehrere lesbare und beschreibbare Kopien
einer LUN erstellen.
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Bevor Sie beginnen
» Sie mussen die FlexClone-Lizenz auf dem Storage-System installiert haben.
* Wenn die Platzreservierung fir eine LUN deaktiviert ist, muss das Volume, das die LUN enthalt, Gber
geniigend Speicherplatz verfiigen, um Anderungen am Klon gerecht zu werden.

Uber diese Aufgabe

* Wenn Sie einen LUN-Klon erstellen, ist das automatische Léschen des LUN-Klons standardmaRig in
System Manager aktiviert.

Der LUN-Klon wird geldscht, wenn ONTAP automatisches Léschen auslést, um Speicherplatz
einzusparen.

» Sie konnen keine LUNs klonen, die auf SnapLock-Volumes sind.

Schritte
1. Klicken Sie auf Storage > LUNSs.

2. Wahlen Sie auf der Registerkarte LUN Management die LUN aus, die Sie klonen méchten, und klicken
Sie dann auf Clone.

3. Wenn Sie den Standardnamen andern mdchten, geben Sie einen neuen Namen fur den LUN-Klon an.
4. Klicken Sie Auf Clone.

5. Uberpriifen Sie, ob der von Ihnen erstellte LUN-Klon im Fenster LUNs aufgelistet ist.
Verwandte Informationen

LUNs-Fenster

Bearbeiten Sie LUNs mit System Manager - ONTAP 9.7 und friiher

Sie konnen im Dialogfeld LUN-Eigenschaften in ONTAP System Manager Classic
(verfugbar in ONTAP 9.7 und friher) den Namen, die Beschreibung, die GroRRe, die
Einstellung fur Speicherplatzreservierung oder die zugeordneten Initiator-Hosts einer
LUN andern.

Uber diese Aufgabe

Wenn Sie die Grofde einer LUN andern, missen Sie die fir den Host-Typ und die Anwendung, die die LUN
verwendet, empfohlenen Schritte auf der Host-Seite ausflihren.

Schritte
1. Klicken Sie auf Storage > LUNSs.

2. Wahlen Sie auf der Registerkarte LUN Management die LUN aus der Liste der LUNs aus, die Sie
bearbeiten mochten, und klicken Sie auf Bearbeiten.

3. Nehmen Sie die erforderlichen Anderungen vor.

4. Klicken Sie auf Speichern und SchlieBen.
Verwandte Informationen

LUNs-Fenster
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Versetzen Sie LUNs in den Online-Modus mit System Manager - ONTAP 9.7 und friiher

Mit der Registerkarte * LUN-Verwaltung* im ONTAP System Manager Classic (erhaltlich
in ONTAP 9.7 und friher) kdnnen Sie ausgewahlte LUNs online stellen und dem Host zur
Verfugung stellen.

Bevor Sie beginnen

Alle Host-Applikationen, die auf die LUN zugreifen, missen stillgelegt oder synchronisiert werden.

Schritte
1. Klicken Sie auf Storage > LUNSs.

2. Wahlen Sie auf der Registerkarte LUN Management eine oder mehrere LUNs aus, die Sie online schalten
mochten.

3. Klicken Sie Auf Status > Online.
Verwandte Informationen

LUNs-Fenster

Versetzen Sie LUNs in den Offline-Modus mit System Manager - ONTAP 9.7 und friiher

Mit der Registerkarte * LUN-Verwaltung®* im ONTAP System Manager Classic (erhaltlich
in ONTAP 9.7 und friher) konnen Sie ausgewahlte LUNs offline schalten und fur den
Blockprotokollzugriff nicht zur Verflgung stellen.

Bevor Sie beginnen
Alle Host-Applikationen, die auf die LUN zugreifen, missen stillgelegt oder synchronisiert werden.

Schritte
1. Klicken Sie auf Storage > LUNs.

2. Wahlen Sie auf der Registerkarte LUN Management eine oder mehrere LUNs aus, die Sie offline schalten
mochten.

3. Klicken Sie Auf Status > Offline.
Verwandte Informationen

LUNs-Fenster

Verschieben Sie LUNs mit System Manager - ONTAP 9.7 und friiher

Mit ONTAP System Manager Classic (verfugbar ab ONTAP 9.7) konnen Sie eine LUN
vom zugehdrigen Volume auf ein anderes Volume oder einen qgtree innerhalb einer
Storage Virtual Machine (SVM) verschieben. Sie konnen die LUN auf ein Volume
verschieben, das auf einem Aggregat mit hochperformanten Festplatten gehostet wird,
wodurch die Performance beim Zugriff auf die LUN verbessert wird.

Uber diese Aufgabe
+ Sie kdnnen eine LUN nicht auf einen gtree innerhalb desselben Volumes verschieben.

» Wenn Sie eine LUN aus einer Datei mit der Befehlszeilenschnittstelle (CLI) erstellt haben, kdnnen Sie die
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LUN nicht mit System Manager verschieben.

* Die Verschiebung der LUN erfolgt unterbrechungsfrei. Sie kann durchgefiihrt werden, wenn die LUN online
ist und Daten bereitstellt.

+ Sie kdnnen die LUN nicht mit System Manager verschieben, wenn der zugewiesene Speicherplatz im Ziel-
Volume nicht ausreicht, um die LUN zu enthalten, und selbst wenn Autogrow auf dem Volume aktiviert ist.
Sie sollten stattdessen die CLI verwenden.

» Sie konnen LUNs auf SnapLock Volumes nicht verschieben.

Schritte
1. Klicken Sie auf Storage > LUNSs.

2. Wahlen Sie auf der Registerkarte LUN Management die LUN aus, die Sie aus der Liste der LUNs
verschieben mochten, und klicken Sie dann auf Verschieben.

3. Optional: im Bereich Move Options des Dialogfelds Move LUN geben Sie einen neuen Namen fiir die
LUN an, wenn Sie den Standardnamen andern méchten.

4. Wahlen Sie das Storage-Objekt aus, auf das Sie die LUN verschieben méchten, und flhren Sie eine der
folgenden Aktionen aus:

Wenn Sie die LUN verschieben mochten... Dann...

Ein neues Volume a. Wahlen Sie ein Aggregat aus, in dem Sie das
neue Volume erstellen méchten.

b. Geben Sie einen Namen fir das Volume an.

Ein vorhandener Volume oder qgtree a. Wahlen Sie ein Volume aus, in das Sie die LUN
verschieben moéchten.

b. Wenn das ausgewahlte Volume qtrees enthalt,
wahlen Sie den qgtree aus, auf den Sie die LUN
verschieben mdochten.

5. Klicken Sie Auf Verschieben.

6. Bestatigen Sie den Vorgang LUN-Verschiebung, und klicken Sie auf Weiter.

Fur einen kurzen Zeitraum wird die LUN sowohl auf dem Ursprungs- als auch auf dem Ziel-Volume
angezeigt. Nach Abschluss des Verschiebevorgangs wird die LUN auf dem Ziel-Volume angezeigt.

Das Ziel-Volume oder gtree wird als neuer Container-Pfad fir die LUN angezeigt.

Weisen Sie LUNs Storage-QoS mit System Manager - ONTAP 9.7 und frither zu

Sie konnen ONTAP System Manager Classic (verfugbar ab ONTAP 9.7) verwenden, um
den Durchsatz von LUNs zu begrenzen, indem Sie sie Storage Quality of Service (QoS)-
Richtliniengruppen zuweisen. Sie kdnnen Storage-QoS fur neue LUNs zuweisen oder
Storage-QoS-Details fur LUNs andern, die bereits einer Richtliniengruppe zugewiesen
sind.

Uber diese Aufgabe
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» Sie kdnnen einer LUN keine Storage-QoS zuweisen, wenn einer Richtliniengruppe die folgenden Storage-
Objekte zugewiesen sind:

> Ubergeordnetes Volume der LUN
> Ubergeordnete Storage Virtual Machine (SVM) der LUN

+ Sie kdnnen Storage-QoS zuweisen oder die QoS-Details fur maximal 10 LUNs gleichzeitig &ndern.

Schritte
1. Klicken Sie auf Storage > LUNs.

2. Wabhlen Sie auf der Registerkarte LUN Management eine oder mehrere LUNs aus, denen Sie Storage
QoS zuweisen mdchten.

3. Klicken Sie auf Storage QoS.

4. Aktivieren Sie im Dialogfeld Quality of Service Details das Kontrollkdstchen Storage Quality of Service
verwalten, wenn Sie die Workload-Performance der LUN managen mdchten.

Wenn einige der ausgewahlten LUNs bereits einer Richtliniengruppe zugewiesen sind, wirken sich die von
Ihnen vorgenommenen Anderungen moglicherweise auf die Performance dieser LUNs aus.

5. Neue QoS-Richtliniengruppe fur Storage erstellen oder vorhandene Richtliniengruppe auswahlen, um die
I/O-Performance (Input/Output) der LUN zu steuern:
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lhr Ziel ist

Erstellen Sie eine neue Richtliniengruppe

Tun Sie das...
a. Wahlen Sie Neue Richtliniengruppe.

b. Geben Sie den Namen der Richtliniengruppe
an.

c. Geben Sie die minimale Durchsatzbegrenzung
an.

o In System Manager 9.5 kdnnen Sie die
Durchsatzbegrenzung nur auf Performance-
basierten All Flash-optimierten Systemen
festlegen. In System Manager 9.6 kdnnen
Sie daruber hinaus das Mindestdurchsatz-
Limit fir ONTAP Select Premium-Systeme
festlegen.

o Sie kdnnen das Mindestdurchsatz fir
Volumes nicht auf einem FabricPool-fahigen
Aggregat festlegen.

o Wenn Sie den Mindestdurchsatzwert nicht
angeben oder der Mindestdurchsatzwert auf
0 gesetzt ist, wird ,Keine" automatisch als
Wert angezeigt.

Bei diesem Wert wird die Grof}-
/Kleinschreibung beachtet.

d. Geben Sie das maximale Durchsatzlimit an, um
sicherzustellen, dass die Workload der Objekte
in der Richtliniengruppe das angegebene
Durchsatzlimit nicht Gberschreitet.

> Die minimale Durchsatzbegrenzung und die
maximale Durchsatzbegrenzung muassen
vom selben Einheitstyp sein.

o Wenn Sie das minimale Durchsatzlimit nicht
angeben, kdnnen Sie die maximale
Durchsatzbegrenzung in IOPS und B/s,
KB/s, MB/s usw. festlegen.

o Wenn Sie den maximalen Durchsatzwert
nicht angeben, zeigt das System
automatisch ,Unlimited” als Wert an, und
dieser Wert ist zwischen Grof3- und
Kleinschreibung zu beachten.

Die angegebene Einheit hat keinen Einfluss
auf den maximalen Durchsatz.
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lhr Ziel ist

Wahlen Sie eine vorhandene Richtliniengruppe aus

Tun Sie das...

a. Wahlen Sie vorhandene Richtliniengruppe

aus, und klicken Sie dann auf Auswahlen, um
eine vorhandene Richtliniengruppe im
Dialogfeld Richtliniengruppe auswahlen
auszuwahlen.

. Geben Sie die minimale Durchsatzbegrenzung

an.

° In System Manager 9.5 kdnnen Sie die
Durchsatzbegrenzung nur auf Performance-
basierten All Flash-optimierten Systemen
festlegen. In System Manager 9.6 kdnnen
Sie daruber hinaus das Mindestdurchsatz-
Limit fir ONTAP Select Premium-Systeme
festlegen.

> Sie kénnen das Mindestdurchsatz fur
Volumes nicht auf einem FabricPool-fahigen
Aggregat festlegen.

o Wenn Sie den Mindestdurchsatzwert nicht
angeben oder der Mindestdurchsatzwert auf
0 gesetzt ist, wird ,Keine" automatisch als
Wert angezeigt.

Bei diesem Wert wird die Grol3-
/Kleinschreibung beachtet.

c. Geben Sie das maximale Durchsatzlimit an, um

sicherzustellen, dass die Workload der Objekte
in der Richtliniengruppe das angegebene
Durchsatzlimit nicht Gberschreitet.

o Die minimale Durchsatzbegrenzung und die
maximale Durchsatzbegrenzung missen
vom selben Einheitstyp sein.

o Wenn Sie das minimale Durchsatzlimit nicht
angeben, kénnen Sie die maximale
Durchsatzbegrenzung in IOPS und B/s,
KB/s, MB/s usw. festlegen.

o Wenn Sie den maximalen Durchsatzwert
nicht angeben, zeigt das System
automatisch ,Unlimited" als Wert an, und
dieser Wert ist zwischen Grol3- und
Kleinschreibung zu beachten.

Die angegebene Einheit hat keinen Einfluss
auf den maximalen Durchsatz.

Wenn die Richtliniengruppe mehr als einem
Objekt zugewiesen ist, wird der maximale
Durchsatz, den Sie angeben, von den Objekten
gemeinsam genutzt.



6. Optional: Klicken Sie auf den Link, der die Anzahl der LUNs angibt, um die Liste der ausgewahlten LUNs
zu Uberprifen, und klicken Sie auf Discard, wenn Sie LUNs aus der Liste entfernen mochten.

Der Link wird nur angezeigt, wenn mehrere LUNs ausgewahlt sind.

7. Klicken Sie auf OK.

Bearbeiten Sie Initiatorgruppen mit System Manager - ONTAP 9.7 und friiher

Mit dem Dialogfeld Initiatorgruppe bearbeiten in ONTAP System Manager classic
(verfugbar in ONTAP 9.7 und friher) kdnnen Sie den Namen einer bestehenden
Initiatorgruppe und deren Betriebssystem andern. Sie kdnnen Initiatoren zu der
Initiatorgruppe hinzufigen oder sie entfernen. Sie konnen auch den der Initiatorgruppe
zugeordneten Portsatz andern.

Schritte
1. Klicken Sie auf Storage > LUNs.

2. Wahlen Sie auf der Registerkarte Initiatorgruppen die Initiatorgruppe aus, die Sie &ndern méchten, und
klicken Sie dann auf Bearbeiten.

3. Nehmen Sie die erforderlichen Anderungen vor.
4. Klicken Sie auf Speichern und SchlieRen.

5. Uberpriifen Sie die Anderungen, die Sie an der Initiatorgruppe auf der Registerkarte Initiatorgruppen
vorgenommen haben.

Verwandte Informationen

LUNs-Fenster

Bearbeiten Sie Initiatoren mit System Manager - ONTAP 9.7 und friiher

Mit dem Dialogfeld Initiatorgruppe bearbeiten in ONTAP System Manager classic
(verfugbar in ONTAP 9.7 und friher) kdnnen Sie den Namen eines bestehenden Initiators
in einer Initiatorgruppe andern.

Schritte
1. Klicken Sie auf Storage > LUNs.

2. Wahlen Sie auf der Registerkarte Initiatorgruppen die Initiatorgruppe aus, der der Initiator angehort, und
klicken Sie dann auf Bearbeiten.

. Klicken Sie im Dialogfeld Initiatorgruppe bearbeiten auf Initiatoren.

3
4. Wahlen Sie den Initiator aus, den Sie bearbeiten mochten, und klicken Sie auf Bearbeiten.
5. Andern Sie den Namen und klicken Sie auf OK.

6

. Klicken Sie auf Speichern und SchlieRen.
Verwandte Informationen

LUNs-Fenster
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Zeigen Sie LUN-Informationen mit System Manager - ONTAP 9.7 und frither an

Mit der Registerkarte LUN-Verwaltung im ONTAP System Manager Classic (erhaltlich in
ONTAP 9.7 und friher) kdnnen Sie Details zu einer LUN anzeigen, wie Name, Status,
Grofde und Typ.

Schritte
1. Klicken Sie auf Storage > LUNs.

2. Wahlen Sie auf der Registerkarte LUN Management die LUN aus, zu der Sie Informationen aus der
angezeigten Liste der LUNs anzeigen mochten.

3. Uberpriifen Sie die LUN-Details im Fenster LUNs.

Zeigen Sie Initiatorgruppen mit System Manager - ONTAP 9.7 und frither an

Mit der Registerkarte Initiatorgruppen im ONTAP System Manager Classic (verfugbar in
ONTAP 9.7 und friher) kdnnen Sie alle Initiatorgruppen und die Initiatoren anzeigen, die
diesen Initiatorgruppen zugeordnet sind, sowie die LUNs und LUN-IDs, die den
Initiatorgruppen zugeordnet sind.

Schritte
1. Klicken Sie auf Storage > LUNs.

2. Klicken Sie auf Initiatorgruppen und prifen Sie die im oberen Bereich aufgefuhrten Initiatorgruppen.

3. Wahlen Sie eine Initiatorgruppe aus, um die zu ihr gehdrenden Initiatoren anzuzeigen. Diese werden im
unteren Fensterbereich auf der Registerkarte Initiatoren aufgefihrt.

4. Wahlen Sie eine Initiatorgruppe aus, um die ihr zugeordneten LUNs anzuzeigen. Diese werden im unteren
Bereich unter zugeordneten LUNs aufgefihrt.

Richtlinien zur Arbeit mit FlexVol Volumes, die LUNs mit System Manager - ONTAP 9.7 und friiher
enthalten

Im ONTAP System Manager Classic (verfugbar in ONTAP 9.7 und friher) mussen Sie die
Standardeinstellungen fur Snapshot Kopien andern, wenn Sie mit FlexVol-Volumes
arbeiten, die LUNs enthalten. Sie kdnnen auch das LUN-Layout optimieren, um die
Administration zu vereinfachen.

Snapshot-Kopien sind fiir viele optionale Funktionen wie SnapMirror, SyncMirror, Dump und Restore sowie
NDMPcopy erforderlich.

Wenn Sie ein Volume erstellen, fiuhrt ONTAP automatisch Folgendes durch:

* Reserviert 5 Prozent des Speicherplatzes flr Snapshot-Kopien

* Plant die Erstellung von Snapshot Kopien
Da der interne Planungsmechanismus zum Erstellen von Snapshot Kopien in ONTAP nicht sicherstellt, dass
die Daten in einer LUN einen konsistenten Status aufweisen, sollten Sie diese Einstellungen fiir Snapshot
Kopien andern, indem Sie die folgenden Aufgaben ausfuhren:

» Deaktivieren Sie den Zeitplan fur automatische Snapshot-Kopien.

* Léschen Sie alle Snapshot Kopien.
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* Legen Sie den Prozentsatz des flr Snapshot Kopien reservierten Speicherplatzes auf null fest.
Sie sollten die folgenden Richtlinien verwenden, um Volumes zu erstellen, die LUNs enthalten:
* Erstellen Sie keine LUNs im Root-Volume des Systems.

ONTAP verwendet dieses Volume fiir die Administration des Storage-Systems. Das Root-Volume ist
standardmafig /vol/volO.

 Sie sollten die LUN mithilfe eines SAN-Volume enthalten.

» Sie sollten sicherstellen, dass keine anderen Dateien oder Verzeichnisse im Volume vorhanden sind, das
die LUN enthalt.

Wenn dies nicht moéglich ist und Sie LUNs und Dateien auf demselben Volume speichern, sollten Sie einen
separaten qtree verwenden, um die LUNs zu enthalten.

* Wenn mehrere Hosts dasselbe Volume nutzen, sollten Sie einen gtree auf dem Volume erstellen, um alle
LUNs flr denselben Host zu speichern.

Dies ist eine Best Practice, die die LUN-Administration und -Protokollierung vereinfacht.

* Um das Management zu vereinfachen, sollten Sie Namenskonventionen fiir LUNs und Volumes
verwenden, die ihre Eigentimer oder deren Verwendung widerspiegeln.

Verwandte Informationen

"ONTAP 9 Dokumentationszentrum"

Allgemeines zu Speicherplatzreservierungen fiir LUNs in System Manager - ONTAP 9.7 und friiher

Indem Sie verstehen, wie die Einstellung fur Platzreservierungen (in Kombination mit der
Volume-Garantie) in ONTAP System Manager Classic (verfugbar in ONTAP 9.7 und
friher) sich darauf auswirkt, wie Speicherplatz fur LUNs reserviert wird, hilft Ihnen, die
Auswirkungen von Speicherplatzreservierungen zu verstehen. Es hilft Innen auch zu
verstehen, warum bestimmte Kombinationen von LUN- und Volume-Einstellungen nicht
nutzlich sind.

Wenn eine LUN Platzreservierungen aktiviert ist (eine platzreservierte LUN) und das zugehdrige Volume eine
Volume-Garantie besitzt, wird freier Speicherplatz vom Volume beim Erstellen zur LUN reserviert. Die Grof3e
dieses reservierten Speicherplatzes wird durch die Groe der LUN bestimmt. Andere Storage-Objekte auf dem
Volume (andere LUNs, Dateien, Snapshot Kopien usw.) kdnnen nicht diesen Speicherplatz nutzen.

Wenn eine LUN Uber deaktivierte Speicherplatzreservierungen verflgt (eine nicht-space-reservierte LUN), wird
beim Erstellen fir diese LUN kein Speicherplatz festgelegt. Der fUr jeden Schreibvorgang des LUN bendétigte
Speicher wird nach Bedarf dem Volume zugewiesen, sofern ausreichend freier Speicherplatz verfligbar ist.

Wenn eine platzsparende LUN in einem ohne garantierte Performance Volume erstellt wird, verhalt sich die
LUN wie eine nicht-speicherreservierte LUN. Das liegt daran, dass ein nicht garantiertes Volume keinen Platz
hat, der LUN zuzuweisen. Das Volume selbst kann wegen seiner keinen Garantie nur dann Speicherplatz
zuweisen, wenn es geschrieben wird. Daher wird es nicht empfohlen, eine platzreservierte LUN in einem ohne
garantierte Volume zu erstellen. Der Einsatz dieser Konfigurationskombination bietet moglicherweise
Schreibgarantien, die tatsachlich unmdglich sind.
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Wenn die Platzreserve auf ,Default” gesetzt ist, gelten die Einstellungen der ONTAP
Speicherplatzreservierung fur die LUNs. ONTAP Einstellungen flr die Speicherplatzreservierung gelten auch
fur die Container-Volumes, wenn neue Volumes erstellt werden.

Richtlinien zur Verwendung von Multiprotocol-Typ fiir LUN in System Manager - ONTAP 9.7 und friiher

Im ONTAP System Manager classic (verfugbar in ONTAP 9.7 und fruher) gibt der LUN-
Protokolltyp oder der Betriebssystemtyp das Betriebssystem des Hosts an, der auf die
LUN zugreift. Es bestimmt aulRerdem das Layout der Daten auf der LUN sowie die
minimale und maximale Grofle der LUN.

@ Nicht alle ONTAP Versionen unterstitzen alle LUN-Multiprotokoll-Typen. Aktuelle Informationen
finden Sie im Interoperabilitats-Matrix-Tool.

In der folgenden Tabelle werden die Werte des LUN-Multi-Protokoll-Typs und die Richtlinien fir die
Verwendung jedes Typs beschrieben:

LUN-Multi-Protokoll-Typ Wann verwendet werden soll

AIX Wenn lhr Host-Betriebssystem AlX ist.

HP-UX ERHALTLICH Wenn |hr Host-Betriebssystem HP-UX ist.
Hyper-V Wenn Sie Windows Server 2008 oder Windows

Server 2012 Hyper-V verwenden und lhre LUNs
virtuelle Festplatten (VHDs) enthalten. Wenn Sie
Hyper_V fir Ihren LUN-Typ verwenden, sollten Sie
auch Hyper_V fur Ihren igroup-Betriebssystem
verwenden.

Bei RAW LUNs kénnen Sie den Typ
@ des Child-Betriebssystems verwenden,
den der Multiprotokoll-Typ der LUN

verwendet.
Linux Wenn lhr Host-Betriebssystem Linux ist.
NetWare Wenn lhr Hostbetriebssystem NetWare ist.
OpenVMS Wenn |hr Host-Betriebssystem OpenVMS ist.
Solaris Wenn |hr Host-Betriebssystem Solaris ist und Sie

keine Solaris EFI-Etiketten verwenden.
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LUN-Multi-Protokoll-Typ
Solaris EFI

VMware

Windows 2003 MBR

Windows 2003 GPT

Windows 2008 oder hoher

Xen

Verwandte Informationen
LUNs werden erstellt

"NetApp Interoperabilitat"

Wann verwendet werden soll

Wenn Sie Solaris EFI-Etiketten verwenden.

Die Verwendung eines anderen LUN-
@ Multiprotocol-Typs mit Solaris EFI

Etiketten kann zu Problemen bei der

LUN-Ausrichtung fiihren.

Wenn Sie einen ESX Server verwenden und lhre
LUNs mit VMFS konfiguriert werden.

Wenn Sie die LUNs mit RDM

@ konfigurieren, kdnnen Sie das
Gastbetriebssystem als den
Multiprotokoll-Typ LUN verwenden.

Wenn |hr Host-Betriebssystem Windows Server 2003
mit der MBR-Partitionierungsmethode ist.

Wenn Sie die GPT-Partitionierungsmethode
verwenden mochten und lhr Host sie verwenden
kann. Windows Server 2003, Service Pack 1 und
hoher kénnen die GPT-Partitionierungsmethode
verwenden, und alle 64-Bit-Versionen von Windows
unterstltzen sie.

Wenn Ihr Host-Betriebssystem Windows Server 2008
oder hoher ist, werden sowohl MBR- als auch GPT-
Partitionierungsmethoden unterstitzt.

Wenn Sie Xen verwenden und lhre LUNs mit Linux
LVM mit DomO konfiguriert werden.

Bei RAW LUNs konnen Sie den Typ

@ des Gast-Betriebssystems verwenden,
den der LUN-Multiprotokolltyp
verwendet.

"Solaris Host Utilities 6.1 — Installations- und Setup-Handbuch"

"Solaris Host Utilities 6.1 Quick Command Reference"

"Solaris Host Utilities 6.1 — Versionshinweise"
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LUNs-Fenster in System Manager - ONTAP 9.7 und friiher

Sie kdnnen das LUNs-Fenster in ONTAP System Manager classic (verfugbar in ONTAP
9.7 und friher) verwenden, um LUNs zu erstellen und zu verwalten sowie Informationen
uber LUNs anzuzeigen. Sie kdnnen auch Initiatorgruppen und Initiator-IDs hinzufugen,
bearbeiten oder I6schen.

Die Registerkarte LUN-Verwaltung

Auf dieser Registerkarte kdnnen Sie die LUN-Einstellungen erstellen, klonen, I6schen, verschieben oder
bearbeiten. Sie kénnen auch einer Richtliniengruppe ,Storage Quality of Service* (QoS) LUNs zuweisen.

Befehlsschaltflaichen
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Erstellen

Offnet den Assistenten LUN erstellen, mit dem Sie LUNSs erstellen kénnen.

In einem Cluster auf einer AFF-Plattform, die keine vorhandenen LUNs enthalt, wird das Dialogfeld ,FC
SAN-optimierte LUNSs erstellen“ getffnet. Damit konnen Sie eine oder mehrere fir FC SAN optimierte
LUNSs einrichten.

Klonen

Offnet das Dialogfeld LUN klonen, in dem Sie die ausgewahlten LUNs klonen kénnen.

Bearbeiten

Offnet das Dialogfeld LUN bearbeiten, in dem Sie die Einstellungen der ausgewéhlten LUN bearbeiten
koénnen.

Léschen

Léscht die ausgewahlte LUN.

Status

Erméglicht Innen das Andern des Status der ausgewahiten LUN in Online oder Offline.

Bewegen

Offnet das Dialogfeld LUN verschieben, in dem Sie die ausgewéhlte LUN zu einem neuen Volume oder
einem vorhandenen Volume oder gtree innerhalb derselben Storage Virtual Machine (SVM) verschieben
kdnnen.

* Storage QoS*

Offnet das Dialogfeld Quality of Service Details, in dem Sie einer neuen oder vorhandenen
Richtliniengruppe eine oder mehrere LUNs zuweisen kénnen.

Aktualisieren

Aktualisiert die Informationen im Fenster.



Liste der LUNs

* Name
Zeigt den Namen der LUN an.
+ SVM
Zeigt den Namen der Storage Virtual Machine (SVM) an, in der die LUN erstellt wird.
» * Container-Pfad*
Zeigt den Namen des Filesystems (Volume oder gtree) an, das die LUN enthalt.
* Raumreservierung
Gibt an, ob die Speicherplatzreservierung aktiviert oder deaktiviert ist.
* *Verfugbare GrofRe*
Zeigt den Speicherplatz an, der in der LUN verflgbar ist.
+ Gesamtgrofe
Zeigt den gesamten Speicherplatz in der LUN an.
* %Used
Zeigt den belegten Speicherplatz (in Prozent) an, der verwendet wird.
* Typ
Gibt den LUN-Typ an.
+ Status
Gibt den Status der LUN an.
* Richtliniengruppe

Zeigt den Namen der Storage QoS-Richtliniengruppe an, der die LUN zugewiesen ist. Standardmafig ist
diese Spalte ausgeblendet.

* * Anwendung*
Zeigt den Namen der Applikation an, die der LUN zugewiesen ist.
* Beschreibung

Zeigt die Beschreibung der LUN an.

Detailbereich

Im Bereich unter der Liste LUNs werden Details zu der ausgewahlten LUN angezeigt.

* Registerkarte Details
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Zeigt Details zur LUN an, z. B. die LUN-Seriennummer, ob die LUN ein Klon ist, eine LUN-Beschreibung,
die Richtliniengruppe, der die LUN zugewiesen ist, den minimalen Durchsatz der Richtliniengruppe, den
maximalen Durchsatz der Richtliniengruppe, Details zum Vorgang der Verschiebung von LUNs, Und der
LUN zugewiesene Applikation. Sie kdnnen auch Details zu den Initiatorgruppen und Initiatoren anzeigen,
die der ausgewahlten LUN zugeordnet sind.

* Registerkarte Leistung
Zeigt Performance-Metriken der LUNs an, einschlief3lich Datenrate, IOPS und Antwortzeiten.
Wenn Sie die Client-Zeitzone oder die Cluster-Zeitzone andern, werden die Diagramme mit den

Performance-Metriken beeintrachtigt. Aktualisieren Sie lhren Browser, um die aktualisierten Diagramme
anzuzeigen.

Registerkarte Initiatorgruppen

Auf dieser Registerkarte kdnnen Sie die Einstellungen von Initiatorgruppen und Initiator-IDs erstellen, 16schen
oder bearbeiten.

Befehlsschaltflachen
e Erstellen

Offnet das Dialogfeld Initiatorgruppe erstellen, in dem Sie Initiatorgruppen erstellen kénnen, um den
Hostzugriff auf bestimmte LUNs zu steuern.

« Bearbeiten

Offnet das Dialogfeld Initiatorgruppe bearbeiten, in dem Sie die Einstellungen der ausgewéhiten
Initiatorgruppe bearbeiten kénnen.

* Léoschen
Ldscht die ausgewahlte Initiatorgruppe.
« Aktualisieren

Aktualisiert die Informationen im Fenster.

Liste der Initiatorgruppen

* Name
Zeigt den Namen der Initiatorgruppe an.
* Typ

Gibt den Typ des Protokolls an, der von der Initiatorgruppe unterstiitzt wird. Die unterstitzten Protokolle
sind iISCSI, FC/FCoE oder Mixed (iSCSI und FC/FCoE).

* Betriebssystem
Gibt das Betriebssystem fiir die Initiatorgruppe an.

* Portset
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Zeigt den Portsatz an, der der Initiatorgruppe zugeordnet ist.
* Initiatoranzahl

Zeigt die Anzahl der Initiatoren an, die der Initiatorgruppe hinzugefligt wurden.

Detailbereich

Im Bereich unter der Liste Initiatorgruppen werden Details zu den Initiatoren angezeigt, die der ausgewahlten
Initiatorgruppe hinzugefligt werden, und zu den LUNSs, die der Initiatorgruppe zugeordnet sind.

Registerkarte Portsatze

Auf dieser Registerkarte kdnnen Sie Portsatze erstellen, I6schen oder bearbeiten.
Befehlsschaltflachen
* Erstellen

Offnet das Dialogfeld Portset erstellen, in dem Sie Portsatze erstellen kénnen, um den Zugriff auf lhre
LUNSs zu beschranken.

« Bearbeiten

Offnet das Dialogfeld Portset bearbeiten, in dem Sie die Netzwerkschnittstellen auswahlen kénnen, die Sie
dem Portset zuordnen mochten.

* Léoschen
Ldscht den ausgewahlten Portsatz.
« Aktualisieren

Aktualisiert die Informationen im Fenster.

Portsatze-Liste

* Portset Name
Zeigt den Namen des Portsatzes an.
« Typ

Gibt den vom Portset unterstiitzten Protokolltyp an. Die unterstitzten Protokolle sind iSCSI, FC/FCoE oder
Mixed (iSCSI und FC/FCoE).

* Anzahl Der Schnittstellen
Zeigt die Anzahl der Netzwerkschnittstellen an, die dem Portsatz zugeordnet sind.
* Anzahl Der Initiatorgruppen

Zeigt die Anzahl der Initiatorgruppen an, die dem Portsatz zugeordnet sind.
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Detailbereich

Der Bereich unterhalb der Liste Portsatze zeigt Details zu den Netzwerkschnittstellen und Initiatorgruppen an,
die mit dem ausgewahlten Portsatz verknUpft sind.

Verwandte Informationen

LUNSs werden erstellt

LUNs werden geldscht

Erstellen von Initiatorgruppen

LUNs werden bearbeitet

Bearbeiten von Initiatorgruppen

Initiatoren werden bearbeitet

LUNs werden in den Online-Modus versetzt
LUNs werden in den Offline-Modus versetzt

Klonen von LUNs

Managen Sie gtrees mit System Manager — ONTAP 9.7 und friher

Sie kdnnen ONTAP System Manager Classic (verfugbar in ONTAP 9.7 und friher)
verwenden, um gtrees zu erstellen, zu bearbeiten und zu I6schen.

Erstellen von gtrees

Qtrees ermoglicht Ihnen, lhre Daten innerhalb eines Volumes zu managen und zu partitionieren. Im Dialogfeld
Create gtree kdnnen Sie in System Manager einen neuen qtree zu einem Volume in lhrem Storage-System
hinzufiigen.

Schritte
1. Klicken Sie Auf Storage > Qtrees.

2. Wahlen Sie aus dem Dropdown-Ment im Feld SVM die Storage Virtual Machine (SVM) aus, auf der Sie
einen gtree erstellen mochten.

3. Klicken Sie Auf Erstellen.
4. Geben Sie im Dialogfeld Create Qtree auf der Registerkarte Details einen Namen fiir den gtree ein.

5. Wahlen Sie das Volume aus, zu dem Sie den gtree hinzufligen mdochten.
Die Liste zur Volume-Suche enthalt nur die Volumes, die online sind.

6. Wenn Sie opportunistic locks (oplocks) flr den gtree deaktivieren mochten, deaktivieren Sie das
Kontrollkdstchen Oplocks fiir Dateien und Verzeichnisse aktivieren in diesem Qtree.

StandardmaRig sind Oplocks fiir jeden gtree aktiviert.

7. Wenn Sie den Standard-Sicherheitsstil andern mochten, wahlen Sie einen neuen Sicherheitsstil aus.
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Der Standardsicherheitsstil des gtree ist der Sicherheitsstil des Volume, das den gtree enthalt.

8. Wenn Sie die Standard-Richtlinie flr den geerbten Export andern méchten, wahlen Sie entweder eine
vorhandene Exportrichtlinie aus oder erstellen Sie eine Exportrichtlinie.

Die Standard-Exportrichtlinie des qtree ist die Exportrichtlinie, die dem Volume zugewiesen ist, das den
gtree enthalt.

9. Wenn Sie die Platznutzung der Festplatte einschranken méchten, klicken Sie auf die Registerkarte
Quotas.

a. Wenn Sie Quoten auf den qgtree anwenden mdéchten, klicken Sie Qtree Quota und geben Sie dann die
Speicherplatzbegrenzung an.

b. Wenn Sie Quoten fir alle Benutzer auf dem gtree anwenden méchten, klicken Sie auf User Quota und
geben Sie dann die Speicherplatzbegrenzung an.

10. Klicken Sie Auf Erstellen.

11. Uberpriifen Sie, ob der erstellte qtree in die Liste der gtrees im Fenster Qtrees aufgenommen wurde.

Loschen von qtrees

Sie kdnnen einen qtree 16schen und den Festplattenspeicher, den gtree in einem Volume verwendet, mithilfe
von System Manager wieder nutzbar machen. Wenn Sie einen gtree I6schen, werden alle Quoten, die fur
diesen qtree gelten, nicht mehr von ONTAP angewendet.

Bevor Sie beginnen
* Der gtree-Status muss Normal aufweisen.

* Der gtree darf keine LUN enthalten.

Schritte
1. Klicken Sie Auf Storage > Qtrees.

2. Wabhlen Sie im Fenster Qtrees eine oder mehrere gtrees aus, die Sie [6schen mochten, und klicken Sie
dann auf Loschen.

3. Aktivieren Sie das Bestatigungsfeld, und klicken Sie dann auf Léschen.

4. Uberpriifen Sie, ob der geldschte gtree nicht mehr in die Liste der gtrees im Fenster Qtrees aufgenommen
wurde.

Bearbeiten von qtrees

Mit System Manager kénnen Sie die Eigenschaften eines gtree andern, z. B. den Sicherheitsstil,
opportunistische Sperren (Oplocks) aktivieren oder deaktivieren und eine neue oder vorhandene
Exportrichtlinie zuweisen.

Schritte
1. Klicken Sie Auf Storage > Qtrees.
2. Wabhlen Sie den gtree aus, den Sie bearbeiten méchten, und klicken Sie dann auf Bearbeiten.
3. Bearbeiten Sie im Dialogfeld qtree die folgenden Eigenschaften nach Bedarf:
o Oplocks
o Sicherheitsstil

o Exportrichtlinie

279



4. Klicken Sie Auf Speichern.

5. Uberprifen Sie die Anderungen, die Sie am ausgewahlten gtree vorgenommen haben, im Fenster Qtrees.

Zuweisen von Exportrichtlinien zu qtrees

Anstatt ein ganzes Volume zu exportieren, kdnnen Sie einen bestimmten gtree auf einem Volume exportieren
und direkt fur Clients zuganglich machen. Sie kdnnen mit System Manager einen gtree exportieren, indem Sie
dem qgtree eine Exportrichtlinie zuweisen. Im Fenster gtrees kénnen Sie eine Exportrichtlinie einer oder
mehreren qtrees zuweisen.

Schritte
1. Klicken Sie Auf Storage > Qtrees.

2. Wahlen Sie im Dropdown-Meni des Feldes SVM die Storage Virtual Machine (SVM) aus, auf der sich die
gtrees, die exportiert werden sollen, befinden sollen.

3. Wahlen Sie eine oder mehrere gtrees aus, denen Sie eine Exportrichtlinie zuweisen mdchten, und klicken
Sie dann auf Exportrichtlinie andern.

4. Erstellen Sie im Dialogfeld Richtlinie exportieren entweder eine Exportrichtlinie oder wahlen Sie eine
vorhandene Exportrichtlinie aus.

"Erstellen einer Exportrichtlinie"

5. Klicken Sie Auf Speichern.

6. Uberpriifen Sie, ob die Exportrichtlinie und die zugehdrigen Exportregeln, die Sie den qtrees zugewiesen
haben, auf der Registerkarte Details der entsprechenden qgtrees angezeigt werden.

Anzeigen der qtree-Informationen

Im Fenster qgtrees kdnnen Sie in System Manager das Volume anzeigen, das den qtree enthalt, den Namen,
den Sicherheitsstil und den Status des qtree sowie den Status ,Oplocks*.

Schritte
1. Klicken Sie Auf Storage > Qtrees.

2. Wahlen Sie aus dem Dropdown-Menti im Feld SVM die Storage Virtual Machine (SVM) aus, auf der sich
der gtree befindet, auf dem sich Informationen anzeigen lassen sollen.

3. Wahlen Sie den qtree in der angezeigten Liste der gtrees aus.
4. Uberpriifen Sie die gtree-Details im Qtrees-Fenster.
Qtree Optionen
Ein gtree ist ein logisch definiertes File-System, das als spezielles Unterverzeichnis des Root-Verzeichnisses

innerhalb eines FlexVol Volumes vorhanden sein kann. Qtrees werden verwendet, um Daten innerhalb des
Volume zu managen und zu partitionieren.

Wenn Sie qtrees auf einer FlexVol erstellen, die Volumes enthalt, werden die gtrees als Verzeichnisse
angezeigt. Daher missen Sie beim Léschen von Volumes darauf achten, dass die gtrees nicht versehentlich
geldscht werden.

Sie kdnnen beim Erstellen eines gtree die folgenden Optionen angeben:

* Name des qgtree
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* Volume, in dem der gtree residieren soll

» Oplocks

Oplocks sind standardmaRig fur den gtree aktiviert. Wenn Sie Oplocks flir das gesamte Speichersystem
deaktivieren, werden Oplocks nicht gesetzt, auch wenn Sie Oplocks fiir jeden gtree aktivieren.

 Sicherheitsstil

Der Sicherheitsstil kann UNIX, NTFS oder Mixed (UNIX und NTFS) sein. StandardmaRig ist der
Sicherheitstyp des qtree mit dem des ausgewahlten Volume identisch.

« Exportrichtlinie

Sie kénnen eine neue Exportrichtlinie erstellen oder eine vorhandene Richtlinie auswahlen. StandardmaRig
entspricht die Exportrichtlinie des gtree der des ausgewahlten Volume.

* Grenzen der Speicherplatznutzung fir gtree und Benutzerkontingente sind beschrankt

Fenster ,qtrees*

Mit dem Fenster gtrees kdnnen Sie Informationen zu qgtrees erstellen, anzeigen und verwalten.
Befehlsschaltflachen
 Erstellen
Offnet das Dialogfeld qgtree erstellen, mit dem Sie einen neuen qtree erstellen kénnen.
* Bearbeiten

Offnet das Dialogfeld gtree bearbeiten, in dem Sie den Sicherheitsstil &ndern und Oplocks (opportunistic
locks) auf einem qtree aktivieren oder deaktivieren kénnen.

+ Exportrichtlinie Andern

Offnet das Dialogfeld Richtlinie exportieren, in dem Sie neuen oder vorhandenen Exportrichtlinien eine
oder mehrere gtrees zuweisen kdnnen.

* Loschen

Loscht den ausgewahlten gtree.

Diese Schaltflache ist deaktiviert, es sei denn, der Status des ausgewahlten gtree ist normal.
+ Aktualisieren

Aktualisiert die Informationen im Fenster.

Qtree-Liste

Die gtree-Liste zeigt das Volume, in dem sich der gtree befindet, und den gtree-Namen an.
* Name

Zeigt den Namen des qgtree an.
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 Lautstarke
Zeigt den Namen des Volume an, in dem sich der qgtree befindet.
« Sicherheitsstil
Gibt den Sicherheitsstil des qgtree an.
 Status
Gibt den aktuellen Status des gtree an.
* Oplocks
Gibt an, ob die Oplocks-Einstellung fiir den gtree aktiviert oder deaktiviert ist.
* Exportrichtlinie

Zeigt den Namen der Exportrichtlinie an, der der gtree zugewiesen ist.

Detailbereich

* Registerkarte Details

Zeigt detaillierte Informationen zum ausgewahlten qtree an, z. B. den Mount-Pfad des Volume mit gtree,
Details zur Exportrichtlinie und die Regeln fiir die Exportrichtlinie.

Verwandte Informationen
"ONTAP-Konzepte"

"Logisches Storage-Management”
"NFS-Management"

"SMB/CIFS-Management"

Verwalten Sie Quoten mit System Manager - ONTAP 9.7 und friiher

Sie kdnnen ONTAP System Manager classic (verfugbar in ONTAP 9.7 und friher)
verwenden, um Quoten zu erstellen, zu bearbeiten und zu I6schen.

Erstellen von Quotas

Quoten ermoglichen es Ihnen, den Festplattenspeicherplatz und die Anzahl der Dateien zu beschréanken, die
von einem Benutzer, einer Gruppe oder einem qgtree verwendet werden. Sie kdnnen den Assistent zum
Hinzufligen von Kontingenten in System Manager verwenden, um eine Quote zu erstellen und die Quote auf
ein bestimmtes Volume oder einen bestimmten gtree anzuwenden.

Uber diese Aufgabe

Mit System Manager kénnen Sie den Hardlimit und das weiche Limit fur die Anzahl der Dateien angeben, fur
die das Kontingent besitzen kann, ist 1000. Wenn Sie einen Wert unter 1000 angeben méchten, sollten Sie die
Befehlszeilenschnittstelle (CLI) verwenden.
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Schritte
1. Klicken Sie Auf Storage > Quotas.

2. Wahlen Sie aus dem Dropdown-Ment im Feld SVM die Storage Virtual Machine (SVM) aus, auf der Sie
eine Quote erstellen mdchten.

3. Klicken Sie auf der Registerkarte * Benutzerdefinierte Quoten* auf Erstellen.
Der Assistent zum Erstellen von Quota wird angezeigt.

4. Geben Sie die vom Assistenten geforderten Informationen ein oder wahlen Sie diese aus.

5. Bestatigen Sie die Details und klicken Sie dann auf Fertig stellen, um den Assistenten abzuschliel3en.

Nachste Schritte

Sie kdnnen den lokalen Benutzernamen verwenden oder ENTFERNEN, um Benutzer Quoten zu erstellen.
Wenn Sie das Benutzerkontingent oder Gruppenkontingent unter Verwendung des Benutzernamens oder
Gruppennamens erstellen, wird das angezeigt /etc/passwdDatei und der/etc/groupDie Datei muss
entsprechend aktualisiert werden.

Kontingente l6schen

Mit System Manager kdnnen Sie eine oder mehrere Quoten Idschen, wenn sich Ihre Benutzer und ihre
Storage-Anforderungen und Einschrankungen andern.

Schritte
1. Klicken Sie Auf Storage > Quotas.

2. Wahlen Sie aus dem Dropdown-Ment im Feld SVM die Storage Virtual Machine (SVM) aus, auf der sich
die zu I6schenden Quoten befinden.

3. Wahlen Sie eine oder mehrere Quoten aus, die Sie I0schen mochten, und klicken Sie dann auf Loschen.

4. Aktivieren Sie das Bestatigungsfeld, und klicken Sie dann auf Loschen.

Bearbeiten Sie Kontingentgrenzen

Sie kénnen mit System Manager den Speicherplatzschwellenwert, die harte Grenze und die weiche Grenze fir
die Menge des Festplattenspeichers, den das Kontingentnutzer verwenden kénnen, sowie die harte Grenze
und die weiche Grenze fir die Anzahl der Dateien, die das Kontingentnutzer besitzen kann.

Schritte
1. Klicken Sie Auf Storage > Quotas.

2. Wahlen Sie aus dem Dropdown-Ment im Feld SVM die Storage Virtual Machine (SVM) aus, auf der sich
das Kontingent befindet, das Sie bearbeiten mdéchten.

3. Wahlen Sie die Quote aus, die Sie bearbeiten mochten, und klicken Sie auf Grenzen bearbeiten.

4. Bearbeiten Sie im Dialogfeld Limits bearbeiten die Quota-Einstellungen nach Bedarf.
Hundert (100) ist der Mindestwert, den Sie fur die harte Grenze und die weiche Grenze fur die Anzahl der
Dateien, die die Quote besitzen kénnen festlegen kdnnen. Wenn Sie einen Wert unter 100 angeben
mochten, verwenden Sie die Befehlszeilenschnittstelle (CLI).

5. Klicken Sie auf Speichern und Schliefen.

6. Uberpriifen Sie die Anderungen, die Sie an der ausgewahlten Quote vorgenommen haben, auf der
Registerkarte * Benutzerdefinierte Quoten®.
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Quoten aktivieren oder deaktivieren

Mit System Manager kdnnen Sie fir eine oder mehrere Volumes, die Sie auf Ihrem Storage-System
auswahlen, Quoten aktivieren oder deaktivieren. Sie kdnnen Kontingente aktivieren oder deaktivieren, wenn
sich Benutzer und ihre Storage-Anforderungen und Einschrankungen andern.

Schritte
1. Klicken Sie Auf Storage > Quotas.

2. Wabhlen Sie im Dropdown-Meni des Feldes SVM die Storage Virtual Machine (SVM) aus, zu der die
Kontingente, die aktiviert oder deaktiviert werden sollen, liegen sollen.

3. Wahlen Sie auf der Registerkarte Quota Status on Volumes ein oder mehrere Volumes aus, fur die Sie
Quoten aktivieren oder deaktivieren mochten.

4. Klicken Sie bei Bedarf auf Aktivieren oder Deaktivieren.
5. Wenn Sie ein Kontingent deaktivieren, aktivieren Sie das Bestatigungsfeld und klicken dann auf OK.

6. Uberpriifen Sie den Kontingentstatus auf den Volumes in der Spalte Status.

Andern der GroBe von Kontingenten

Sie kdnnen das Dialogfeld ,Kontingent andern“ in System Manager verwenden, um die aktiven Quoten in dem
angegebenen Volume anzupassen, sodass sie die Anderungen widerspiegeln, die Sie an einer Quote
vorgenommen haben.

Bevor Sie beginnen

Fuar die Volumes, fur die Sie die GrofRe der Quoten andern mochten, missen Quoten aktiviert werden.
Schritte
1. Klicken Sie Auf Storage > Quotas.

2. Wahlen Sie auf der Registerkarte Quotenstatus auf Béanden des Fensters Quotas ein oder mehrere
Bande aus, fur die Sie die Grofke der Quoten andern mochten.

3. Klicken Sie Auf GroRe.

Anzeigen von Quota-Informationen

Mit dem Quotenfenster in System Manager kénnen Sie Details zu Kontingenten wie Volume und gtrees
anzeigen, auf die das Kontingent angewendet wird, die Art der Quota, den Benutzer oder die Gruppe, auf die
das Kontingent angewendet wird, sowie Platz und Datei.

Schritte
1. Klicken Sie Auf Storage > Quotas.

2. Wahlen Sie aus dem Dropdown-Ment im Feld SVM die Storage Virtual Machine (SVM) aus, auf der das
Kontingent, das Sie Informationen Uber residents anzeigen méchten, angezeigt werden soll.

3. Fuhren Sie die entsprechende Aktion aus:

Wenn... Dann...

Sie mochten Details zu allen von Ihnen erstellten Klicken Sie auf die Registerkarte *
Quoten anzeigen Benutzerdefinierte Quoten*.
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4.

5.

Wenn... Dann...

Sie méchten Details zu den Kontingenten anzeigen, Klicken Sie auf die Registerkarte Quota Report.
die derzeit aktiv sind

Wahlen Sie das Kontingent aus, Uber das Informationen aus der angezeigten Liste der Quoten angezeigt
werden sollen.

Uberpriifen Sie die Kontingentdetails.

Arten von Kontingenten

Quoten kénnen auf der Grundlage der Ziele, auf die sie angewendet werden, klassifiziert werden.

Die folgenden Quotenarten basieren auf den Zielen, auf denen sie angewendet werden:

Benutzerquote

Das Ziel ist ein Benutzer.

Der Benutzer kann durch einen UNIX-Benutzernamen, UNIX-UID, eine Windows-SID, eine Datei oder ein
Verzeichnis, deren UID dem Benutzer entspricht, einen Windows-Benutzernamen im Format vor Windows
2000 und eine Datei oder ein Verzeichnis mit einer ACL darstellen, die der SID des Benutzers gehort. Sie
koénnen es auf ein Volume oder einen qgtree anwenden.

Gruppenquote

Das Ziel ist eine Gruppe.

Die Gruppe wird durch einen UNIX-Gruppennamen, eine GID oder eine Datei oder ein Verzeichnis
reprasentiert, deren GID der Gruppe entspricht. ONTAP wendet keine Gruppenkontingente auf Grundlage
einer Windows-ID an. Sie kénnen eine Quote auf ein Volume oder einen gtree anwenden.

Qtree Quote

Das Ziel ist ein gtree, der durch den Pfadnamen zum gtree angegeben wird.

Sie kdnnen die Grdolke des Ziel-gtree festlegen.

Standardkontingent

Wendet automatisch ein Kontingentlimit auf eine Vielzahl von Kontingentzielen an, ohne fir jedes Ziel
separate Quoten zu erstellen.

Die Standardquoten kénnen auf alle drei Arten von Kontingenttypen (Benutzer, Gruppen und gtrees)
angewendet werden. Der Kontingenttyp wird durch den Wert des Typfelds bestimmt.

Kontingentbeschrankungen

Sie kdnnen eine Speicherplatzbegrenzung anwenden oder die Anzahl der Dateien fiir jeden Kontingenttyp
begrenzen. Wenn Sie kein Limit fir ein Kontingent angeben, wird kein Wert angewendet.

Kontingente kénnen ,weich® oder ,hart sein. Wenn festgelegte Grenzwerte Uberschritten werden, sorgt eine
Soft Quota dafir, dass Data ONTAP eine Benachrichtigung sendet, wohingegen eine Hard Quota in diesem
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Fall einen Schreibvorgang fehlschlagen lasst.

Harte Quoten zwingen zu einer harten Begrenzung der Systemressourcen. Jeder Vorgang, der die Grenze
Uberschreiten wirde, schlagt fehl. Mit den folgenden Einstellungen werden harte Quoten erstellt:

» Parameter fiir Festplattenlimit

» Parameter flr Dateibegrenzung
Wenn die Ressourcennutzung eine bestimmte Stufe erreicht, wird eine Warnmeldung ausgegeben, sie hat
jedoch keine Auswirkungen auf den Datenzugriff. So kdnnen Sie MaRnahmen ergreifen, bevor die Quote
Uberschritten wird. Mit den folgenden Einstellungen werden Soft Quotas erstellt:

» Schwellenwert fur den Parameter ,Datentragerlimit*

» Parameter fiir die Begrenzung der Softdiskette

» Parameter fiir die Begrenzung von Softdateien
Mit Schwellenwerten und Soft Disk Quotas kénnen Administratoren mehr als eine Benachrichtigung Uber ein
Kontingent erhalten. In der Regel legen Administratoren den Schwellenwert flr das Festplattenlimit auf einen

Wert fest, der nur etwas kleiner als das Festplattenlimit ist, sodass der Schwellenwert fur die ,letzte Warnung'
vorliegt, bevor ein Schreibvorgang fehlschlagen wird.

* Festplattenspeicherlimit

Limit fur Speicherplatz fir Festplattenkontingente:
 Leerlimit fiir Speicherplatz

Speicherplatzlimit fir Soft Quotas.
* Grenzwert

Grenzwert fUr Festplattenspeicherplatz gilt fir Schwellenwertkontingente.
» * Dateien harte Grenze*

Die maximale Anzahl von Dateien auf einem harten Kontingent.
 Softlimit fiir Dateien

Die maximale Anzahl von Dateien auf einem Softkontingent.

Kontingentverwaltung

System Manager enthalt verschiedene Funktionen, mit denen Sie Kontingente erstellen, bearbeiten oder
[6schen kdénnen. Sie kénnen ein Benutzer-, Gruppen- oder Baumkontingent erstellen und Sie kénnen
Kontingentgrenzen auf Festplatten- und Dateiebene festlegen. Alle Quoten werden auf Volume-Basis
festgelegt.

Nach dem Erstellen einer Quote kénnen Sie die folgenden Aufgaben ausfuhren:

« Aktivieren und Deaktivieren von Kontingenten

+ Andern der GroRe von Kontingenten
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Fenster ,,Kontingente“

Mit dem Fenster ,Quotas” konnen Sie Informationen zu Kontingenten erstellen, anzeigen und managen.
Registerkarten
» Benutzerdefinierte Quoten

Sie kdnnen die Registerkarte Benutzerdefinierte Quoten verwenden, um Details zu den von lhnen
erstellten Quoten anzuzeigen und Quoten zu erstellen, zu bearbeiten oder zu I6schen.

* Quotenbericht

Mit der Registerkarte Quotenbericht kdnnen Sie die Speicherplatz- und Dateiverwendung anzeigen und die
Speicherplatz- und Dateigrenzen flr aktive Kontingente bearbeiten.

* Quota Status auf Volumes

Uber die Registerkarte Quotenstatus auf Volumes kénnen Sie den Status einer Quote anzeigen, Quoten
ein- oder ausschalten und die Gréf3e von Kontingenten anpassen.

Befehlsschaltflachen

e Erstellen
Offnet den Create Quota Wizard, mit dem Sie Quoten erstellen kdnnen.
* Grenzen Bearbeiten

Offnet das Dialogfeld Grenzen bearbeiten, in dem Sie die Einstellungen des ausgewahlten Kontingents
bearbeiten kdnnen.

* Loschen
Loscht die ausgewahlte Quote aus der Quotenliste.
+ Aktualisieren

Aktualisiert die Informationen im Fenster.

Benutzerdefinierte Quotenliste

In der Liste der Kontingente werden Name und Storage-Informationen fir die einzelnen Kontingente angezeigt.
 Lautstarke
Gibt das Volumen an, auf das das Kontingent angewendet wird.
* Qtree

Gibt den mit dem Kontingent verknlpften gtree an. ,A11 Qtrees"” gibt an, dass die Quote mit allen gtrees
verknUpft ist.

- Typ
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Gibt den Kontingenttyp an: Benutzer, Gruppe oder Struktur.

* * Benutzer/Gruppe*
Gibt einen Benutzer oder eine Gruppe an, die mit dem Kontingent verknupft ist. ,Alle Benutzer® gibt an,
dass das Kontingent allen Benutzern zugeordnet ist. ,Alle Gruppen® gibt an, dass die Quote mit allen
Gruppen verknipft ist.

+ Kontingentnutzer

Gibt den Zieltyp an, dem das Kontingent zugewiesen ist. Als Ziel kann gtree, Benutzer oder Gruppe
verwendet werden.

» Space Hard Limit
Gibt das auf harte Kontingente angewendete Speicherplatzlimit an.
Dieses Feld ist standardmafig ausgeblendet.

» Space Soft Limit
Gibt das Speicherplatzlimit fiir Soft Quotas an.
Dieses Feld ist standardmafig ausgeblendet.

» Schwellenwert
Gibt das auf Schwellenwertkontingente angewendete Speicherplatzlimit an.
Dieses Feld ist standardmafig ausgeblendet.

* Harte Dateibegrenzung
Gibt die maximale Anzahl von Dateien in einem harten Kontingent an.
Dieses Feld ist standardmafig ausgeblendet.

» Soft Limit Fiir Dateien
Gibt die maximale Anzahl von Dateien in einem Softkontingent an.

Dieses Feld ist standardmafig ausgeblendet.

Detailbereich

Im Bereich unterhalb der Quotenliste werden Quota-Details angezeigt, beispielsweise Quota-Fehler,
Platzverbrauch und -Grenzwerte sowie Dateinutzung und -Grenzen.

Verwandte Informationen

"Logisches Storage-Management"

Konfigurieren Sie das CIFS-Protokoll mit System Manager - ONTAP 9.7 und friiher
Mit ONTAP System Manager classic (verfugbar ab ONTAP 9.7) konnen Sie CIFS-Server
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aktivieren und konfigurieren, damit CIFS Clients auf Dateien auf dem Cluster zugreifen
konnen.

Richten Sie CIFS ein

Mit System Manager kdnnen Sie CIFS-Server aktivieren und konfigurieren, damit CIFS-Clients auf die Dateien
auf dem Cluster zugreifen kénnen.

Bevor Sie beginnen

* Die CIFS-Lizenz muss auf lnrem Speichersystem installiert sein.

« Wahrend Sie CIFS in der Active Directory-Doméane konfigurieren, missen die folgenden Anforderungen
erflllt sein:

o DNS muss korrekt aktiviert und konfiguriert sein.

o Das Speichersystem muss in der Lage sein, mit dem Domanencontroller zu kommunizieren, indem der
vollstandig qualifizierte Domanenname (FQDN) verwendet wird.

o Der Zeitunterschied (Taktunterschied) zwischen dem Cluster und dem Domain-Controller darf nicht
mehr als funf Minuten betragen.

* Wenn CIFS das einzige Protokoll ist, das auf der Storage Virtual Machine (SVM) konfiguriert ist, missen
die folgenden Anforderungen erflllt werden:

o Der Sicherheitsstil des Root-Volumes muss NTFS sein.
StandardmaRig setzt System Manager den Sicherheitsstil als UNIX ein.
° Der Superuser-Zugriff muss auf festgelegt sein Any Fir das CIFS-Protokoll.

Schritte
1. Klicken Sie auf Storage > SVMs.

2. Wahlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.
3. Klicken Sie auf der Registerkarte Konfiguration auf Einrichtung.

4. Geben Sie auf der Registerkarte Allgemein des Dialogfelds CIFS Server Setup den NetBIOS-Namen und
die Active Directory-Domanendetails an.

5. Klicken Sie auf die Registerkarte Optionen und fiihren Sie dann die folgenden Aktionen aus:

o Aktivieren oder deaktivieren Sie im Bereich SMB-Einstellungen das Kontrollkdstchen SMB-Signieren
und das Kontrollkastchen SMB-Verschlisselung nach Bedarf.

o Geben Sie den UNIX-Standardbenutzer an.
o Flgen Sie im Bereich WINS-Server die erforderliche IP-Adresse hinzu.

6. Klicken Sie auf Einrichten.

Bearbeiten Sie die allgemeinen Eigenschaften fiir CIFS

Sie kdnnen die allgemeinen Eigenschaften fur CIFS, wie z. B. den Standard-UNIX-Benutzer und den
Windows-Standardbenutzer, mit System Manager andern. Sie kdnnen auch SMB-Signaturen fir den CIFS-
Server aktivieren oder deaktivieren.

Schritte
1. Klicken Sie auf Storage > SVMs.
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2. Wahlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.
3. Klicken Sie auf der Registerkarte Konfiguration auf Optionen.

4. Andern Sie im Dialogfeld CIFS-Optionen die folgenden CIFS-Servereigenschaften nach Bedarf:

o UNIX-Benutzer

> Windows-Benutzer

o |P-Adresse

o Aktivieren oder deaktivieren Sie SMB-Signing

Durch die Aktivierung von SMB Signing werden Daten nicht kompromittiert. Méglicherweise kommt es
jedoch zu Performance-EinbufRen in Form einer h6heren CPU-Auslastung auf den Clients und dem
Server, obwohl der Netzwerk-Traffic unverandert bleibt. Sie kdnnen die SMB-Signatur auf einem lhrer
Windows Clients deaktivieren, die keinen Schutz vor Replay-Angriffen bendtigen.

Informationen zum Deaktivieren der SMB-Anmeldung auf Windows-Clients finden Sie in der Microsoft
Windows-Dokumentation.

o Aktivieren oder Deaktivieren von SMB 3.0-Verschliisselung

Sie sollten SMB MultiChannel aktivieren, um mehrere Kanale zwischen einer SMB 3.0-Sitzung und
Transportverbindungen einzurichten.

5. Klicken Sie entweder auf Speichern oder Speichern und SchlieRen.
Verwandte Informationen
Erstellen einer CIFS-Freigabe
CIFS-Fenster
Bearbeiten der Volume-Eigenschaften
Andern der Regeln fiir die Exportrichtlinie

"SMB/CIFS-Management"”

Home Directory-Pfade managen - ONTAP 9.7 und friiher

Sie kdnnen ONTAP System Manager Classic (verfugbar in ONTAP 9.7 und friher)
verwenden, um einen oder mehrere Pfade festzulegen, die vom Storage-System zur
Behebung des Speicherorts der CIFS-Home-Verzeichnisse von Benutzern verwendet
werden konnen.

Schritte
1. Klicken Sie auf Storage > SVMs.

2. Wahlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.
3. Klicken Sie im Bereich Home Directories der Registerkarte Konfiguration auf Verwalten.

4. Geben Sie im Dialogfeld Home Directories verwalten die Pfade an, die vom Speichersystem zur Suche
nach den CIFS-Home-Verzeichnissen von Benutzern verwendet werden sollen.

5. Klicken Sie auf Hinzufiigen und dann auf Speichern und SchlieRen.

290


https://docs.netapp.com/de-de/ontap-system-manager-classic/online-help-96-97/task_creating_cifs_share.html
https://docs.netapp.com/de-de/ontap-system-manager-classic/online-help-96-97/task_modifying_export_policy_rules.html
https://docs.netapp.com/us-en/ontap/smb-admin/index.html

Home Directory-Pfade 16schen

Sie kdnnen mit System Manager einen Home-Verzeichnis-Pfad 16schen, wenn das Speichersystem den Pfad
zur AufBehebung des Speicherorts der CIFS-Home-Verzeichnisse von Benutzern nicht verwenden soll.

Schritte
1. Klicken Sie auf Storage > SVMs.

2. Wahlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.
3. Klicken Sie im Bereich Home Directories der Registerkarte Konfiguration auf Verwalten.

4. Wahlen Sie im Dialogfeld Home Directories verwalten den Pfad fir das Home-Verzeichnis aus, den Sie
[6schen mochten, und klicken Sie dann auf Loschen.

5. Klicken Sie auf Speichern und SchlieRen.

Verwandte Informationen

Setzen Sie CIFS Domain Controller mit System Manager - ONTAP 9.7 und friiher zuriick

Sie kdbnnen ONTAP System Manager Classic (verfugbar in ONTAP 9.7 und friher)
verwenden, um die CIFS-Verbindung auf Domanencontroller fur die angegebene
Domane zurtickzusetzen. Wenn die Informationen des Domanencontrollers nicht
zuruickgesetzt werden, kann dies zu einem Verbindungsfehler fihren.

Uber diese Aufgabe

Sie mussen die Ermittlungsdaten des verfiigbaren Domé&nencontrollers des Speichersystems aktualisieren,
nachdem Sie eine Domane aus der Liste der bevorzugten Doméanencontroller hinzugefiigt oder geldscht
haben. Sie kénnen die verfigbaren Informationen zur Erkennung von Doméanen-Controllern in ONTAP Uber die
Befehlszeilenschnittstelle (CLI) des Storage-Systems aktualisieren.

Schritte
1. Klicken Sie auf Storage > SVMs.

2. Wahlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.

3. Klicken Sie auf der Registerkarte Doméane auf Zuriicksetzen.
Verwandte Informationen

CIFS-Fenster

Managen Sie die Konfiguration der CIFS-Gruppenrichtlinien mit System Manager - ONTAP 9.7 und
friher

Sie konnen das CIFS-Fenster in ONTAP System Manager classic (verfugbar in ONTAP
9.7 und friher) verwenden, um die Gruppenrichtlinie zu aktualisieren und zu verwalten.

Aktualisieren Sie die Konfiguration der CIFS-Gruppenrichtlinien

Sie mussen die Gruppenrichtlinie aktualisieren, nachdem die Richtlinienkonfiguration Gber die
Befehlszeilenschnittstelle (CLI) geandert wurde.

Schritte
1. Klicken Sie auf Storage > SVMs.
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2. Wahlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.
3. Klicken Sie auf die Registerkarte Domane.

4. Wahlen Sie im Bereich Gruppenrichtlinie die Gruppenrichtlinienkonfiguration aus, die Sie aktualisieren
mochten, und klicken Sie dann auf Aktualisieren.

Aktivieren oder deaktivieren Sie die Konfiguration von CIFS-Gruppenrichtlinien

Sie kénnen die Konfiguration der CIFS-Gruppenrichtlinien im CIFS-Fenster in System Manager aktivieren oder
deaktivieren.

Schritte
1. Klicken Sie auf Storage > SVMs.

2. Wahlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.
3. Klicken Sie auf die Registerkarte Domane.

4. Wahlen Sie im Bereich Gruppenrichtlinie die Gruppenrichtlinienkonfiguration aus, die Sie aktivieren oder
deaktivieren mochten, und klicken Sie dann nach Bedarf auf Aktivieren oder Deaktivieren.

CIFS-Gruppenrichtlinie neu laden

Sie mussen eine CIFS-Gruppenrichtlinie neu laden, wenn der Status der Richtlinie gedndert wird. Sie kdnnen
das CIFS-Fenster in System Manager verwenden, um die Gruppenrichtlinie neu zu laden.

Schritte
1. Klicken Sie auf Storage > SVMs.

2. Wahlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.
3. Klicken Sie auf die Registerkarte Domane.

4. Wahlen Sie im Bereich Gruppenrichtlinie die Gruppenrichtlinienkonfiguration aus, die Sie neu laden
mochten, und klicken Sie dann auf Reload.

Konfigurieren Sie BranchCache mit System Manager — ONTAP 9.7 und friiher

Mit ONTAP System Manager Classic (erhaltlich ab ONTAP 9.7) lasst sich BranchCache
auf einer Storage Virtual Machine (SVM) mit CIFS-Unterstlutzung konfigurieren, damit
Inhalte auf Computern, die fur die anfordernden Clients lokal sind, zwischengespeichert
werden konnen.

Bevor Sie beginnen
* CIFS muss lizenziert und ein CIFS-Server konfiguriert sein.
» Fur BranchCache Version 1 muss SMB 2.1 oder hdher aktiviert sein.
» Fiur BranchCache Version 2 muss SMB 3.0 aktiviert sein, und die Remote-Windows-Clients missen
BranchCache 2 unterstitzen.

Uber diese Aufgabe
» BranchCache auf SVMs lassen sich konfigurieren.

« Sie kénnen eine Konfiguration mit BranchCache fiir alle Freigaben erstellen, wenn Sie Caching-Services
fur alle Inhalte anbieten mdchten, die sich auf allen SMB-Freigaben auf dem CIFS-Server befinden.

+ Sie kdnnen eine Konfiguration mit BranchCache fiir Freigaben erstellen, wenn Sie Caching-Services fur
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Inhalte anbieten méchten, die in ausgewahlten SMB-Freigaben auf dem CIFS-Server enthalten sind.

Schritte
1. Klicken Sie auf Storage > SVMs.

2. Wahlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.
3. Klicken Sie auf der Registerkarte BranchCache auf Einrichten.
4. Geben Sie im Dialogfeld BranchCache Setup die folgenden Informationen ein:
a. Geben Sie den Pfad zum Hash-Speicher an.
Der Pfad kann zu einem bestehenden Verzeichnis sein, in dem die Hash-Daten gespeichert werden

sollen. Der Zielpfad muss schreibgeschitzt sein. Schreibgeschiitzte Pfade wie Snapshot Verzeichnisse
sind nicht zulassig.

b. Geben Sie die maximale Gréfke (in KB, MB, GB, TB oder PB) flr einen Hash-Datenspeicher an.

Wenn die Hash-Daten diesen Wert Uberschreiten, werden altere Hashes geldscht, um Platz fir neuere
Hashes bereitzustellen. Die Standardgrof3e fur einen Hash-Speicher betragt 1 GB.

c. Legen Sie den Betriebsmodus fir die BranchCache-Konfiguration fest.
Der Standardbetriebsmodus ist auf alle Freigaben eingestellt.

d. Geben Sie einen Serverschliissel an, um zu verhindern, dass Clients den BranchCache-Server
imitieren.

Sie kdnnen den Server-Schllssel auf einen bestimmten Wert legen, sodass Clients Hash-Funktionen
von jedem Server verwenden kénnen, wenn mehrere Server BranchCache-Daten fir die gleichen
Dateien bereitstellen. Wenn der Serverschliissel Leerzeichen enthalt, missen Sie den Serverschliissel
in Anfihrungszeichen einschliel3en.

e. Wahlen Sie die erforderliche BranchCache-Version aus.
StandardmaRig sind alle Versionen ausgewahlt, die vom Client unterstitzt werden.

5. Klicken Sie Auf Einrichten.

Andern Sie die BranchCache-Einstellungen

Uber das CIFS-Fenster in System Manager kdnnen Sie die BranchCache-Einstellungen éndern, die fiir eine
CIFS-fahige Storage Virtual Machine (SVM) konfiguriert sind. Sie kbnnen den Hash-Speicherpfad, die Hash-
Speichergrolie, den Betriebsmodus und die unterstitzten BranchCache-Versionen andern.

Schritte
1. Klicken Sie auf Storage > SVMs.

2. Wahlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.

3. Klicken Sie auf der Registerkarte BranchCache auf Bearbeiten.

4. Andern Sie im Dialogfeld BranchCache-Einstellungen die erforderlichen Informationen:
> Hash-Speicherpfad

Wenn Sie den Hash-Speicherpfad andern, kdnnen Sie die im Cache gespeicherten Hash-Daten aus
dem vorherigen Hash-Speicher behalten.
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o Hash-Speichergrolie

o Betriebsmodus

o BranchCache-Version
5. Klicken Sie Auf Andern.

Loéschen Sie die BranchCache-Konfiguration

Mit System Manager kann die Konfiguration von BranchCache gel6scht werden, wenn Caching-Services nicht
mehr auf der fur BranchCache konfigurierten Storage Virtual Machine (SVM) angeboten werden sollen.

Schritte
1. Klicken Sie auf Storage > SVMs.
2. Wahlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.
3. Klicken Sie auf der Registerkarte BranchCache auf Léschen.

4. Aktivieren Sie das Bestatigungsfeld, und klicken Sie dann auf Léschen.

Sie kénnen auch vorhandene Hashes aus dem Hash-Speicher entfernen.

Managen Sie bevorzugte Domain Controller mit System Manager - ONTAP 9.7 und friiher

Sie konnen ONTAP System Manager Classic (verfugbar in ONTAP 9.7 und friher) zum
Verwalten bevorzugter Domain Controller verwenden.

Fiigen Sie bevorzugte Domain Controller hinzu

System Manager erkennt Domanencontroller automatisch Gber DNS. Optional kdnnen Sie einen oder mehrere
Domanencontroller zur Liste der bevorzugten Domanencontroller fur eine bestimmte Domane hinzufligen.

Schritte
1. Klicken Sie auf Storage > SVMs.
2. Wahlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.
3. Klicken Sie auf der Registerkarte Domane im Bereich bevorzugte Domanen-Controller auf Hinzufiigen.

4. Geben Sie den vollstandig qualifizierten Domanennamen (FQDN) und die IP-Adressen der Doméanen-
Controller ein, die Sie hinzufligen mdchten.

Sie kbnnen mehrere Domanencontroller hinzufiigen, indem Sie die IP-Adressen der Domanencontroller
eingeben, getrennt durch Kommas.

5. Klicken Sie Auf Speichern.

6. Uberpriifen Sie, ob der hinzugefliigte Domanencontroller in der Liste der bevorzugten Domanencontroller
angezeigt wird.

Bevorzugte Domanen-Controller bearbeiten

Mit System Manager kénnen Sie die IP-Adresse der bevorzugten Domanen-Controller andern, die flir eine
bestimmte Domane konfiguriert sind.

Schritte
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1. Klicken Sie auf Storage > SVMs.
2. Wahlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.

3. Doppelklicken Sie im Bereich bevorzugte Doméanen-Controller auf der Registerkarte Doméne auf den
Domanencontroller, den Sie bearbeiten mochten.

4. Andern Sie die IP-Adressen des Domanencontrollers und klicken Sie dann auf Speichern.

Bevorzugte Doméanen-Controller I16schen

Mit System Manager kdnnen Sie einen bevorzugten Domanencontroller I16schen, dem das SVM-
Computerkonto (Storage Virtual Machine) zugeordnet ist. Sie kbnnen dies tun, wenn Sie keinen bestimmten
Domanencontroller mehr verwenden mdchten.

Schritte
1. Klicken Sie auf Storage > SVMs.

2. Wahlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.

3. Wahlen Sie auf der Registerkarte Doméane die Domane aus, die Sie aus dem Bereich bevorzugte
Domaéanen-Controller I6schen mochten, und klicken Sie dann auf Loschen.

4. Aktivieren Sie das Bestatigungsfeld, und klicken Sie dann auf Léschen.

Zeigen Sie CIFS-Domaéneninformationen mit System Manager - ONTAP 9.7 und frither an

Mit ONTAP System Manager Classic (erhaltlich in ONTAP 9.7 und friher) kénnen Sie
Informationen Uber die Domanen-Controller und Server anzeigen, die mit dem
Speichersystem verbunden sind.

Schritte
1. Klicken Sie auf Storage > SVMs.

2. Wahlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.
3. Klicken Sie auf die Registerkarte Domane.

4. Uberpriifen Sie die Informationen zu den verbundenen Doméanencontrollern und -Servern.

CIFS Fenster in System Manager - ONTAP 9.7 und friiher

Mit dem CIFS-Fenster in ONTAP System Manager (verfugbar unter ONTAP 9.7 und
friher) kdnnen Sie den CIFS-Server konfigurieren, Domanen-Controller verwalten,
symbolische UNIX-Zuordnungen verwalten und BranchCache konfigurieren.

Registerkarte Konfiguration
Auf der Registerkarte Konfiguration konnen Sie den CIFS-Server erstellen und verwalten.
» Server

Gibt den Status des CIFS-Servers, den Namen des Servers, den Authentifizierungsmodus, den Namen der
Active Directory-Domane und den Status von SMB Multichannel an.

e Home-Verzeichnisse

Gibt Home-Verzeichnis-Pfade und den Stil fiir die Bestimmung, wie PC-Benutzernamen zu Home-
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Verzeichnis-Eintragen zugeordnet werden.
» Befehlsschaltflachen
o Einrichtung

Offnet den CIFS Setup-Assistenten, mit dem Sie CIFS auf Ihrer Storage Virtual Machine (SVM)
einrichten kdnnen.

o Optionen

Zeigt das Dialogfeld CIFS-Optionen an, in dem Sie SMB 3.0-Signing aktivieren oder deaktivieren, SMB
3.0-Verschlisselung aktivieren oder deaktivieren sowie Windows Internet Name Service (WINS)-
Server hinzufligen kénnen.

Durch das SMB-Signing wird verhindert, dass der Netzwerk-Traffic zwischen dem CIFS-Server und dem
Client beeintrachtigt wird.

o Léschen
Ermoglicht das Léschen des CIFS-Servers.
o Aktualisierung

Aktualisiert die Informationen im Fenster.

Registerkarte ,,Doméane*“

Auf der Registerkarte Doméane kénnen Sie Ilhre CIFS-Domanencontroller anzeigen und zurticksetzen sowie
bevorzugte Domanencontroller hinzufligen oder I6schen. Sie kdnnen diese Registerkarte auch verwenden, um
die Konfiguration von CIFS-Gruppenrichtlinien zu verwalten.

» Server

Zeigt Informationen Uber ermittelte Authentifizierungsserver und lhre bevorzugten Doméanen-Controller auf
der CIFS-fahigen SVM an.

Sie kdnnen auch die Informationen Uber die erkannten Server zurlicksetzen, einen bevorzugten
Domanencontroller hinzufligen, einen Domanencontroller I1dschen oder die Liste der Domanencontroller
aktualisieren.

* Gruppenrichtlinien

Ermaoglicht das Anzeigen, Aktivieren und Deaktivieren von Gruppenrichtlinienkonfigurationen auf dem
CIFS-Server. Sie kdnnen auch eine Gruppenrichtlinie neu laden, wenn der Status der Richtlinie geandert
wird.

Registerkarte ,,Symlinks*

Auf der Registerkarte Symlinks kénnen Sie die Zuordnungen von UNIX symbolischen Links fur CIFS-Benutzer
verwalten.

* Pfadzuordnungen

Zeigt die Liste der symbolischen Link-Zuordnungen fir CIFS an.
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- Befehlsschaltflachen

o Erstellen

Offnet das Dialogfeld ,Create New Symlink Path Mappings®, in dem Sie eine symbolische UNIX-Link-
Zuordnung erstellen kénnen.

o Bearbeiten

Offnet das Dialogfeld ,Edit symlink Path Mappings®, in dem Sie die CIFS-Freigabe und den Pfad
andern kdnnen.

> Loschen
Ermdglicht Ihnen das Ldschen der symbolischen Link-Zuordnung.
o Aktualisierung

Aktualisiert die Informationen im Fenster.

Registerkarte BranchCache

Auf der Registerkarte BranchCache kénnen Sie BranchCache Einstellungen auf CIFS-fahigen SVMs einrichten
und verwalten.

Sie kdonnen den Status des BranchCache-Dienstes, den Pfad zum Hash-Speicher, die GroRe des Hash-
Speichers und den Betriebsmodus, den Serverschlissel und die Version des BranchCache anzeigen.

» Befehlsschaltflachen

o Einrichtung

Offnet das Dialogfeld ,BranchCache-Einrichtung*, in dem Sie BranchCache fiir den CIFS-Server
konfigurieren kdnnen.

o Bearbeiten

Offnet das Dialogfeld ,BranchCache-Einstellungen dndern®, in dem Sie die Eigenschaften der
BranchCache-Konfiguration andern kénnen.

o Ldschen
Ermoglicht das Léschen der BranchCache-Konfiguration.
o Aktualisierung

Aktualisiert die Informationen im Fenster.

Verwandte Informationen
Einrichten von CIFS
Bearbeiten der allgemeinen Eigenschaften fur CIFS

Hinzufigen von Home-Directory-Pfaden
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Home-Verzeichnis-Pfade werden geldscht

Zurucksetzen von CIFS Domain Controllern

Konfigurieren Sie das NFS-Protokoll mit System Manager - ONTAP 9.7 und friiher

Mit ONTAP System Manager Classic (erhaltlich in ONTAP 9.7 und friher) lassen sich
NFS-Clients flr den Zugriff auf Daten der SVM authentifizieren.

Bearbeiten Sie die NFS-Einstellungen

Mit System Manager kdnnen Sie die NFS-Einstellungen bearbeiten, z. B. NFSv3, NFSv4 und NFSv4.1. Damit
werden Delegationen zu Lese- und Schreibvorgangen fir NFSv4-Clients aktiviert oder deaktiviert und NFSv4-
ACLs aktiviert. Sie kdnnen auch den standardmafigen Windows-Benutzer bearbeiten.

Schritte
1. Klicken Sie auf Storage > SVMs.

Wahlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.
Klicken Sie im Fenster Protokolle auf NFS.
Klicken Sie im Fenster NFS auf Bearbeiten.

Nehmen Sie im Dialogfeld NFS-Einstellungen bearbeiten die erforderlichen Anderungen vor.

o o &~ w0 b

Klicken Sie auf Speichern und Schliefen.

NFS-Fenster
Uber das NFS-Fenster kdnnen Sie Ihre NFS-Einstellungen anzeigen und konfigurieren.
» Serverstatus

Zeigt den Status des NFS-Dienstes an. Der Service ist aktiviert, wenn das NFS-Protokoll auf der Storage
Virtual Machine (SVM) konfiguriert ist.

Wenn Sie von einem NFS-fahigen Storage-System mit Data ONTAP 8.1.x auf ONTAP 8.3

@ oder hoher aktualisiert haben, ist der NFS-Service in ONTAP 8.3 oder hoher aktiviert. Sie
mussen jedoch die Unterstiitzung fir NFSv3 oder NFSv4 aktivieren, da NFSv2 nicht mehr
unterstitzt wird.

Befehlsschaltflachen

« Aktivieren

Aktiviert den NFS-Service.
* Deaktivieren

Deaktiviert den NFS-Dienst.
» Bearbeiten

Offnet das Dialogfeld NFS-Einstellungen bearbeiten, in dem Sie NFS-Einstellungen bearbeiten kénnen.
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« Aktualisieren

Aktualisiert die Informationen im Fenster.

Verwandte Informationen

"NFS-Management"

Richten Sie NVMe mit System Manager — ONTAP 9.7 und friher ein

Verwenden Sie ONTAP System Manager Classic (verfugbar in ONTAP 9.7 und alter), um
das NVMe-Protokoll fur eine SVM einzurichten. Wenn das NVMe-Protokoll auf der SVM
aktiviert ist, kdnnen Sie einen Namespace oder Namespaces bereitstellen und diesen
einem Host und einem Subsystem zuweisen.

Ab ONTAP 9.5 missen Sie mindestens eine NVMe-LIF pro Node in einem HA-Paar konfigurieren, das das
NVMe-Protokoll verwendet. Sie kbnnen au’erdem maximal zwei NVMe LIFs pro Node definieren. Sie
konfigurieren die NVMe-LIFs, wenn Sie die SVM-Einstellungen mit System Manager erstellen oder bearbeiten.

Die folgende Abbildung zeigt den Workflow zur Einrichtung von NVMe:

e T, =,
i ™, /" Configure the
/[ Setupthe NUMe / & \

f namespace for |
| protocolwhenyou | — the I‘-.I‘ufl‘?ﬂe using |
‘\ create an 5V

- S ‘. System Manager /
¥ ¥
Create 5VM using Set up the namespace
System Manager on the 5V
v v
Choose NVMe as Provision the size,
the allowed protocol volume, and
on the new 5V aggregate
v

Configure one or two

LIFs for each node in Setup

the subsystem

an HA pair
L v
Start the Set up the host
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Erstellen Sie einen NVMe Namespace mit System Manager - ONTAP 9.7 und friiher

ONTAP System Manager Classic (verfugbar ab ONTAP 9.7) kann verwendet werden, um
einen oder mehrere NVMe Namespaces zu erstellen und jede Verbindung zu einem Host
oder einem Host-Satz von Hosts auf einer Storage Virtual Machine (SVM) herzustellen.
Der NVMe Namespace ist eine Menge an Arbeitsspeicher, die in logische Blocke
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formatiert werden kann. Jeder Namespace kann einem NVMe-Subsystem zugeordnet
werden.

Bevor Sie beginnen

Die SVM muss bereits mit dem NVMe-Protokoll konfiguriert sein. Um einen Namespace zuzuordnen, muss
mindestens eine logische Schnittstelle mit dem Datenprotokoll NVMe in dem Node vorhanden sein, der den
Namespace besitzt.

Schritte

1.
2.
3.

Klicken Sie auf Storage > NVMe > NVMe Namespaces.
Wabhlen Sie die SVM aus, die den Namespace enthalten soll.

Vergewissern Sie sich, dass mindestens eine NVMe-LIF fir jeden Node des HA-Paars konfiguriert ist. Sie
kénnen maximal zwei NVMe LIFs pro Node erstellen.

Konfigurieren Sie die GroRe des Namespace (zwischen 1 MB und 16 TB).

5. Geben Sie die Blockgrolie ein.

8.
9.

Bei System Manager 9.5 ist die BlockgréRe standardmafig 4 KB. Dieses Feld wird nicht angezeigt.
Fir System Manager 9.6 kdnnen Sie eine Blockgrdlie von 4 KB oder 512 Byte angeben.

Wahlen Sie das vorhandene Volume aus oder erstellen Sie ein neues Volume durch Auswahl des
Aggregats.

Klicken Sie auf das +-Symbol, um zusatzliche Namespaces (max. 250) innerhalb der SVM einzurichten.

. Wahlen Sie das NVMe-Subsystem aus, das diesem Namespace zugeordnet werden soll.

Sie kdnnen aus folgenden Optionen wahlen:

o Keine: Keine Subsysteme sind zugeordnet.

> Verwendung eines vorhandenen Subsystems: Die aufgefliihrten Subsysteme basieren auf der
ausgewahlten SVM.

o Erstellen Sie ein neues Subsystem: Sie kdnnen ein neues Subsystem erstellen und allen neuen
Namespaces zuordnen.

Wahlen Sie das Host-Betriebssystem aus.
Klicken Sie Auf Absenden.

Verwandte Informationen

NVMe Namespaces-Fenster

Bearbeiten Sie einen NVMe Namespace mit System Manager - ONTAP 9.7 und friher

Sie kdnnen ONTAP System Manager Classic (verfigbar in ONTAP 9.7 und friher)
verwenden, um den Namespace zu bearbeiten, indem Sie das Subsystem andern, dem
der Namespace zugeordnet ist.

Uber diese Aufgabe

Sie kdnnen in diesem Fenster nur die NVMe-Subsystem-Einstellungen andern. Sie kénnen die anderen
Namespace-Details nicht bearbeiten.
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Schritte
1. Klicken Sie auf NVMe > NVMe Namespaces.

2. Wahlen Sie im Fenster NVMe Namespaces den Namespace aus, den Sie bearbeiten mochten.
3. Wahlen Sie eine Subsystemoption aus:

o Keine: Mit dieser Option wird nur die Zuordnung der vorhandenen Subsystemzuordnung fur diesen
Namespace aufgehoben. Diese Option ist vorausgewahlt, wenn fiir den ausgewahlten Namespace
keine Subsystemzuordnung vorhanden ist.

> VVerwenden eines vorhandenen Subsystems: Diese Option ist vorausgewahlt, wenn die Zuordnung von
Subsystem-zu-Namespace vorhanden ist. Wenn Sie ein anderes Subsystem auswahlen, wird das
neue Subsystem durch Aufheben der Zuordnung des zuvor zugeordneten Subsystems zugeordnet.

Klonen eines NVMe Namespace mit System Manager — ONTAP 9.7 und friiher

Sie kdnnen ONTAP System Manager Classic (verfugbar in ONTAP 9.7 und frGher)
verwenden, um schnell einen weiteren Namespace der gleichen Konfiguration zu
erstellen, indem Sie einen Namespace klonen. Sie kdnnen den neu geklonten
Namespace einem anderen Host-NQN zuordnen.

Bevor Sie beginnen
Zum Klonen eines Namespace bendtigen Sie eine FlexClone-Lizenz.

Uber diese Aufgabe

Sie kénnen einen Namespace mit der ausgewahlten Host-Zuordnung klonen und mit einem anderen
Subsystem verknipfen.

Schritte
1. Klicken Sie auf NVMe > NVMe Namespaces.

2. Wahlen Sie im Fenster NVMe Namespaces den Namespace aus, den Sie klonen mdchten.
3. Sie kénnen den geklonten Namespace umbenennen, wenn Sie einen bestimmten Namen bendétigen,
dieser jedoch nicht erforderlich ist.

Das Dialogfeld enthalt einen Standardnamen fir den zu klonenden Namespace.

4. Andern der Subsystemzuordnung fiir den geklonten Namespace
5. Klicken Sie auf OK.

Der online zugewiesene Namespace ist innerhalb derselben SVM mit einem anderen Namen geklont. Host
Mapping wird nicht geklont.

Starten und stoppen Sie den NVMe-Service mit System Manager - ONTAP 9.7 und friiher

Mit ONTAP System Manager Classic (erhaltlich in ONTAP 9.7 und friher) kbnnen Sie
den NVMe-Service starten, um die Adapter online zu schalten. Der NVMe-Service
ermoglicht die Verwaltung von NVMe Adaptern zur Verwendung mit Namespaces. Sie
konnen den NVMe-Service anhalten, um die NVMe Adapter offline zu schalten und den
Zugriff auf die Namespaces zu deaktivieren.

Bevor Sie beginnen
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NVMe-fahige Adapter missen vor dem Start des NVMe-Service vorhanden sein.

Schritte
1. Klicken Sie auf Storage > SVMs.

2. Wahlen Sie die SVM aus und klicken Sie dann auf SVM-Einstellungen.
3. Klicken Sie im MenU Protokolle auf NVMe.
4. Klicken Sie je nach Bedarf auf Start oder Stop.

Managen Sie NVMe-Subsysteme mit System Manager — ONTAP 9.7 und einer friiheren Version

Mit ONTAP System Manager classic (erhaltlich in ONTAP 9.7 und fruher) erstellen und
verwalten Sie ein NVMe-Subsystem. Sie kdnnen das NVMe-Subsystem verschiedenen
Hosts und Namespaces innerhalb des vServers zuordnen. Aullerdem kann jeder vServer
mehr als ein NVMe-Subsystem unterstitzen. Sie kdnnen jedoch kein NVMe-Subsystem
fur die Verwendung auf mehreren vservern konfigurieren.

NVMe-Subsysteme erstellen

Sie kdnnen mit System Manager ein NVMe-Subsystem erstellen.

Schritte
1. Klicken Sie im Fenster NVMe Subsystems auf Erstellen.

2. Geben Sie Eintrage im Fenster NVMe Subsysteme: Erstellen fur die folgenden Felder an:
> SVM

Wahlen Sie im Dropdown-Ment die SVM aus, auf der Sie das Subsystem erstellen méchten.

o Name
Geben Sie einen Namen fur das Subsystem ein. Der Subsystemname kann nicht bereits in der SVM
vorhanden sein. Bei der Gro3-/Kleinschreibung muss der Name beachtet werden und darf maximal 96
Zeichen lang sein. Sonderzeichen sind zulassig.

o Host-Betriebssystem
Wahlen Sie im Dropdown-Meni den Typ des Host-Betriebssystems des Subsystems aus.

> Host NQN

Geben Sie den an den Controller angeschlossenen Host-NQN ein. Sie kénnen mehrere NQN-Hosts
eingeben, indem Sie sie mit Kommas trennen.

3. Klicken Sie Auf Speichern.

Das NVMe-Subsystem wird erstellt, und das Fenster NVMe-Subsysteme wird angezeigt.

Details zu NVMe-Subsystemen bearbeiten

Mit System Manager kénnen Sie die Details zu einem NVMe-Subsystem bearbeiten.

Schritte
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1. Suchen Sie das zu bearbeitende NVMe-Subsystem im Fenster NVMe Subsystem.

2. Aktivieren Sie das Kontrollkastchen links neben dem Namen des Subsystems, das Sie bearbeiten
mochten.

3. Klicken Sie Auf Bearbeiten.
Die aktuellen Details zum NVMe-Subsystem werden im NVMe-Teilbereich ,Editfenster” angezeigt.
4. Sie kénnen nur die Informationen im Feld Host NQN &ndern.
> Host NQN

Andern Sie den an den Controller angeschlossenen Host-NQN. Sie kénnen mehrere NQN-Hosts
eingeben, indem Sie sie mit Kommas trennen.

Die Tabelle * Associated NVMe Namesaces™ wird unter dem Feld Host NQN angezeigt. In dieser Tabelle
werden fir jeden Namespace der Namespace-Pfad und die Namespace-ID aufgelistet.

5. Klicken Sie Auf Speichern.

Die Details zum NVMe-Subsystem werden aktualisiert und das Fenster ,NVMe-Subsysteme” angezeigt.

Loschen eines NVMe-Subsystems

Mit System Manager kann ein NVMe-Subsystem aus einem Cluster gel6scht werden.

Uber diese Aufgabe
Wenn Sie ein NVMe-Subsystem Idschen, treten die folgenden Aktionen auf:

* Wenn Hosts im NVMe-Subsystem konfiguriert sind, werden die zugeordneten Hosts entfernt.

* Wenn dem NVMe-Subsystem Namespaces zugeordnet sind, wird die Zuordnung aufgehoben.

Schritte
1. Suchen Sie im Fenster NVMe Subsystem das zu I6schende NVMe-Subsystem.

2. Aktivieren Sie das Kontrollkastchen links neben dem Namen des Subsystems, das Sie I6schen mdchten.
3. Klicken Sie Auf Loschen.

Eine Warnmeldung wird angezeigt.

4. Klicken Sie auf das Kontrollkastchen NVMe-Subsystem I6schen, um den Léschvorgang zu bestatigen,
und klicken Sie dann auf Ja.

Das NVMe-Subsystem wird aus dem Cluster geldscht und das NVMe-Subsystem-Fenster wird angezeigt.

NVMe Subsysteme

Im Fenster NVMe-Subsysteme wird standardmaRig eine Bestandsliste der NVMe-Subsysteme in einem
Cluster angezeigt. Sie kdnnen die Liste filtern, um nur Subsysteme anzuzeigen, die fir eine SVM spezifisch
sind. Im Fenster kdnnen Sie auch NVMe-Subsysteme erstellen, bearbeiten oder 16schen. Sie kdnnen auf
dieses Fenster zugreifen, indem Sie Storage > NVMe > Subsysteme wahlen.

* NVMe-Subsystems
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* Symbolleiste

NVMe-Subsystems

In der Tabelle ,NVMe Subsysteme* wird das Inventar der NVMe-Subsysteme in einem Cluster aufgelistet. Sie
kénnen die Liste verfeinern, indem Sie das Dropdown-Menl im Feld SVM verwenden, um eine SVM
auszuwahlen, um nur die NVMe-Subsysteme anzuzeigen, die dieser SVM zugeordnet sind. Mit dem
Dropdown-Menu Suchen und Filtern kdnnen Sie die Liste weiter anpassen.
Die Tabelle ,NVMe Subsysteme* enthalt die folgenden Spalten:

* (Kontrollkastchen)

Hier kdnnen Sie festlegen, auf welchen Subsystemen Aktionen ausgefiihrt werden sollen.

Klicken Sie auf das Kontrollkdstchen, um das Subsystem auszuwahlen, und klicken Sie anschliel’end auf
die Aktion in der Symbolleiste, die Sie ausfihren mochten.

* Name

Zeigt den Namen des Subsystems an.

Sie kdnnen nach einem Subsystem suchen, indem Sie seinen Namen in das Feld Suche eingeben.
* Host-Betriebssystem

Zeigt den Namen des dem Subsystem zugeordneten Host-Betriebssystems an.
* Host NQN

Zeigt den mit dem Controller verbundenen NVMe-qualifizierten Namen (NVMe Qualified Name, NQN) an.
Wenn mehrere NQNs angezeigt werden, werden sie durch Kommas getrennt.

« Zugeordnete NVMe-Namespaces
Zeigt die Anzahl der NVM-Namespaces an, die dem Subsystem zugeordnet sind. Sie kdnnen mit dem

Mauszeiger auf die Nummer zeigen, um die zugeordneten Namespaces-Pfade anzuzeigen. Klicken Sie auf
einen Pfad, um das Fenster Namespace Details anzuzeigen.

Symbolleiste

Die Symbolleiste befindet sich Uber der Spaltentberschrift. Sie kénnen die Felder und Schaltflachen in der
Symbolleiste verwenden, um verschiedene Aktionen durchzufiihren.

* Suche
Ermaoglicht die Suche nach Werten, die in der Spalte Name gefunden werden kdnnen.
* Filterung

Ermdglicht die Auswahl aus einem Dropdown-Mend, in dem verschiedene Methoden zum Filtern der Liste
aufgefihrt sind.

e Erstellen
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Offnet das Dialogfeld NVMe-Subsystem erstellen, in dem Sie ein NVMe-Subsystem erstellen kénnen.
» Bearbeiten

Offnet das Dialogfeld NVMe-Subsystem bearbeiten, in dem Sie ein vorhandenes NVMe-Subsystem
bearbeiten kdnnen.

* Loschen

Offnet das Bestatigungsdialogfeld NVMe-Subsystem léschen, in dem Sie ein vorhandenes NVMe-
Subsystem I6schen kénnen.

Konfigurieren Sie das iSCSI-Protokoll mit System Manager - ONTAP 9.7 und friiher

Mit ONTAP System Manager Classic (verfugbar ab ONTAP 9.7) kann das iSCSI-Protokoll
konfiguriert werden, mit dem Blockdaten an Hosts Uber das SCSI-Protokoll tber TCP/IP
Ubertragen werden kdnnen.

ISCSI-Aliase erstellen

Ein iSCSI-Alias ist eine benutzerfreundliche Kennung, die Sie einem iSCSI-Zielgerat (in diesem Fall dem
Speichersystem) zuweisen, um das Zielgerat in Benutzerschnittstellen einfacher zu identifizieren. Sie kdnnen
mit System Manager einen iSCSI-Alias erstellen.

Uber diese Aufgabe

Ein iSCSI-Alias ist eine Zeichenfolge aus 1 bis 128 druckbaren Zeichen.ein iSCSI-Alias darf keine Leerzeichen
enthalten.

Schritte
1. Klicken Sie auf Storage > SVMs.

2. Wabhlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.

3. Klicken Sie im Fenster Protokolle auf iSCSI.

4. Klicken Sie auf der Registerkarte Service des Fensters iSCSI auf Bearbeiten.
5

. Geben Sie im Dialogfeld * iSCSI-Servicekonfiguration bearbeiten* einen iSCSI-Alias in das Feld Ziel-Alias
ein, und klicken Sie dann auf OK.

Aktivieren oder deaktivieren Sie den iSCSI-Service auf Speichersystemschnittstellen

Mit System Manager kénnen Sie steuern, welche Netzwerkschnittstellen zur iSCSI-Kommunikation verwendet
werden, indem Sie die Schnittstellen aktivieren oder deaktivieren. Wenn der iSCSI-Service aktiviert ist, werden
iISCSI-Verbindungen und -Anforderungen Uber die Netzwerkschnittstellen akzeptiert, die fir iISCSI aktiviert
sind, jedoch nicht liber deaktivierte Schnittstellen.

Bevor Sie beginnen

Sie mussen alle ausstehenden iSCSI-Verbindungen und -Sitzungen, die derzeit die Schnittstelle verwenden,
beendet haben. Standardmalig ist der iISCSI-Dienst auf allen Ethernet-Schnittstellen aktiviert, nachdem Sie
die iISCSI-Lizenz aktiviert haben.

Schritte
1. Klicken Sie auf Storage > SVMs.
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2. Wahlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.
3. Klicken Sie im Fenster Protokolle auf iSCSI.

4. Wahlen Sie im Bereich iSCSI Interfaces die Schnittstelle aus, auf der Sie den iSCSI-Dienst aktivieren oder
deaktivieren mochten.

5. Klicken Sie nach Bedarf auf Enable oder Disable.

Fiigen Sie die Sicherheitsmethode fiir iSCSI-Initiatoren hinzu

Mit System Manager kdnnen Sie einen Initiator hinzufigen und die Sicherheitsmethode angeben, die zur
Authentifizierung des Initiators verwendet wird.

Schritte
1. Klicken Sie auf Storage > SVMs.

Wahlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.
Klicken Sie im Fenster Protokolle auf iSCSI.
Klicken Sie im Fenster iSCSI auf die Registerkarte Initiator Security.

Klicken Sie im Bereich Initiator-Sicherheit auf Hinzufiigen.

© o > w0 Db

Geben Sie den Initiatornamen und die Sicherheitsmethode fir die Authentifizierung des Initiators an.

Zur CHAP-Authentifizierung mussen Sie den Benutzernamen und das Kennwort angeben und das
Kennwort fir eingehende Einstellungen bestatigen. Fur ausgehende Einstellungen sind diese
Anmeldeinformationen optional.

7. Klicken Sie auf OK.

Bearbeiten der Standardeinstellungen fiir die Sicherheit

Mit dem Dialogfeld Standardsicherheit bearbeiten in System Manager konnen Sie die Standardeinstellungen
fur die iISCSl-Initiatoren bearbeiten, die mit dem Speichersystem verbunden sind.

Schritte
1. Klicken Sie auf Storage > SVMs.

2. Wahlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.
3. Klicken Sie im Fenster Protokolle auf iSCSI.
4. Klicken Sie im Bereich Default Security der Registerkarte Initiator Security auf Edit.
5. Andern Sie im Dialogfeld Standardsicherheit bearbeiten den Sicherheitstyp.
Zur CHAP-Authentifizierung missen Sie den Benutzernamen und das Kennwort angeben und das

Kennwort fir eingehende Einstellungen bestatigen. Fir ausgehende Einstellungen sind diese
Anmeldeinformationen optional.

6. Klicken Sie auf OK.

Andern Sie die Standardmethode fiir die iSCSI-Initiator-Authentifizierung

Sie kdnnen mit System Manager die iSCSI-Standardauthentifizierungsmethode andern. Hierbei handelt es sich
um die Authentifizierungsmethode, die fir jeden Initiator verwendet wird, der nicht mit einer bestimmten
Authentifizierungsmethode konfiguriert ist.
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Schritte
1. Klicken Sie auf Storage > SVMs.

2. Wabhlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.
3. Klicken Sie im Fenster Protokolle auf iSCSI.
4. Klicken Sie auf der Registerkarte Initiator-Sicherheit im Bereich Standardsicherheit auf Bearbeiten.
5. Sicherheitstyp andern.
Zur CHAP-Authentifizierung missen Sie den Benutzernamen und das Kennwort angeben und das

Kennwort fir eingehende Einstellungen bestatigen. Fur ausgehende Einstellungen sind diese
Anmeldeinformationen optional.

6. Klicken Sie auf OK.

Legen Sie die Standardsicherheit fiir iISCSl-Initiatoren fest

Mit System Manager kdnnen Sie die Authentifizierungseinstellungen fir einen Initiator entfernen und die
Standardsicherheitsmethode verwenden, um den Initiator zu authentifizieren.

Schritte
1. Klicken Sie auf Storage > SVMs.

2. Wabhlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.
3. Klicken Sie im Fenster Protokolle auf iSCSI.

4. Wahlen Sie auf der Registerkarte * Initiator Security* den Initiator aus, fir den Sie die
Sicherheitseinstellung &ndern méchten.

5. Klicken Sie im Bereich Initiator-Sicherheit auf Standard festlegen und dann im Bestatigungsdialogfeld
auf Standard festlegen.

Starten oder stoppen Sie den iSCSI-Service
Mit System Manager kénnen Sie den iSCSI-Service auf Ihrem Speichersystem starten oder beenden.

Schritte
1. Klicken Sie auf Storage > SVMs.

2. Wabhlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.
3. Klicken Sie im Fenster Protokolle auf iSCSI.
4. Klicken Sie nach Bedarf auf Start oder Stop.

Anzeigen von Informationen zur Initiator-Sicherheit

Mit System Manager kénnen Sie die standardmaRigen Authentifizierungsinformationen und alle Initiator-
spezifischen Authentifizierungsinformationen anzeigen.

Schritte
1. Klicken Sie auf Storage > SVMs.

2. Wabhlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.
3. Klicken Sie im Fenster Protokolle auf iSCSI.

4. Uberpriifen Sie die Details auf der Registerkarte Initiator-Sicherheit des iSCSI-Fensters.
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ISCSI-Fenster

Sie kénnen das iSCSI-Fenster verwenden, um den iSCSI-Dienst zu starten oder anzuhalten, einen iSCSI-
Knotennamen des Speichersystems zu andern und den iSCSI-Alias eines Speichersystems zu erstellen oder
zu andern. Sie kdnnen auch die Initiatorsicherheitseinstellung fur einen iSCSI-Initiator hinzufiigen oder andern,
der mit lhrem Speichersystem verbunden ist.

Registerkarten
» Service
Sie kénnen die Registerkarte Service verwenden, um den iSCSI-Dienst zu starten oder anzuhalten, einen
iISCSI-Knotennamen des Speichersystems zu andern und den iSCSI-Alias eines Speichersystems zu
erstellen oder zu andern.

« |nitiator-Sicherheit

Sie konnen die Registerkarte Initiator Security verwenden, um die Einstellung fiir die Initiator-Sicherheit
fur einen iSCSl-Initiator hinzuzufligen oder zu andern, der mit Ihrem Speichersystem verbunden ist.

Befehlsschaltflachen

- Bearbeiten

Offnet das Dialogfeld iSCSI-Servicekonfigurationen bearbeiten, in dem Sie den iSCSI-Knotennamen und
den iSCSI-Alias des Speichersystems andern kénnen.

 Start

Startet den iSCSI-Dienst.
» Stopp

Beendet den iSCSI-Dienst.
* Aktualisieren

Aktualisiert die Informationen im Fenster.

Detailbereich

Im Detailbereich werden Informationen zum Status des iISCSI-Dienstes, des iSCSI-Zielknotennamens und des
iSCSI-Zielalias angezeigt. Uber diesen Bereich kénnen Sie den iSCSI-Dienst auf einer Netzwerkschnittstelle
aktivieren oder deaktivieren.

Verwandte Informationen

"SAN-Administration"

Konfigurieren Sie das FC/FCoE-Protokoll mit System Manager - ONTAP 9.7 und
friher

Mit ONTAP System Manager Classic (verfugbar ab ONTAP 9.7) konnen Sie FC-/FCoE-
Protokolle konfigurieren.
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Starten oder beenden Sie den FC- oder FCoE-Service

Der FC-Service ermdglicht es Ihnen, FC-Zieladapter fiir die Verwendung mit LUNs zu verwalten. Sie kénnen
mit System Manager den FC-Service starten, um die Adapter in den Online-Modus zu versetzen und den
Zugriff auf die LUNs im Storage-System zu aktivieren. Sie kdnnen den FC-Service beenden, um die FC-
Adapter in den Offline-Modus zu versetzen und den Zugriff auf die LUNs zu deaktivieren.

Bevor Sie beginnen
» Die FC-Lizenz muss installiert sein.

* Ein FC-Adapter muss im Ziel-Storage-System vorhanden sein.

Schritte
1. Klicken Sie auf Storage > SVMs.

2. Wahlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.
3. Klicken Sie im Fenster Protokolle auf FC/FCoE.
4. Klicken Sie nach Bedarf auf Start oder Stop.

Andern eines FC- oder FCoE-Node-Namens

Wenn Sie ein Storage-System-Chassis ersetzen und es im selben Fibre-Channel-SAN wiederverwenden, kann
der Node-Name des ersetzten Storage-Systems in bestimmten Fallen dupliziert werden. Sie kénnen den
Node-Namen des Storage-Systems mit System Manager andern.

Schritte
1. Klicken Sie auf Storage > SVMs.

2. Wahlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.

3. Klicken Sie im Fenster Protokolle auf FC/FCoE.

4. Klicken Sie Auf Bearbeiten.

5. Geben Sie den neuen Namen ein, und klicken Sie dann auf OK.
Das FCoE-Protokoll
Fibre Channel over Ethernet (FCoE) ist ein neues Modell fiir die Verbindung von Hosts mit Storage-Systemen.
Wie beim herkdmmlichen FC-Protokoll verwaltet FCoE vorhandene FC-Management- und -Kontrolloptionen. In

diesem Falle wird jedoch ein 10-Gigabit-Ethernet-Netzwerk als Hardware-Transport verwendet.

Die Einrichtung einer FCoE-Verbindung erfordert einen oder mehrere unterstitzte konvergierte
Netzwerkadapter (CNAs) auf dem Host, die mit einem unterstitzten DCB-Ethernet-Switch (Data Center
Bridging) verbunden sind. Der CNA ist ein Konsolidierungspunkt und dient praktisch sowohl als HBA als auch
als Ethernet-Adapter.

Im Allgemeinen kdnnen Sie FCoE-Verbindungen auf die gleiche Weise konfigurieren und verwenden, wie Sie
herkdmmliche FC-Verbindungen verwenden.

FC-/FCoE-Fenster

Sie kdnnen das FC/FCoE-Fenster verwenden, um den FC-Service zu starten oder zu beenden.
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Befehlsschaltflachen

e Bearbeiten

Offnet das Dialogfeld Knotenname bearbeiten, in dem Sie den FC- oder FCoE-Knotennamen &ndern
kénnen.

- Start

Startet den FC/FCoE-Service.
» Stopp

Beendet den FC/FCoE-Service.
» Aktualisieren

Aktualisiert die Informationen im Fenster.

FC/FCoE-Details

Im Detailbereich werden Informationen zum Status des FC/FCoE-Service, des Node-Namens und der
FC/FCoE-Adapter angezeigt.

Verwandte Informationen
Konfiguration des FC-Protokolls und FCoE-Protokolls auf SVMs

"SAN-Administration"

Exportrichtlinien mit System Manager - ONTAP 9.7 und friiher managen

Sie konnen ONTAP System Manager Classic (verfugbar in ONTAP 9.7 und fruher)
verwenden, um Exportrichtlinien zu erstellen, zu bearbeiten und zu managen.

Erstellen Sie eine Exportrichtlinie

Sie kénnen mit System Manager eine Exportrichtlinie erstellen, Uber die Clients auf bestimmte Volumes
zugreifen kdnnen.

Schritte
1. Klicken Sie auf Storage > SVMs.

Wahlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.
Klicken Sie im Fensterbereich Richtlinien auf Richtlinien exportieren.
Klicken Sie Auf Erstellen.

Geben Sie im Dialogfeld Exportrichtlinie erstellen einen Namen fiir die Exportrichtlinie an.

© o > w0 Db

Wenn Sie eine Exportrichtlinie erstellen mochten, indem Sie die Regeln aus einer vorhandenen
Exportrichtlinie kopieren, aktivieren Sie das Kontrollkdstchen Regeln aus kopieren, und wahlen Sie dann
die Storage Virtual Machine (SVM) und die Exportrichtlinie aus.

Zum Erstellen einer Exportrichtlinie sollten Sie die Ziel-SVM fir die Disaster Recovery nicht aus dem
Dropdown-Meni auswahlen.
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7.
8.
9.

Klicken Sie im Bereich Exportregelnauf Hinzufligen, um der Exportrichtlinie Regeln hinzuzufiigen.
Klicken Sie Auf Erstellen.

Uberpriifen Sie, ob die von Ihnen erstellte Exportrichtlinie im Fenster Richtlinien exportieren angezeigt
wird.

Exportrichtlinien umbenennen

Sie kdnnen System Managererto eine vorhandene Exportrichtlinie umbenennen.

Schritte

1.
2.
3.

Klicken Sie auf Storage > SVMs.
Wahlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.
Klicken Sie im Fensterbereich Richtlinien auf Richtlinien exportieren.

Wahlen Sie die Exportrichtlinie aus, die Sie umbenennen mdchten, und klicken Sie dann auf Richtlinie
umbenennen.

Geben Sie im Dialogfeld Richtlinie umbenennen einen neuen Richtliniennamen an, und klicken Sie dann
auf Andern.

Uberpriifen Sie die Anderungen, die Sie im Fenster Richtlinien exportieren vorgenommen haben.

Exportrichtlinien 16schen

Sie kdnnen System Manager verwenden, um nicht mehr benétigte Exportrichtlinien zu I6schen.

Schritte

1.
2.
3.
4.

Klicken Sie auf Storage > SVMs.
Wahlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.
Klicken Sie im Fensterbereich Richtlinien auf Richtlinien exportieren.

Wahlen Sie die Exportrichtlinie aus, die Sie I6schen mdchten, und klicken Sie dann auf Richtlinie
loschen.

Aktivieren Sie das Bestatigungsfeld, und klicken Sie dann auf Léschen.

Fiigen Sie einer Exportrichtlinie Regeln hinzu

Mit System Manager kénnen Sie einer Exportrichtlinie Regeln hinzufligen, um den Client-Zugriff auf Daten zu
definieren.

Bevor Sie beginnen

Sie mussen die Exportrichtlinie erstellt haben, zu der Sie die Exportregeln hinzufliigen méchten.

Schritte

1.
2.
3.

Klicken Sie auf Storage > SVMs.
Wahlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.

Klicken Sie im Fensterbereich Richtlinien auf Richtlinien exportieren.

. Wahlen Sie die Exportrichtlinie aus, der Sie Regeln hinzufiigen méchten, und klicken Sie auf der

Registerkarte Regeln exportieren auf Hinzufiigen.

. Fihren Sie im Dialogfeld Exportregel erstellen die folgenden Schritte aus:
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a. Geben Sie den Client an, der Zugriff auf die Daten bendétigt.
Sie kdnnen mehrere Clients als kommagetrennte Werte angeben.
Sie kénnen den Client in einem der folgenden Formate angeben:

= Als Hosthame, z. B. host1

= Als IPv4-Adresse, z. B. 10.1.12.24

= Als IPv4-Adresse mit Netzwerkmaske, z. B. 10.1.16.0/255.255.255.0
= Als IPv6-Adresse; z. B. FE80::0202:B3FF:FE1E:8329

= Als IPv6-Adresse mit Netzwerkmaske, z. B. 2001:db8:/32

= Als Netzwerkgruppe, wobei der Netzwerkgruppenname einem AT-Symbol (@) vorangestellt ist; z.
B. @netgroup

= Als Domanenname, der einem Punkt (.) vorangegangen ist; z. B. .example.com

@ Sie dirfen keinen IP-Adressbereich eingeben, z. B. 10.1.12.10 bis 10.1.12.70. Eintrage in
diesem Format werden als Textzeichenfolge interpretiert und als Hostname behandelt.

+ Sie kdnnen die IPv4-Adresse eingeben 0.0.0.0/0 Um den Zugriff auf alle Hosts zu erméglichen.
a. Wenn Sie die Nummer des Regelindex andern mdochten, wahlen Sie die entsprechende Nummer des
Regelindex aus.

b. Wahlen Sie ein oder mehrere Zugriffsprotokolle aus.
Wenn Sie kein Zugriffsprotokoll auswahlen, wird der Exportregel der Standardwert ,any* zugewiesen.

c. Wahlen Sie einen oder mehrere Sicherheitstypen und Zugriffsregeln aus.
6. Klicken Sie auf OK.

7. Uberpriifen Sie, ob die von Ihnen hinzugefligte Exportregel auf der Registerkarte Exportregeln fiir die
ausgewahlte Exportrichtlinie angezeigt wird.

Exportrichtlinien andern

Mit System Manager kdnnen Sie den angegebenen Client, die Zugriffsprotokolle und die
Zugriffsberechtigungen einer Regel flur die Exportrichtlinie andern.

Schritte
1. Klicken Sie auf Storage > SVMs.

2. Wahlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.
3. Klicken Sie im Fensterbereich Richtlinien auf Richtlinien exportieren.

4. Wahlen Sie im Fenster Richtlinien exportieren die Exportrichtlinie aus, fiir die Sie die Exportregel
bearbeiten mochten. Wahlen Sie auf der Registerkarte Regeln exportieren die Regel aus, die Sie
bearbeiten mochten, und klicken Sie dann auf Bearbeiten.

5. Andern Sie die folgenden Parameter nach Bedarf:
o Client-Spezifikationen
o Zugriffsprotokolle
o Zugriffsdetails
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6. Klicken Sie auf OK.

7. Uberprifen Sie, ob die aktualisierten Anderungen fiir die Exportregel auf der Registerkarte Regeln fiir den
Export angezeigt werden.

Loschen Sie die Regeln fiir die Exportrichtlinie
Sie kdnnen mit System Manager Regeln fiir die Exportrichtlinie I6schen, die nicht mehr bendtigt werden.

Schritte
1. Klicken Sie auf Storage > SVMs.

2. Wahlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.

3. Klicken Sie im Fensterbereich Richtlinien auf Richtlinien exportieren.

4. Wahlen Sie die Exportrichtlinie aus, fir die Sie die Exportregel I16schen mdchten.
5

. Wahlen Sie auf der Registerkarte Regeln exportieren die Exportregel aus, die Sie I6schen méchten, und
klicken Sie dann auf Léschen.

6. Klicken Sie im Bestatigungsfeld auf Loschen.

Wie Exportrichtlinien den Client-Zugriff auf Volumes oder gtrees steuern

Exportrichtlinien enthalten mindestens eine Exportregel, die jede Clientzugriffsanforderung verarbeitet. Das
Ergebnis des Prozesses legt fest, ob der Client-Zugriff verweigert oder gewahrt wird und welche Zugriffsstufe.
Auf der Storage Virtual Machine (SVM) muss eine Exportrichtlinie mit Exportregeln vorhanden sein, damit
Clients auf Daten zugreifen kénnen.

Sie verknipfen jedem Volume oder qtree exakt eine Exportrichtlinie, um den Client-Zugriff auf das Volume oder
gtree zu konfigurieren. Die SVM kann mehrere Exportrichtlinien enthalten. Dies ermdglicht Ihnen die folgenden
Aktionen flir SVMs mit mehreren Volumes oder gtrees:

« Jedem Volume oder gtree der SVM mussen fir jedes Volume oder gtree verschiedene Exportrichtlinien
zugewiesen werden, um fir jedes Volume oder gtree in der SVM individuelle Zugriffskontrollen zu
ermoglichen.

» Weisen Sie fir eine identische Client-Zugriffskontrolle dieselbe Exportrichtlinie mehreren Volumes oder
gtrees der SVM zu, ohne dass flr jedes Volume oder gtree eine neue Exportrichtlinie erstellt werden muss.

Wenn ein Client eine Zugriffsanforderung stellt, die von der entsprechenden Exportrichtlinie nicht zulassig ist,

schlagt die Anforderung mit einer Nachricht, die eine Berechtigung verweigert hat, fehl. Wenn ein Client keine
Regel in der Exportrichtlinie enthalt, wird der Zugriff verweigert. Wenn eine Exportrichtlinie leer ist, werden alle
Zugriffe implizit verweigert.

Sie kénnen eine Exportrichtlinie auf einem System, auf dem ONTAP ausgefihrt wird, dynamisch andern.

Fenster ,,Exportrichtlinien®

Sie kdnnen das Fenster Richtlinien exportieren verwenden, um Informationen zu Exportrichtlinien und
zugehorigen Exportregeln zu erstellen, anzuzeigen und zu verwalten.

Exportrichtlinien

Uber das Fenster Richtlinien exportieren konnen Sie die fiir die SVM (Storage Virtual Machine) erstellten
Exportrichtlinien anzeigen und managen.
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» Befehlsschaltflachen
o Erstellen
Offnet das Dialogfeld Exportrichtlinie erstellen, in dem Sie eine Exportrichtlinie erstellen und
Exportregeln hinzufligen kénnen. Sie kénnen auch Exportregeln aus einer vorhandenen SVM
kopieren.

o Umbenennen

Offnet das Dialogfeld Richtlinie umbenennen, in dem Sie die ausgewahlte Exportrichtlinie umbenennen
konnen.

o Loschen

Offnet das Dialogfeld Exportrichtlinie Idschen, in dem Sie die ausgewahlte Exportrichtlinie 16schen
kdnnen.

o Aktualisierung

Aktualisiert die Informationen im Fenster.

Registerkarte ,,Exportregeln“

Auf der Registerkarte ,Exportregeln® kbnnen Sie Informationen zu den fiir eine bestimmte Exportrichtlinie
erstellten Exportregeln anzeigen. Sie kdnnen auch Regeln hinzufigen, bearbeiten und I6schen.

- Befehlsschaltflachen

o Zusatz

Offnet das Dialogfeld ,Exportregel erstellen, in dem Sie der ausgewahlten Exportrichtlinie eine
Exportregel hinzufligen kénnen.

o Bearbeiten

Offnet das Dialogfeld Exportregel andern, in dem Sie die Attribute der ausgewahlten Exportregel
andern kdnnen.

o Ldschen
Offnet das Dialogfeld Exportregel Idschen, in dem Sie die ausgewéhlte Exportregel ldschen kénnen.
> Nach Oben
Verschiebt den Regelindex der ausgewahlten Exportregel nach oben.
o Nach Unten Verschieben
Verschiebt den Regelindex der ausgewahlten Exportregel nach unten.
o Aktualisierung
Aktualisiert die Informationen im Fenster.

* Liste der Exportregeln
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> Regelindex

Gibt die Prioritat an, anhand derer die Exportregeln verarbeitet werden. Sie kénnen die Prioritat tiber
die Schaltflachen nach oben und nach unten auswahlen.

o Client
Gibt den Client an, auf den die Regel zutrifft.
o Zugriffsprotokolle
Zeigt das Zugriffsprotokoll an, das flr die Exportregel festgelegt ist.
Wenn Sie kein Zugriffsprotokoll angegeben haben, wird der Standardwert ,any“ berlcksichtigt.
> Schreibgeschutzte Regel
Gibt einen oder mehrere Sicherheitstypen fir den schreibgeschiitzten Zugriff an.
o Lese-/Schreibregel
Gibt einen oder mehrere Sicherheitstypen fir Lese-/Schreibzugriff an.
o Superuser-Zugriff

Gibt den Sicherheitstyp oder -Typen fur Superuser-Zugriff an.

Registerkarte zugewiesene Objekte

Auf der Registerkarte zugewiesene Objekte kdnnen Sie die Volumes und qtrees anzeigen, die der
ausgewahlten Exportrichtlinie zugewiesen sind. Sie kbnnen auch anzeigen, ob das Volume verschlisselt ist
oder nicht.

Verwandte Informationen

Einrichten von CIFS

Management von Effizienzrichtlinien mit System Manager — ONTAP 9.7 und fruher

Sie kdnnen ONTAP System Manager Classic (verfugbar in ONTAP 9.7 und friher)
verwenden, um Richtlinien fur die Effizienz zu erstellen, zu bearbeiten und zu loschen.

Hinzufiigen von Effizienzrichtlinien

Mithilfe von System Manager lassen sich die Effizienzrichtlinien zur Ausfiihrung der Deduplizierung auf einem
Volume zu einem bestimmten Zeitplan hinzufiigen oder wenn die Anderung der Volume-Daten einen
bestimmten Schwellwert erreicht.

Schritte
1. Klicken Sie auf Storage > SVMs.

2. Wahlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.

3. Klicken Sie im Fensterbereich Richtlinien auf Effizienzrichtlinien.
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4. Klicken Sie auf Hinzufiigen und geben Sie dann den Namen der Richtlinie an.
5. Legen Sie fest, wie die Storage-Effizienz-Richtlinie ausgefiihrt werden soll:

o Wahlen Sie Zeitplan, und geben Sie den Terminplannamen und die Terminplandetails an.
Sie kénnen bei Bedarf die maximale Laufzeit der Effizienzrichtlinie angeben.
> Wahlen Sie Anderungsschwellenwert und geben Sie den Schwellenwert (in Prozent) fiir die

Anderung der Volumendaten an.

6. Optional: Aktivieren Sie das Kontrollkdstchen QoS-Richtlinie auf Hintergrund setzen, um die
Auswirkungen auf die Leistung auf den Client-Betrieb zu verringern.

7. Klicken Sie Auf Hinzufiigen.

Bearbeiten von Effizienzrichtlinien

Mit System Manager kdnnen Sie die Attribute einer Effizienzrichtlinie andern, z. B. Richtlinienname,
Planungsname und maximale Laufzeit.

Schritte
1. Klicken Sie auf Storage > SVMs.

2. Wahlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.
3. Klicken Sie im Fensterbereich Richtlinien auf Effizienzrichtlinien.

4. Wahlen Sie im Fenster Effizienzrichtlinien die Richtlinie aus, die Sie bearbeiten moéchten, und klicken Sie
dann auf Bearbeiten.

5. Nehmen Sie im Dialogfeld Effizienzrichtlinie bearbeiten die erforderlichen Anderungen vor.
6. Klicken Sie Auf Speichern.

Effizienzrichtlinien loschen

Sie kdnnen System Managerto eine nicht mehr erforderliche Effizienzrichtlinie I6schen.

Bevor Sie beginnen
Die Effizienzrichtlinie muss deaktiviert werden.

Schritte
. Klicken Sie auf Storage > SVMs.

. Wahlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.

—_

2
3. Klicken Sie im Fensterbereich Richtlinien auf Effizienzrichtlinien.

4. Wahlen Sie die Effizienzrichtlinie aus, die Sie I6schen mochten, und klicken Sie dann auf Loschen.
5

. Aktivieren Sie das Bestatigungsfeld, und klicken Sie dann auf Léschen.
Aktivieren oder Deaktivieren von Effizienzrichtlinien

Mit System Manager kénnen Sie eine Effizienzrichtlinie aktivieren oder deaktivieren.

Schritte
1. Klicken Sie auf Storage > SVMs.

2. Wabhlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.
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3. Klicken Sie im Fensterbereich Richtlinien auf Effizienzrichtlinien.
4. WWahlen Sie eine oder mehrere Effizienzrichtlinien aus, die aktiviert bzw. deaktiviert werden sollen.
5. Klicken Sie bei Bedarf auf Status > Aktivieren oder Status > Deaktivieren.

6. Wenn Sie eine Effizienzrichtlinie deaktivieren, aktivieren Sie das Bestatigungsfeld und klicken Sie dann auf
OK.

Was fiir eine Effizienzrichtlinie ist

Eine Effizienzrichtlinie ist ein Aufgabenplan fur einen Deduplizierungsvorgang auf einem FlexVol Volume.

Sie kénnen die Deduplizierung auf einem FlexVol Volume ausflihren, indem Sie die Vorgange zu einem
bestimmten Zeitpunkt planen oder angeben, dass diese bei einem Uberschreitung eines Schwellenwerts
ausgeldst werden. Sie kdnnen einen Deduplizierungsvorgang planen, indem Job-Zeitplane erstellt werden, die
innerhalb der Effizienzrichtlinien eingeschlossen sind. Die Volume-Effizienzrichtlinien unterstutzen nur Job-
Zeitplane, die vom Typ Cron sind. Alternativ kdnnen Sie einen Schwellenwert in Prozent angeben. Wenn neue
Daten den angegebenen Prozentsatz Uiberschreiten, wird der Deduplizierungsvorgang gestartet.

Allgemeines zu vordefinierten Effizienzrichtlinien

Sie kdnnen ein Volume mit Effizienzrichtlinien konfigurieren, um zusatzliche Platzeinsparungen zu erzielen. Sie
koénnen ein Volume so konfigurieren, dass die Inline-Komprimierung ausgefiihrt wird, ohne dass ein auf dem
Volume konfigurierter Hintergrundeffizienzvorgang geplant oder manuell gestartet wird.

Wenn Sie eine SVM erstellen, werden die folgenden Effizienzrichtlinien automatisch erstellt und kénnen nicht
geldscht werden:

- Standard

Sie kénnen ein Volume mithilfe der Effizienzrichtlinie konfigurieren, um die geplanten
Deduplizierungsvorgange auf dem Volume auszufiihren.

e Nur Inline

Sie kdnnen ein Volume mit der reinen Inline-Effizienzrichtlinie konfigurieren und die Inline-Komprimierung
aktivieren, um eine Inline-Komprimierung auf dem Volume auszufiihren. Dafiir sind keine geplanten oder
manuellen Vorgange im Hintergrund erforderlich.

Weitere Informationen zu den reinen Inline-Richtlinien und zu den Standardrichtlinien fir mehr Effizienz finden
Sie in den man-Pages.

Das Fenster ,Effizienzrichtlinien*

Sie kénnen im Fenster ,Efficiency Policies” Informationen zu Effizienzrichtlinien erstellen, anzeigen und
managen.

Befehlsschaltflachen

* Hinzufiigen
Offnet das Dialogfeld ,Add Efficiency Policy*, in dem Sie einen Deduplizierungsvorgang fiir einen

bestimmten Zeitraum (planbasiert) auf einem Volume ausfiihren kénnen oder wenn die Anderung der
Volume-Daten einen bestimmten Schwellwert erreicht (schwellenwertbasiert).
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- Bearbeiten

Offnet das Dialogfeld ,Edit Efficiency Policy“, das es Ihnen erméglicht, den Zeitplan, den Schwellenwert,
den QoS-Typ und die maximale Laufzeit fir einen Deduplizierungsvorgang zu andern.

* Loschen

Offnet das Dialogfeld ,Effizienzrichtlinie I6schen®, in dem Sie die ausgewahlte Effizienzrichtlinie 16schen
kdnnen.

- Status

Offnen Sie ein Dropdown-Menii mit Optionen zum Aktivieren oder Deaktivieren der ausgewahlten
Effizienzrichtlinie.

» Aktualisieren

Aktualisiert die Informationen im Fenster.

Liste der Effizienzrichtlinien

e Auto

Gibt an, dass die Deduplizierung kontinuierlich im Hintergrund durchgefiihrt wird. Diese Richtlinie gilt fur
alle neu erstellten Volumes und fir alle aktualisierten Volumes, die nicht manuell fir die Deduplizierung im
Hintergrund konfiguriert wurden. Wenn Sie die Richtlinie in ,default” oder eine andere Richtlinie andern,
ist die Richtlinie ,Auto” deaktiviert.

Wenn ein Volume sich von einem nicht-All Flash FAS System auf ein AFF System verschiebt, ist die
Richtlinie ,Aut o standardmafig auf dem Ziel-Node aktiviert. Wenn ein Volume von einem AFF Node zu
einem nicht All Flash FAS Node verschoben wird, wird die ,Auto“-Richtlinie auf dem Ziel-Node
standardmaRig durch die Richtlinie ,inline-only" ersetzt.

¢ Richtlinien
Gibt den Namen einer Effizienzrichtlinie an.
» Status

Gibt den Status einer Effizienzrichtlinie an. Fur den Status kann einer der folgenden Werte angezeigt
werden:

o Aktiviert
Gibt an, dass die Effizienzrichtlinie einem Deduplizierungsvorgang zugewiesen werden kann.
o Deaktiviert

Gibt an, dass die Effizienzrichtlinie deaktiviert ist. Sie kdnnen die Richtlinie Gber das Dropdown-Menu
,Status” aktivieren und diese spater einem Deduplizierungsvorgang zuweisen.

* Run By
Gibt an, ob die Storage-Effizienz-Richtlinie basierend auf einem Zeitplan oder auf einem Schwellwert

(Anderungsprotokoll-Schwellenwert) ausgefihrt wird.
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* QoS-Richtlinie

Gibt den QoS-Typ fir die Storage-Effizienzrichtlinie an. Fir den QoS-Typ kann einer der folgenden Werte
verwendet werden:

o Hintergrund

Gibt an, dass die QoS-Richtlinie im Hintergrund ausgefuhrt wird, was die potenziellen Auswirkungen
auf die Performance von Client-Operationen reduziert.

o Optimal eingesetzt

Gibt an, dass die QoS-Richtlinie nur auf Best-Effort-Grundlage ausgefiihrt wird, mit der Sie die
Auslastung der Systemressourcen maximieren kénnen.

 Maximale Laufzeit

Gibt die maximale Laufzeit einer Effizienzrichtlinie an. Wenn dieser Wert nicht angegeben wird, wird die
Effizienzrichtlinie ausgefiihrt, bis der Vorgang abgeschlossen ist.

Detailbereich

Im Bereich unterhalb der Liste ,Effizienzrichtlinie” werden zusatzliche Informationen Uber die ausgewahlte
Effizienzrichtlinie angezeigt, einschlieRlich des Planungsnamens und der Planungsdetails fir eine
planplanbasierte Richtlinie sowie des Schwellenwerts flir eine schwellenwertbasierte Richtlinie.

Managen Sie QoS-Richtliniengruppen mit System Manager — ONTAP 9.7 und friiher

Mit ONTAP System Manager Classic (erhaltlich in ONTAP 9.7 und alter) konnen Storage-
QoS-Richtliniengruppen (Quality of Service) erstellt werden, um den Durchsatz von
Workloads zu begrenzen und die Workload-Performance zu Gberwachen.

Erstellen von QoS-Richtliniengruppen

Schritte

1.

© o &~ w0 b

Klicken Sie auf Storage > SVMs.

Wahlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.

Klicken Sie im Fensterbereich Richtlinien auf QoS Policy Groups.

Klicken Sie im Fenster QoS Policy Groups auf Erstellen.

Geben Sie im Dialogfeld Richtliniengruppe erstellen einen Gruppennamen fir die Richtlinie an.
Geben Sie die minimale Durchsatzbegrenzung an.

> In System Manager 9.5 kdnnen Sie die Durchsatzbegrenzung nur auf Performance-basierten All Flash-
optimierten Systemen festlegen. In System Manager 9.6 kdnnen Sie darlber hinaus das
Mindestdurchsatz-Limit fir ONTAP Select Premium-Systeme festlegen.

> Sie kdnnen das Mindestdurchsatz fir Volumes nicht auf einem FabricPool-fahigen Aggregat festlegen.

> Wenn Sie den Mindestdurchsatzwert nicht angeben oder der Mindestdurchsatzwert auf 0 gesetzt ist,
wird ,Keine“ automatisch als Wert angezeigt.

Bei diesem Wert wird die Grof3-/Kleinschreibung beachtet.
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7. Geben Sie die maximale Durchsatzbegrenzung an.

> Die minimale Durchsatzbegrenzung und die maximale Durchsatzbegrenzung missen vom selben
Einheitstyp sein.

o Wenn Sie das minimale Durchsatzlimit nicht angeben, kénnen Sie die maximale Durchsatzbegrenzung
in IOPS und B/s, KB/s, MB/s usw. festlegen.

° Wenn Sie die maximale Durchsatzbegrenzung nicht angeben, wird ,Unlimited* automatisch als Wert
angezeigt.

Bei diesem Wert wird die Grol3-/Kleinschreibung beachtet. Die angegebene Einheit hat keinen Einfluss
auf den maximalen Durchsatz.

8. Klicken Sie auf OK.

QoS-Richtliniengruppen lIé6schen

Mit dem ONTAP System Manager classic (erhaltlich in ONTAP 9.7 und alter) kdnnen Sie eine nicht mehr
bendtigte Richtliniengruppe fir Storage-Servicequalitat (QoS) I6schen.

Bevor Sie beginnen
Sie mussen alle Speicherobjekte aufheben, die der Richtliniengruppe zugewiesen sind.

Schritte
1. Klicken Sie auf Storage > SVMs.

2. Wahlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.
3. Klicken Sie im Fensterbereich Richtlinien auf QoS Policy Groups.

4. Wahlen Sie im Fenster QoS Policy Groups die Richtliniengruppe aus, die Sie I6schen mochten, und
klicken Sie dann auf Loschen.

5. Klicken Sie im Bestatigungsdialogfeld auf Loschen.

QoS-Richtliniengruppen bearbeiten

Sie kénnen im Dialogfeld Richtliniengruppe bearbeiten in ONTAP System Manager classic (verflugbar in
ONTAP 9.7 und friiher) den Namen und den maximalen Durchsatz einer vorhandenen Richtliniengruppe fir die
Storage-Servicequalitat (QoS) andern.

Uber diese Aufgabe

* In System Manager 9.5 kdnnen Sie die Durchsatzbegrenzung nur auf Performance-basierten All Flash-
optimierten Systemen festlegen. In System Manager 9.6 kdnnen Sie darlber hinaus das
Mindestdurchsatz-Limit fir ONTAP Select Premium-Systeme festlegen.

+ Sie kénnen das Mindestdurchsatz fir Volumes nicht auf einem FabricPool-fahigen Aggregat festlegen.

Schritte
1. Klicken Sie auf Storage > SVMs.

2. Wabhlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.
3. Klicken Sie im Fensterbereich Richtlinien auf QoS Policy Groups.

4. Wahlen Sie die QoS-Richtliniengruppe aus, die Sie bearbeiten mdéchten, und klicken Sie dann auf
Bearbeiten.

> Die minimale Durchsatzbegrenzung und die maximale Durchsatzbegrenzung missen vom selben
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Einheitstyp sein.

> Wenn Sie das minimale Durchsatzlimit nicht angeben, kénnen Sie die maximale Durchsatzbegrenzung
in IOPS und B/s, KB/s, MB/s usw. festlegen.

o Wenn Sie nicht die maximale Durchsatzbegrenzung angeben, wird der Wert auf unbegrenzt gesetzt,
und die angegebene Einheit hat keinen Einfluss auf den maximalen Durchsatz.

5. Bearbeiten Sie im Dialogfeld Richtliniengruppe bearbeiten die Details der QoS-Richtliniengruppe und
klicken Sie dann auf Speichern.

Regeln fiir die Zuordnung von Storage-Objekten zu Richtliniengruppen

Beachten Sie Regeln, die vorschreiben, wie Storage-Objekte Storage-QoS-
Richtliniengruppen zugewiesen werden kdnnen.

Storage-Objekte und Richtliniengruppen miissen derselben SVM angehodren

Ein Storage-Objekt muss von der SVM enthalten sein, der die Richtliniengruppe angehort. Sie geben beim
Erstellen der Richtliniengruppe die SVM an, zu der die Richtliniengruppe gehoért. Mehrere Richtliniengruppen
kénnen derselben SVM angehdren.

In der folgenden Abbildung gehdrt die Richtliniengruppe pg1 zu SVM vs1. Sie kdnnen Volumes vol2 oder vol3
nicht der Richtliniengruppe pg1 zuweisen, da diese Volumes von einer anderen SVM enthalten sind.

SVM “vs1” SVM “vs2"
Policy group “pgl1”
i N
vol1 vol2 vol3
e o

Verschachtelte Speicherobjekte konnen nicht zu Richtliniengruppen gehéren

Sie kdnnen einer Richtliniengruppe kein Speicherobjekt zuweisen, wenn das zugehdrige Objekt oder seine
untergeordneten Objekte einer Richtliniengruppe angehdren. In der folgenden Tabelle sind die
Einschrankungen aufgeflhrt.

Wenn Sie die folgende Zuordnung zuweisen: Dann kann nicht zugewiesen werden...

SVM zu einer Richtliniengruppe Alle Storage-Objekte, die der SVM in einer
Richtliniengruppe enthalten sind

Volume zu einer Richtliniengruppe Das Volume enthalt SVM oder untergeordnete LUNs
einer Richtliniengruppe
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Wenn Sie die folgende Zuordnung zuweisen: Dann kann nicht zugewiesen werden...

LUN einer Richtliniengruppe Die LUN enthalt Volume oder SVM zu einer
Richtliniengruppe

Datei zu einer Richtliniengruppe Die Datei mit Volume oder SVM in einer
Richtliniengruppe

In der folgenden Abbildung ist die SVM vs3 der Richtliniengruppe pg2 zugeordnet. Sie kbnnen einer
Richtliniengruppe keine Volumes vol4 oder vol5 zuweisen, da ein Objekt in der Storage-Hierarchie (SVM vs3)
einer Richtliniengruppe zugewiesen ist.

Policy group “pg2”

/;UM “vg3" \

vold  wvaolb

\_ J

Managen Sie NIS-Services mit System Manager - ONTAP 9.7 und friher

Sie konnen ONTAP System Manager Classic (verfugbar in ONTAP 9.7 und fruher)
verwenden, um NIS-Domanen (Network Information Service) hinzuzufliigen, zu
bearbeiten und zu verwalten.

Fiigen Sie NIS-Doménen hinzu

Sie kdnnen Host-Informationen zentral mithilfe von NIS verwalten. Mit System Manager kénnen Sie den NIS-
Domain-Namen lhres Speichersystems hinzufligen. Es kann jederzeit nur eine NIS-Domane auf einer Storage
Virtual Machine (SVM) aktiv sein.

Schritte
1. Klicken Sie auf Storage > SVMs.

Wahlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.

Klicken Sie im Fenster Services auf NIS.

Klicken Sie Auf Erstellen.

Geben Sie den NIS-Domanennamen ein, und figen Sie dann einen oder mehrere NIS-Server hinzu.
Klicken Sie Auf Erstellen.

© o kc w0 BN
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Bearbeiten von NIS-Doméanen

Mit System Manager kdnnen NIS-Doméanen basierend auf den Anforderungen der Storage Virtual Machine
(SVM)-Authentifizierung und -Autorisierung geandert werden.

Schritte
1. Klicken Sie auf Storage > SVMs.

2. Wahlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.

3. Klicken Sie im Fenster Services auf NIS.

4. Wahlen Sie die NIS-Domain aus und klicken Sie dann auf Bearbeiten.
5

. Nehmen Sie die erforderlichen Anderungen vor, und klicken Sie dann auf Bearbeiten.

NIS-Fenster

Im NIS-Fenster kdnnen Sie die aktuellen NIS-Einstellungen fir lhr Speichersystem anzeigen.
Befehlsschaltflachen
* Erstellen
Offnet das Dialogfeld ,NIS-Doméne erstellen®, in dem Sie NIS-Doménen erstellen kénnen.
* Bearbeiten

Offnet das Dialogfeld ,NIS-Domane bearbeiten®, in dem Sie NIS-Server hinzufiigen, 16schen oder dndern
koénnen.

* Léoschen
Ldscht die ausgewahlte NIS-Domane.
« Aktualisieren

Aktualisiert die Informationen im Fenster.

Verwandte Informationen

"NFS-Konfiguration"

Konfigurieren Sie LDAP-Client-Dienste mit System Manager - ONTAP 9.7 und fruher
Mit ONTAP System Manager Classic (verfugbar in ONTAP 9.7 und fruher) kdnnen Sie

LDAP-Client-Konfigurationen hinzufligen, bearbeiten und I6schen.
Figen Sie eine LDAP-Client-Konfiguration hinzu

Mit System Manager kdnnen Sie eine LDAP-Client-Konfiguration auf Cluster-Ebene oder auf SVM-Ebene
(Storage Virtual Machine) hinzufiigen, wenn Sie LDAP-Services verwenden méchten. Sie missen zunachst
einen LDAP-Client einrichten, um LDAP-Dienste verwenden zu konnen.

Uber diese Aufgabe
Auf SVM-Ebene kdnnen Sie nur einen LDAP-Client fur eine ausgewahlte SVM hinzuflgen.
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Schritte
1. Fugen Sie eine LDAP-Client-Konfiguration mit einer der folgenden Methoden hinzu:

o Cluster-Ebene: Klicken Sie auf £& > LDAP.
o SVM-Ebene: Klicken Sie auf SVM > SVM-Einstellungen > LDAP-Client.
. Klicken Sie Auf Hinzufiigen.
. Geben Sie den Namen des LDAP-Clients ein.
Flgen Sie entweder die Active Directory-Domane oder den LDAP-Server hinzu.
. Klicken Sie auf £¢ (erweiterte Optionen), wahlen Sie das Schema aus, und klicken Sie auf Anwenden.
Geben Sie den Basis-DN und den TCP-Port an.
. Klicken Sie auf Bindung und geben Sie dann die Authentifizierungsdetails an.

. Klicken Sie auf Speichern und SchlieRen.

© o N O g A~ W N

. Vergewissern Sie sich, dass der hinzugefiigte LDAP-Client angezeigt wird.

Loschen Sie eine LDAP-Client-Konfiguration

Mit System Manager kénnen Sie eine LDAP-Client-Konfiguration auf Cluster-Ebene oder auf Storage Virtual
Machine (SVM)-Ebene l6schen.

Uber diese Aufgabe
Auf SVM-Ebene kénnen Sie einen LDAP-Client nur fiir eine ausgewahlte SVM léschen.

Schritte
1. So I6schen Sie eine LDAP-Client-Konfiguration:

o Cluster-Ebene: Klicken Sie auf £& > LDAP.

o SVM-Ebene: Klicken Sie auf SVM > SVM-Einstellungen > LDAP-Client.
2. Wahlen Sie den LDAP-Client aus, den Sie Idschen mdchten, und klicken Sie dann auf Léschen.
3. Aktivieren Sie das Bestatigungsfeld, und klicken Sie dann auf Léschen.

4. Vergewissern Sie sich, dass der von lhnen geldschte LDAP-Client nicht mehr angezeigt wird.

Bearbeiten einer LDAP-Client-Konfiguration

Mit System Manager kdnnen Sie eine LDAP-Client-Konfiguration auf Cluster-Ebene oder auf Storage Virtual
Machine (SVM)-Ebene bearbeiten.

Uber diese Aufgabe
Auf SVM-Ebene kénnen Sie einen LDAP-Client nur fir eine ausgewahlte SVM bearbeiten.

Schritte
1. So bearbeiten Sie eine LDAP-Client-Konfiguration:

o Cluster-Ebene: Klicken Sie auf £& > LDAP.

o SVM-Ebene: Klicken Sie auf SVM > SVM-Einstellungen > LDAP-Client.
2. Wahlen Sie den LDAP-Client aus, den Sie andern mochten, und klicken Sie dann auf Bearbeiten.
3. Bearbeiten Sie die LDAP-Client-Konfiguration im Dialogfeld LDAP-Client bearbeiten nach Bedarf.
4. Klicken Sie auf Speichern und SchlieRen.
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5. Uberpriifen Sie, ob die an der LDAP-Client-Konfiguration vorgenommenen Anderungen angezeigt werden.

LDAP-Client-Fenster

Mit dem LDAP-Client-Fenster kdnnen LDAP-Clients auf Ebene der Storage Virtual Machine (SVM) zur
Benutzerauthentifizierung, Autorisierung zum Dateizugriff, Benutzersuche und Zuordnung von NFS und CIFS
erstellt werden.

Befehlsschaltflachen
* Hinzufligen
Offnet das Dialogfeld LDAP-Client erstellen, in dem Sie LDAP-Clients erstellen und konfigurieren kénnen.
» Bearbeiten

Offnet das Dialogfeld LDAP-Client bearbeiten, in dem Sie LDAP-Client-Konfigurationen bearbeiten kénnen.
Sie kénnen auch aktive LDAP-Clients bearbeiten.

* Loschen

Offnet das Dialogfeld LDAP-Client(s) Iéschen, in dem Sie LDAP-Client-Konfigurationen léschen kénnen.
Sie kénnen auch einen aktiven LDAP-Client I6schen.

« Aktualisieren

Aktualisiert die Informationen im Fenster.

LDAP-Client-Liste

Zeigt Details zu LDAP-Clients (im Tabellenformat) an.
* LDAP-Client-Konfiguration
Zeigt den Namen der von lhnen angegebenen LDAP-Client-Konfiguration an.
» Storage Virtual Machine
Zeigt den Namen der SVM fir jede LDAP-Client-Konfiguration an.
* Schema
Zeigt das Schema fiir jeden LDAP-Client an.
* Mindesteinstufe
Zeigt die Mindestbindungsebene fir jeden LDAP-Client an.
* Active Directory-Domane
Zeigt die Active Directory-Domane fur jede LDAP-Client-Konfiguration an.
« *LDAP-Server*

Zeigt den LDAP-Server fur jede LDAP-Client-Konfiguration an.
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* Bevorzugte Active Directory-Server

Zeigt den bevorzugten Active Directory-Server fiir jede LDAP-Client-Konfiguration an.

Verwandte Informationen

LDAP

Managen Sie LDAP-Konfigurationen mit System Manager - ONTAP 9.7 und friiher

Sie kdnnen ONTAP System Manager Classic (verfugbar in ONTAP 9.7 und friher) zur
Verwaltung von LDAP-Konfigurationen verwenden.

Aktive LDAP-Clients bearbeiten

Sie kdnnen mit System Manager einen aktiven LDAP-Client einer Storage Virtual Machine (SVM) zuordnen,
mit der Sie LDAP als Namensdienst oder zur Namenszuweisung verwenden koénnen.

Schritte
1. Klicken Sie auf Storage > SVMs.

2. Wahlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.
3. Klicken Sie im Fensterbereich Dienste auf LDAP-Konfiguration.

4. Klicken Sie im Fenster LDAP-Konfiguration auf Bearbeiten.
5

. Wahlen Sie im Dialogfeld Active LDAP Client den LDAP-Client aus, den Sie bearbeiten méchten, und
fihren Sie die folgenden Aktionen aus:

- Andern Sie die Active Directory-Domanenserver.
- Andern Sie die bevorzugten Active Directory-Server.
6. Klicken Sie auf OK.

7. Uberpriifen Sie, ob die Anderungen, die Sie vorgenommen haben, im Fenster LDAP-Konfiguration
aktualisiert werden.

Aktive LDAP-Clients loschen

Mit System Manager kénnen Sie einen aktiven LDAP-Client Idschen, wenn keine SVM (Storage Virtual
Machine) damit verknlpft werden soll.

Schritte
1. Klicken Sie auf Storage > SVMs.

Wahlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.
Klicken Sie auf die Registerkarte SVM Settings.
Klicken Sie im Fensterbereich Dienste auf LDAP-Konfiguration.

Klicken Sie Auf Loschen.

© o kc w0 Db

Aktivieren Sie das Bestatigungsfeld, und klicken Sie dann auf Léschen.
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LDAP-Konfigurationsfenster

Sie konnen das LDAP-Konfigurationsfenster verwenden, um aktive LDAP-Clients auf der SVM-Ebene (Storage
Virtual Machine) zu bearbeiten oder zu I6schen.

Befehlsschaltflachen
- Bearbeiten

Offnet das Dialogfeld Active LDAP Client, in dem Sie die Eigenschaften des aktiven LDAP-Clients
bearbeiten kdnnen, z. B. Active Directory-Domanenserver und bevorzugte Active Directory-Server.

* Loschen
Offnet das Dialogfeld Active LDAP-Client Iéschen, in dem Sie den aktiven LDAP-Client I6schen kénnen.
* Aktualisieren

Aktualisiert die Informationen im Fenster.

LDAP-Konfigurationsbereich

Zeigt die Details zum aktiven LDAP-Client an.
* LDAP-Clienthame
Zeigt den Namen des aktiven LDAP-Clients an.
 Active Directory-Domanenserver
Zeigt die Active Directory-Domane fiir den aktiven LDAP-Client an.
* Bevorzugte Active Directory-Server

Zeigt den bevorzugten Active Directory-Server fir den aktiven LDAP-Client an.

Verwalten Sie Kerberos-Realm-Dienste mit System Manager - ONTAP 9.7 und friiher

Sie konnen ONTAP System Manager Classic (verfugbar in ONTAP 9.7 und fruher)
verwenden, um Kerberos-Realm-Dienste zu erstellen und zu verwalten.

Erstellen Sie eine Kerberos-Bereichskonfiguration

Wenn Sie die Kerberos-Authentifizierung fur den Client-Zugriff verwenden méchten, missen Sie die SVM
(Storage Virtual Machine) so konfigurieren, dass ein vorhandener Kerberos-Bereich verwendet wird. Sie

kénnen mit System Manager eine Kerberos-Bereichskonfiguration erstellen, sodass SVMs die Kerberos-
Sicherheitsdienste fir NFS verwenden kénnen.

Bevor Sie beginnen

* Die CIFS-Lizenz muss bei Verwendung von CIFS-Freigaben installiert werden, und bei Verwendung eines
LDAP-Servers muss die NFS-Lizenz installiert werden.

« Active Directory (Windows 2003 oder Windows 2008) mit DER MD5-Verschlisselungsfunktion muss
verflgbar sein.
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« Sie mlssen die Zeitzone festlegen und die Zeit Uber das Cluster hinweg durch das Konfigurieren von NTP
synchronisiert haben.

Dadurch werden Authentifizierungsfehler verhindert und es wird sichergestellt, dass die Zeitstempel in
Protokolldateien im gesamten Cluster konsistent sind.

Uber diese Aufgabe
Beim Erstellen eines Kerberos-Bereichs miissen Sie im Assistenten zum Erstellen von Kerberos-Bereichen die

folgenden Attribute festlegen:
» Kerberos-Bereich
* KDC-IP-Adresse und Portnummer

Die Standard-Portnummer ist 88.

« Kerberos Key Distribution Center (KDC)-Anbieter
» |P-Adresse des administrativen Servers, wenn der KDC-Anbieter nicht Microsoft ist
* |P-Adresse des Kennwortservers

* Active Directory-Servername und IP-Adresse, wenn der KDC-Anbieter Microsoft ist

Schritte
1. Klicken Sie auf Storage > SVMs.

Wahlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.
Klicken Sie im Fenster Dienste auf Kerberos-Bereich.
Klicken Sie im Fenster Kerberos-Bereich auf Erstellen.

Geben Sie die vom Assistenten geforderten Informationen ein oder wahlen Sie diese aus.
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Bestatigen Sie die Details und klicken Sie dann auf Fertig stellen, um den Assistenten abzuschliel3en.

Bearbeiten einer Kerberos-Bereichskonfiguration

Mit System Manager kdnnen Sie eine Kerberos-Bereichskonfiguration auf der SVM-Ebene (Storage Virtual
Machine) bearbeiten.

Uber diese Aufgabe
Sie kénnen die folgenden Attribute mit dem Assistenten zum Bearbeiten des Kerberos-Bereichs andern:

» Die KDC-IP-Adresse und die Portnummer
» Die IP-Adresse des administrativen Servers, wenn der KDC-Anbieter nicht Microsoft ist
» Die IP-Adresse des Kennwortservers

* Der Active Directory-Servername und die IP-Adresse, wenn der KDC-Anbieter Microsoft ist

Schritte
1. Klicken Sie auf Storage > SVMs.

2. Wabhlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.
3. Klicken Sie im Fenster Dienste auf Kerberos-Bereich.

4. Wahlen Sie im Fenster Kerberos-Bereich die Kerberos-Bereichskonfiguration aus, die Sie andern
mochten, und klicken Sie dann auf Bearbeiten.

328



5. Geben Sie die vom Assistenten geforderten Informationen ein oder wahlen Sie diese aus.

6. Bestatigen Sie die Details und klicken Sie dann auf Fertig stellen, um den Assistenten abzuschliel3en.

Léschen von Kerberos-Bereichskonfigurationen
Mit System Manager kénnen Sie eine Kerberos-Bereichskonfiguration I6schen.

Schritte
1. Klicken Sie auf Storage > SVMs.

2. Wabhlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.
3. Klicken Sie im Fenster Dienste auf Kerberos-Bereich.

4. Wahlen Sie im Fenster Kerberos-Bereich eine oder mehrere Kerberos-Bereichskonfigurationen aus, die
Sie I6schen mochten, und klicken Sie dann auf Loschen.

)]

. Aktivieren Sie das Bestatigungsfeld, und klicken Sie dann auf Léschen.

Hohe Sicherheit durch Kerberos mit NFS

Mit Kerberos kénnen SVMs und NFS-Clients eine enge Authentifizierung fiir eine sichere NFS-Kommunikation
ermoglichen. Durch das Konfigurieren von NFS mit Kerberos wird die Integritat und Sicherheit der NFS-Client-
Kommunikation mit dem Storage-System erhoht.

Kerberos Authentifizierung fiir CIFS

Mit Kerberos-Authentifizierung verhandelt der Client bei der Verbindung mit Ihrem CIFS-Server das
hdchstmogliche Sicherheitsniveau. Wenn der Client jedoch keine Kerberos-Authentifizierung verwenden kann,
wird Microsoft NTLM oder NTLM V2 zur Authentifizierung beim CIFS-Server verwendet.

Kerberos-Bereich

Mithilfe des Kerberos-Bereichs kénnen Sie die Authentisierung zwischen Storage Virtual Machines (SVMs) und
NFS Clients bereitstellen, um die sichere NFS-Kommunikation sicherzustellen.

Befehlsschaltflachen
e Erstellen

Offnet den Assistenten ,Kerberos-Bereich erstellen®, mit dem Sie einen Kerberos-Bereich konfigurieren
kdnnen, um Benutzerinformationen abzurufen.

- Bearbeiten
Offnet den Assistenten zum Bearbeiten von Kerberos-Bereichen, mit dem Sie eine Kerberos-
Bereichskonfiguration basierend auf der Anforderung fir SVM-Authentifizierung und -Autorisierung
bearbeiten kbnnen.

* Loschen

Offnet das Dialogfeld Kerberos-Bereiche l6schen, in dem Sie die Konfiguration des Kerberos-Bereichs
I6dschen kdnnen.

¢ Aktualisieren
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Aktualisiert die Informationen im Fenster.

Kerberos-Bereichsliste

Bietet Details zu den Kerberos-Bereichen im Tabellenformat.
* Realm
Gibt den Namen des Kerberos-Bereichs an.
+ KDC-Lieferant
Gibt den Namen des Kerberos Distribution Center (KDC)-Anbieters an.
+ KDC-IP-Adresse

Gibt die von der Konfiguration verwendete KDC-IP-Adresse an.

Detailbereich

Im Detailbereich werden Informationen wie KDC-IP-Adresse und Portnummer, KDC-Anbieter, |IP-Adresse des
Administrationsservers und Portnummer, Active Directory-Server und Server-IP-Adresse der ausgewahlten
Kerberos-Bereichskonfiguration angezeigt.

Verwandte Informationen

Einstellen der Zeitzone fir ein Cluster

"Technischer Bericht 4067: NFS in NetApp ONTAP"

"Technischer Bericht von NetApp 4616: NFS Kerberos im ONTAP mit Microsoft Active Directory"
"Technischer Bericht von NetApp 4835: Konfigurieren von LDAP in ONTAP"

"NFS-Management"

Managen Sie DNS/DDNS-Dienste mit System Manager - ONTAP 9.7 und fruher
Sie kdnnen ONTAP System Manager Classic (erhaltlich in ONTAP 9.7 und friher)

verwenden, um DNS/DDNS-Dienste zu verwalten.
Aktivieren oder deaktivieren Sie DDNS

Mit System Manager kénnen Sie DDNS auf einem Speichersystem aktivieren oder deaktivieren.

Uber diese Aufgabe
» Standardmafig ist DNS aktiviert.

» DDNS ist standardmafig deaktiviert.
» System Manager fiihrt keine Validierungsprifungen fiir die DNS- und DDNS-Einstellungen durch.

Schritte
1. Klicken Sie auf Storage > SVMs.
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Wahlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.
Klicken Sie im Fensterbereich Dienste auf DNS/DDNS.
Klicken Sie im Fenster DNS/DDNS Services auf Bearbeiten.

Aktivieren Sie im Dialogfeld DNS/DDNS-Einstellungen DDNS bearbeiten, indem Sie das Kontrollk&stchen
DDNS-Dienst aktivieren.
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Sie konnen DDNS deaktivieren, indem Sie das Kontrollkastchen DDNS-Dienst deaktivieren.

6. Klicken Sie auf OK.

DNS- und DDNS-Einstellungen bearbeiten

Sie kdnnen Hostinformationen zentral Giber DNS verwalten. Mit System Manager kénnen Sie den DNS-
Domain-Namen lhres Storage-Systems hinzufligen oder andern. Sie kdnnen DDNS auch auf Ihrem
Speichersystem aktivieren, um den Namensserver automatisch im DNS-Server zu aktualisieren.

Bevor Sie beginnen

Sie mussen einen CIFS-Server oder ein Active Directory-Konto einrichten, damit die Storage Virtual Machine
(SVM) fir sichere DDNS verwendet werden kann.

Uber diese Aufgabe
System Manager fiihrt keine Validierungspriifungen fir die DNS- und DDNS-Einstellungen durch.

Schritte
1. Klicken Sie auf Storage > SVMs.

2. Wahlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.
3. Klicken Sie im Fensterbereich Dienste auf DNS/DDNS.

4. Klicken Sie Auf Bearbeiten.
5

. Fugen Sie im Bereich DNS Domains and Name Servers die DNS Domain-Namen und die IP-Adressen
hinzu oder andern Sie sie.

6. Aktivieren Sie das Kontrollkdstchen DDNS-Dienst, um DDNS zu aktivieren.
a. Aktivieren Sie das Kontrollkastchen Secure DDNS aktivieren, um sicheres DDNS zu aktivieren.

b. Geben Sie den vollstandig qualifizierten Domanennamen (FQDN) und die Zeit fir den DDNS-Dienst
an.

StandardmaRig ist die Live-Zeit auf 24 Stunden eingestellt und FQDN ist auf festgelegt SVM name.
domain name.

7. Klicken Sie auf OK, um die von Ihnen vorgenommenen Anderungen zu speichern.

Fenster ,DNS/DDNS-Dienste“

Im Fenster DNS/DDNS-Dienste kdnnen Sie die aktuellen DNS- und DDNS-Einstellungen fiir lhr System
anzeigen und bearbeiten.

Befehlsschaltflaichen

« Bearbeiten
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Offnet das Dialogfeld ,DNS/DDNS-Einstellungen bearbeiten®, in dem Sie DNS- oder DDNS-Details
hinzufligen oder andern kénnen. Sie kbnnen auch DDNS aktivieren oder deaktivieren.

« Aktualisieren

Aktualisiert die Informationen im Fenster.

Erstellen und Managen der SVM-Benutzerkonten mit System Manager — ONTAP 9.7
und friither

Mit ONTAP System Manager Classic (erhaltlich in ONTAP 9.7 und friher) kbnnen Sie
Benutzerkonten fur Storage Virtual Machines (SVM) erstellen und managen.

Fiigen Sie SVM-Benutzerkonten hinzu

Mit System Manager kénnen Sie ein SVM-Benutzerkonto (Storage Virtual Machine) hinzufligen und eine
Anmeldemethode fir den Zugriff auf das Storage-System festlegen.

Schritte
1. Klicken Sie auf Storage > SVMs.

2. Wahlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.
3. Klicken Sie im Fenster SVM User Details auf Users.

4. Klicken Sie Auf Hinzufligen.
5

. Geben Sie einen Benutzernamen und ein Kennwort fir die Verbindung zum Speichersystem an, und
bestatigen Sie das Passwort.

6. Flgen Sie eine oder mehrere Anmeldemethoden flir Benutzer hinzu und klicken Sie dann auf Hinzufiigen.

Eine Anmeldemethode fiir das neue vsadmin-Konto ist automatisch enthalten, die HTTP als Anwendung
verwendet und mit einem Zertifikat authentifiziert wird.

Passwort fiir SVM-Benutzerkonten andern

Sie kdnnen mit System Manager das Passwort fir ein SVM-Benutzerkonto (Storage Virtual Machine)
zurlcksetzen.

Schritte
1. Klicken Sie auf Storage > SVMs.

2. Wabhlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.
3. Klicken Sie im Fenster SVM User Details auf Users.

4. Wahlen Sie das Benutzerkonto aus, fur das Sie das Passwort andern mochten, und klicken Sie dann auf
Passwort zuriicksetzen.

5. Geben Sie im Dialogfeld Passwort zuriicksetzen das neue Passwort ein, bestatigen Sie das neue
Passwort und klicken Sie dann auf Andern.

SVM-Benutzerkonten bearbeiten

Mit System Manager kénnen Sie ein SVM-Benutzerkonto (Storage Virtual Machine) bearbeiten, indem Sie die
Anmeldemethoden fir den Zugriff auf das Storage-System andern.
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Schritte
1. Klicken Sie auf Storage > SVMs.

2. Wabhlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.
3. Klicken Sie im Fenster SVM User Details auf Users.
4. Wahlen Sie das Benutzerkonto aus, das Sie bearbeiten mochten, und klicken Sie dann auf Bearbeiten.

5. Andern Sie eine oder mehrere Anmeldemethoden fiir Benutzer und klicken Sie dann auf Andern.

SVM-Benutzerkonten sperren oder entsperren

Mit System Manager kénnen Benutzerkonten fir Storage Virtual Machines (SVM) gesperrt oder entsperrt
werden.

Schritte
1. Klicken Sie auf Storage > SVMs.

2. Wabhlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.
3. Klicken Sie im Fenster SVM User Details auf Users.

4. Wahlen Sie im Fenster Benutzer das Benutzerkonto aus, fur das Sie den Kontostatus andern mochten,
und klicken Sie dann nach Bedarf entweder auf gesperrt oder entsperren.

Fenster ,,Benutzer*

Sie kdnnen das Fenster Benutzer verwenden, um Benutzerkonten zu verwalten, das Kennwort eines
Benutzers zurlickzusetzen und Informationen tber alle Benutzerkonten anzuzeigen.

Befehlsschaltflachen
* Hinzufligen
Offnet das Dialogfeld Benutzer hinzufiigen, in dem Sie Benutzerkonten hinzufiigen kénnen.
» Bearbeiten

Offnet das Dialogfeld Benutzer dndern, in dem Sie Benutzeranmeldungsmethoden andern kénnen.

@ Als Best Practice empfiehlt es sich, fir alle Zugriffs- und Authentifizierungsmethoden eines
Benutzerkontos eine einzelne Rolle zu verwenden.

» Loschen
Ermoglicht das Loschen eines ausgewahlten Benutzerkontos.
+ Passwort Andern

Offnet das Dialogfeld Kennwort dndern, in dem Sie das Kennwort eines ausgewahlten Benutzers
zurlcksetzen koénnen.

* Schloss
Sperrt das Benutzerkonto.

¢ Aktualisieren
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Aktualisiert die Informationen im Fenster.

Benutzerliste

Im Bereich unterhalb der Liste Benutzer werden detaillierte Informationen zum ausgewahlten Benutzer
angezeigt.

» * Benutzer*
Zeigt den Namen des Benutzerkontos an.
* Konto Gesperrt

Zeigt an, ob das Benutzerkonto gesperrt ist.

Bereich Anmeldemethoden fiir Benutzer
* * Anwendung®

Zeigt die Zugriffsmethode an, mit der ein Benutzer auf das Speichersystem zugreifen kann. Zu den
unterstitzten Zugriffsmethoden gehéren folgende:
> Systemkonsole (Konsole)
HTTP(S) (http)
ONTAP-API (ontapi)
o Service-Prozessor (Service-Prozessor)
o SSH (SSH)

» Authentifizierung

o

o

Zeigt die standardmal3ig unterstiitzte Authentifizierungsmethode an, die ,password®ist.

* * Rolle*

Zeigt die Rolle eines ausgewahlten Benutzers an.

Lokale UNIX-Benutzer und -Gruppen mit System Manager - ONTAP 9.7 und friiher

Mit ONTAP System Manager Classic (erhaltlich in ONTAP 9.7 und friher) kbnnen Sie
eine Liste lokaler UNIX Benutzer und Gruppen fur jede Storage Virtual Machine (SVM)
pflegen.

UNIX-Fenster

Mit dem UNIX Fenster konnen Sie eine Liste der lokalen UNIX-Benutzer und -Gruppen fir jede Storage Virtual
Machine (SVM) verwalten. Zur Authentifizierung und Namenszuordnungen kénnen lokale UNIX-Benutzer und
-Gruppen verwendet werden.

Registerkarte ,,Gruppen“

Auf der Registerkarte ,,Groups” kdnnen Sie UNIX-Gruppen hinzufligen, bearbeiten oder I6schen, die lokal einer
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SVM sind.

Befehlsschaltflachen

* Gruppe Hinzufiigen

Offnet das Dialogfeld Gruppe hinzufiigen, in dem Sie UNIX Gruppen erstellen kénnen, die lokal bei SVMs
sind. Lokale UNIX Gruppen werden mit lokalen UNIX Benutzern verwendet.

» Bearbeiten

Offnet das Dialogfeld Gruppe bearbeiten, in dem Sie eine Gruppen-ID bearbeiten kénnen.
* Loschen

Loscht die ausgewahlte Gruppe.
+ Aktualisieren

Aktualisiert die Informationen im Fenster.

Gruppenliste

* Gruppenname
Zeigt den Namen der Gruppe an.
* Gruppen-ID

Zeigt die ID der Gruppe an.

Registerkarte Benutzer

Mithilfe der Registerkarte Users kdnnen Sie UNIX-Benutzer hinzufligen, bearbeiten und 16schen, die fir SVMs
lokal sind.

Befehlsschaltflachen
* Benutzer Hinzufiigen

Offnet das Dialogfeld Benutzer hinzufiigen, in dem Sie UNIX-Benutzer erstellen kénnen, die lokal bei
SVMs vorhanden sind.

e Bearbeiten

Offnet das Dialogfeld Benutzer bearbeiten, in dem Sie die Benutzer-ID, die UNIX-Gruppe, zu der der
Benutzer gehort, und den vollstdndigen Namen des Benutzers bearbeiten kénnen.

* Loschen
Ldscht den ausgewahlten Benutzer.
* Aktualisieren

Aktualisiert die Informationen im Fenster.
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Benutzerliste

* Benutzername
Zeigt den Namen des Benutzers an.
* Benutzer-ID
Zeigt die ID des Benutzers an.
* *Vollstandiger Name*
Zeigt den vollstandigen Namen des Benutzers an.
* Priméare Gruppen-ID
Zeigt die ID der Gruppe an, der der Benutzer angehort.
* Primarer Gruppenname

Zeigt den Namen der Gruppe an, der der Benutzer angehdrt.

Lokale Windows-Gruppe

Managen Sie lokale Windows Gruppen mit System Manager - ONTAP 9.7 und friiher

Sie kdbnnen ONTAP System Manager Classic (verfugbar in ONTAP 9.7 und friher) zum
Verwalten lokaler Windows Gruppen verwenden. Sie konnen Gruppeneigenschaften,
Mitgliedschaften, Konten andern und Gruppen bestimmte Berechtigungen zuweisen.

Bearbeiten der Eigenschaften lokaler Windows-Gruppen

Sie kénnen die Mitgliedschaften lokaler Gruppen verwalten, indem Sie einen lokalen Benutzer, einen Active
Directory-Benutzer oder eine Active Directory-Gruppe mit System Manager hinzufligen und entfernen. Sie
kénnen die Berechtigungen, die einer Gruppe zugewiesen sind, und die Beschreibung einer Gruppe andern,
um die Gruppe leicht zu identifizieren.

Uber diese Aufgabe
Beim Hinzufligen oder Entfernen von Mitgliedern aus einer lokalen Windows-Gruppe missen Sie Folgendes

beachten:
» Benutzer kdnnen nicht zur speziellen Gruppe ,Everyone® hinzugefiigt oder aus dieser entfernt werden.

* Eine lokale Windows-Gruppe kann keiner anderen lokalen Windows-Gruppe hinzugefligt werden.

Schritte
. Klicken Sie auf Storage > SVMs.

. Wahlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.

—_

. Klicken Sie im Fenster Host-Benutzer und Gruppen auf Windows.

2

3

4. Klicken Sie auf der Registerkarte Gruppen auf Bearbeiten.

5. Geben Sie einen Namen fiir die Gruppe und eine Beschreibung zur ldentifizierung der neuen Gruppe an.
6

. Weisen Sie der Gruppe einen Satz von Berechtigungen zu.
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Sie kdnnen die Berechtigungen aus dem vordefinierten Satz unterstitzter Berechtigungen auswahlen.

7. Klicken Sie auf Hinzufiigen, um der Gruppe Benutzer hinzuzufiigen.
8. Fuhren Sie im Fenster Mitglieder hinzufiigen eine der folgenden Aktionen durch:

o Geben Sie den Active Directory-Benutzer oder die Active Directory-Gruppe an, die einer bestimmten
lokalen Gruppe hinzugefligt werden sollen.

o Wahlen Sie die Benutzer aus der Liste der verfigbaren lokalen Benutzer in der Storage Virtual
Machine (SVM) aus.

9. Klicken Sie Auf Bearbeiten.

Ergebnisse

Die Einstellungen der lokalen Windows-Gruppe werden geandert und die Anderungen werden auf der
Registerkarte Gruppen angezeigt.

Erstellen Sie eine lokale Windows-Gruppe

Mit System Manager lassen sich lokale Windows Gruppen erstellen, die tber eine SMB-Verbindung flr den
Zugriff auf die Daten in der Storage Virtual Machine (SVM) verwendet werden konnen. Sie kénnen auch die
Berechtigungen zuweisen, die die Benutzerrechte oder Fahigkeiten definieren, die ein Mitglied der Gruppe bei
der Durchfihrung von Administratoraktivitaten hat.

Bevor Sie beginnen
CIFS-Server muss fir die SVM konfiguriert sein.

Uber diese Aufgabe
 Sie kénnen einen Gruppennamen mit oder ohne den lokalen Domanennamen angeben.

Die lokale Domane ist der Name des CIFS-Servers fur die SVM. Wenn beispielsweise der CIFS-
Servername der SVM ,CIFS SERVER® lautet und Sie eine ,Engineering“-Gruppe erstellen méchten,
kénnen Sie entweder ,Engineering” oder ,CIFS SERVER\Engineering®als Gruppenname angeben.

Folgende Regeln gelten fur die Verwendung einer lokalen Domane als Teil des Gruppennamens:

> Sie kénnen nur den lokalen Domanennamen fiir die SVM angeben, auf die die Gruppe angewendet
wird.

Wenn beispielsweise der lokale CIFS-Servername ,CIFS SERVER® lautet, kdnnen Sie
,CORP_SERVER\groupl” nicht als Gruppenname angeben.

° Sie kdnnen ,BUILTIN" nicht als lokale Doméane im Gruppennamen verwenden.
Sie kdnnen beispielsweise keine Gruppe mit dem Namen ,BUILTIN\groupl” erstellen.
> Sie kénnen eine Active Directory-Domane nicht als lokale Domane im Gruppennamen verwenden.

Sie kénnen beispielsweise keine Gruppe mit dem Namen ,AD DOM\groupl® erstellen, wobei ,,
AD_DOM‘ der Name einer Active Directory-Domaéne ist.

 Sie kdnnen keinen Gruppennamen verwenden, der bereits vorhanden ist.
* Der angegebene Gruppenname muss die folgenden Anforderungen erflllen:

o Darf 256 Zeichen nicht Uberschreiten
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° Darf nicht in einem Zeitraum enden

o Kommas duirfen nicht bertcksichtigt werden

o Darf keines der folgenden druckbaren Zeichen enthalten: " /\[]: <>+ =;?7"@
o Darf keine Zeichen im ASCII-Bereich 1 bis 31 enthalten, die nicht druckbar sind

Schritte
1. Klicken Sie auf Storage > SVMs.

2. Wahlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.

3. Klicken Sie im Fenster Host-Benutzer und Gruppen auf Windows.
4. Klicken Sie auf der Registerkarte Gruppen auf Erstellen.
5

. Geben Sie im Dialogfeld Gruppe erstellen einen Namen fiir die Gruppe und eine Beschreibung an, die
Ihnen hilft, die neue Gruppe zu identifizieren.

6. Weisen Sie der Gruppe einen Satz von Berechtigungen zu.
Sie kénnen die Berechtigungen aus dem vordefinierten Satz unterstiitzter Berechtigungen auswahlen.

7. Klicken Sie auf Hinzufiigen, um der Gruppe Benutzer hinzuzufiigen.
8. Fuhren Sie im Dialogfeld Mitglieder zur Gruppe hinzufiigen eine der folgenden Aktionen durch:

> Geben Sie den Active Directory-Benutzer oder die Active Directory-Gruppe an, die einer bestimmten
lokalen Gruppe hinzugefligt werden sollen.

o Wabhlen Sie die Benutzer aus der Liste der verfligbaren lokalen Benutzer in der SVM aus.
o Klicken Sie auf OK.
9. Klicken Sie Auf Erstellen.

Ergebnisse
Die lokale Windows-Gruppe wird erstellt und im Fenster Gruppen aufgelistet.

Fligen Sie Benutzerkonten zu einer lokalen Windows-Gruppe hinzu

Sie kdnnen einen lokalen Benutzer, einen Active Directory-Benutzer oder eine Active Directory-Gruppe (wenn
Sie mochten, dass Benutzer Gber die Berechtigungen verfligen, die dieser Gruppe zugeordnet sind) einer
lokalen Windows-Gruppe mithilfe von System Manager hinzuflgen.

Bevor Sie beginnen
» Die Gruppe muss vorhanden sein, bevor Sie der Gruppe einen Benutzer hinzufligen kénnen.

» Der Benutzer muss vorhanden sein, bevor Sie den Benutzer einer Gruppe hinzuftigen kénnen.

Uber diese Aufgabe
Beim Hinzufligen von Mitgliedern zu einer lokalen Windows-Gruppe mussen Sie Folgendes beachten:

 Sie kdnnen keine Benutzer zur speziellen everyone-Gruppe hinzufiigen.

* Eine lokale Windows-Gruppe kann keiner anderen lokalen Windows-Gruppe hinzugefligt werden.

 Sie kénnen kein Benutzerkonto hinzufligen, das im Benutzernamen einen Speicherplatz enthalt, Gber
System Manager.

Sie kdnnen das Benutzerkonto entweder umbenennen oder das Benutzerkonto tber die
Befehlszeilenschnittstelle (CLI) hinzufligen.
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Schritte
1. Klicken Sie auf Storage > SVMs.

2. Wabhlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.

3. Klicken Sie im Fenster Host-Benutzer und Gruppen auf Windows.

4. Wahlen Sie auf der Registerkarte Gruppen die Gruppe aus, der Sie einen Benutzer hinzufiigen méchten,

und klicken Sie dann auf Mitglieder hinzufiigen.

5. Fihren Sie im Fenster Mitglieder hinzufiigen eine der folgenden Aktionen durch:

o Geben Sie den Active Directory-Benutzer oder die Active Directory-Gruppe an, die einer bestimmten

lokalen Gruppe hinzugefligt werden sollen.

o Wahlen Sie die Benutzer aus der Liste der verfligbaren lokalen Benutzer in der Storage Virtual
Machine (SVM) aus.

6. Klicken Sie auf OK.

Ergebnisse
Der Benutzer, den Sie hinzugefligt haben, wird im Benutzerstab der Registerkarte Gruppen aufgelistet.

Benennen Sie eine lokale Windows-Gruppe um

Sie kdnnen mit System Manager eine lokale Windows-Gruppe umbenennen, um die Gruppe einfacher zu
identifizieren.

Uber diese Aufgabe
* Der neue Gruppenname muss in derselben Domane wie der alte Gruppenname erstellt werden.

* Der Gruppenname muss die folgenden Anforderungen erfillen:
o Darf 256 Zeichen nicht Uberschreiten
> Darf nicht in einem Zeitraum enden
o Kommas diirfen nicht berticksichtigt werden
o Darf keines der folgenden druckbaren Zeichen enthalten: " /\[]: <>+ =;?7"@
o Darf keine Zeichen im ASCII-Bereich 1 bis 31 enthalten, die nicht druckbar sind
Schritte
1. Klicken Sie auf Storage > SVMs.
2. Wabhlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.

3. Klicken Sie im Fenster Host-Benutzer und Gruppen auf Windows.

4. Wahlen Sie auf der Registerkarte Groups die Gruppe aus, die Sie umbenennen méchten, und klicken Sie

dann auf Umbenennen.

5. Geben Sie im Fenster Gruppe umbenennen einen neuen Namen fiir die Gruppe an.

Ergebnisse

Der Name der lokalen Gruppe wird geéndert, und die Gruppe wird mit dem neuen Namen im Fenster Gruppen

aufgelistet.

Loschen Sie eine lokale Windows-Gruppe

Mit System Manager kdnnen Sie eine lokale Windows-Gruppe aus einer Storage Virtual Machine (SVM)

I6schen, wenn die Gruppe nicht mehr zum Bestimmen von Zugriffsrechten auf die Daten in der SVM oder zum
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Zuweisen von SVM-Benutzerrechten (Berechtigungen) zu Gruppenmitgliedern bendtigt wird.

Uber diese Aufgabe
* Durch das Entfernen einer lokalen Gruppe werden die Mitgliedschaftsdatensatze der Gruppe entfernt.

* Das Dateisystem wird nicht verandert.
Windows-Sicherheitsdeskriptoren fiir Dateien und Verzeichnisse, die sich auf diese Gruppe beziehen,
werden nicht angepasst.

* Die spezielle Gruppe ,Everyone” kann nicht geléscht werden.

* Integrierte Gruppen wie BUILTIN\Administratoren und BUILTIN\Benutzer kénnen nicht geléscht werden.

Schritte
1. Klicken Sie auf Storage > SVMs.

2. Wahlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.
3. Klicken Sie im Fenster Host-Benutzer und Gruppen auf Windows.

4. Wahlen Sie auf der Registerkarte Gruppen die Gruppe aus, die Sie I6schen mdchten, und klicken Sie
dann auf Loschen.

5. Klicken Sie Auf Loschen.

Ergebnisse
Die lokale Gruppe wird zusammen mit ihren Mitgliedschaftsdatensatzen geldscht.

Erstellen Sie ein lokales Windows-Benutzerkonto

Mit System Manager kénnen Sie ein lokales Windows-Benutzerkonto erstellen, das tGber eine SMB-Verbindung
fur den Zugriff auf die Daten in der Storage Virtual Machine (SVM) verwendet werden kann. Sie kdnnen auch
lokale Windows-Benutzerkonten zur Authentifizierung verwenden, wenn Sie eine CIFS-Sitzung erstellen.

Bevor Sie beginnen
* Der CIFS-Server muss fur die SVM konfiguriert sein.

Uber diese Aufgabe
Ein lokaler Windows-Benutzername muss die folgenden Anforderungen erfillen:

 Darf 20 Zeichen nicht Uberschreiten

+ Darf nicht in einem Zeitraum enden

« Kommas dirfen nicht berticksichtigt werden

» Darf keines der folgenden druckbaren Zeichen enthalten: " /\[]:<>+=;?"@

» Darf keine Zeichen im ASCII-Bereich 1 bis 31 enthalten, die nicht druckbar sind
Das Passwort muss die folgenden Kriterien erfiillen:

* Muss mindestens sechs Zeichen lang sein

» Darf den Benutzernamen nicht enthalten

* Muss Zeichen aus mindestens drei der folgenden vier Kategorien enthalten:
o Englische Grolibuchstaben (A bis Z)
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o Englische Kleinbuchstaben (A bis z)
> Basis 10 Ziffern (0 bis 9)
o Sonderzeichen: ~!1 @ #02&* -+="\()[]:;,<>,.7?/

Schritte

1.

© o k~ w0 BN

10.

1.

Klicken Sie auf Storage > SVMs.

Wahlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.
Klicken Sie im Fenster Host-Benutzer und Gruppen auf Windows.
Klicken Sie auf der Registerkarte Users auf Create.

Geben Sie einen Namen fir den lokalen Benutzer an.

Geben Sie den vollstandigen Namen des lokalen Benutzers und eine Beschreibung an, die Ihnen hilft,
diesen neuen Benutzer zu identifizieren.

Geben Sie ein Passwort fir den lokalen Benutzer ein und bestatigen Sie das Passwort.
Das Passwort muss die Anforderungen des Passworts erfillen.

Klicken Sie auf Hinzufiigen, um dem Benutzer Gruppenmitgliedschaften zuzuweisen.

Wahlen Sie im Fenster Add Groups die Gruppen aus der Liste der verfligbaren Gruppen in der SVM aus.

Wahlen Sie Dieses Konto deaktivieren, um dieses Konto nach der Erstellung des Benutzers zu
deaktivieren.

Klicken Sie Auf Erstellen.

Ergebnisse

Das lokale Windows-Benutzerkonto wird erstellt und den ausgewahlten Gruppen wird eine Mitgliedschaft
zugewiesen. Das Benutzerkonto wird auf der Registerkarte Benutzer aufgelistet.

Bearbeiten der lokalen Windows-Benutzereigenschaften

Sie kdbnnen mit System Manager ein lokales Windows-Benutzerkonto andern, wenn Sie den vollstandigen
Namen oder die Beschreibung eines vorhandenen Benutzers andern mochten oder das Benutzerkonto
aktivieren oder deaktivieren mochten. Sie kdnnen auch die Gruppenmitgliedschaften andern, die dem
Benutzerkonto zugewiesen sind.

Schritte

1.

o g &~ w0 DN

Klicken Sie auf Storage > SVMs.

Wahlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.

Klicken Sie im Fenster Host-Benutzer und Gruppen auf Windows.

Klicken Sie auf der Registerkarte Benutzer auf Bearbeiten.

Nehmen Sie im Fenster Benutzer dndern die erforderlichen Anderungen vor.
Klicken Sie Auf Andern.

Ergebnisse

Die Attribute des lokalen Windows-Benutzerkontos werden geandert und werden auf der Registerkarte Users
angezeigt.
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Zuweisen von Gruppenmitgliedschaften zu einem Benutzerkonto

Mit System Manager kénnen Sie einem Benutzerkonto Gruppenmitgliedschaften zuweisen, wenn ein Benutzer
Uber die Berechtigungen verfiigen soll, die einer bestimmten Gruppe zugeordnet sind.

Bevor Sie beginnen

* Die Gruppe muss vorhanden sein, bevor Sie der Gruppe einen Benutzer hinzufigen kénnen.

* Der Benutzer muss vorhanden sein, bevor Sie den Benutzer einer Gruppe hinzufligen kénnen.

Uber diese Aufgabe
Sie kénnen keine Benutzer zur speziellen everyone-Gruppe hinzufligen.

Schritte
1. Klicken Sie auf Storage > SVMs.

2. Wahlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.
3. Klicken Sie im Fenster Host-Benutzer und Gruppen auf Windows.

4. Wahlen Sie auf der Registerkarte Benutzer das Benutzerkonto aus, dem Sie Gruppenmitgliedschaften
zuweisen mochten, und klicken Sie dann auf zu Gruppe hinzufiigen.

5. Wahlen Sie im Fenster Gruppen hinzufiligen die Gruppen aus, denen Sie das Benutzerkonto hinzufligen
mdchten.

6. Klicken Sie auf OK.

Ergebnisse

Dem Benutzerkonto wird allen ausgewahlten Gruppen eine Mitgliedschaft zugewiesen, und der Benutzer
verflgt Uber die Berechtigungen, die diesen Gruppen zugeordnet sind.

Benennen Sie einen lokalen Windows-Benutzer um

Mit System Manager kdnnen Sie ein lokales Windows-Benutzerkonto umbenennen, um den lokalen Benutzer
leichter zu identifizieren.

Uber diese Aufgabe
* Der neue Benutzername muss in derselben Domane wie der vorherige Benutzername erstellt werden.

* Der angegebene Benutzername muss die folgenden Anforderungen erfullen:
o Darf 20 Zeichen nicht Gberschreiten
o Darf nicht in einem Zeitraum enden
o Kommas dirfen nicht berticksichtigt werden
o Darf keines der folgenden druckbaren Zeichen enthalten: " /\[]:<>+=;?"@
o Darf keine Zeichen im ASCII-Bereich 1 bis 31 enthalten, die nicht druckbar sind

Schritte
1. Klicken Sie auf Storage > SVMs.

2. Wahlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.
3. Klicken Sie im Fenster Host-Benutzer und Gruppen auf Windows.

4. Wahlen Sie auf der Registerkarte Benutzer den Benutzer aus, den Sie umbenennen mdchten, und klicken
Sie dann auf Umbenennen.
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5. Geben Sie im Fenster Benutzer umbenennen einen neuen Namen fur den Benutzer an.

6. Bestatigen Sie den neuen Namen und klicken Sie dann auf Umbenennen.

Ergebnisse
Der Benutzername wird geandert und der neue Name wird auf der Registerkarte Benutzer angezeigt.

Setzen Sie das Kennwort eines lokalen Windows-Benutzers zuriick

Mit System Manager kénnen Sie das Passwort eines lokalen Windows-Benutzers zurticksetzen.
Maoglicherweise mdchten Sie das Passwort zuriicksetzen, wenn das aktuelle Passwort kompromittiert ist oder
der Benutzer das Passwort vergessen hat.

Uber diese Aufgabe
Das von lhnen festgelegte Passwort muss die folgenden Kriterien erfillen:

* Muss mindestens sechs Zeichen lang sein
» Darf den Benutzernamen nicht enthalten
» Muss Zeichen aus mindestens drei der folgenden vier Kategorien enthalten:
o Englische Grolbuchstaben (A bis Z)
> Englische Kleinbuchstaben (A bis z)
> Basis 10 Ziffern (0 bis 9)
o Sonderzeichen: ~1@#07&* _-+="\()[]:;.,<>,.7/
Schritte
1. Klicken Sie auf Storage > SVMs.
2. Wahlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.
3. Klicken Sie im Fenster Host-Benutzer und Gruppen auf Windows.

4. Wahlen Sie auf der Registerkarte Users den Benutzer aus, dessen Passwort Sie zuriicksetzen moéchten,
und klicken Sie dann auf Passwort festlegen.

5. Legen Sie im Dialogfeld Passwort zuriicksetzen ein neues Passwort flir den Benutzer fest.

6. Bestatigen Sie das neue Passwort und klicken Sie dann auf Zuriicksetzen.

Ein lokales Windows-Benutzerkonto I6schen

Mit System Manager kdnnen Sie ein lokales Windows-Benutzerkonto von einer Storage Virtual Machine (SVM)
I6schen, wenn das Benutzerkonto nicht mehr fir die lokale CIFS-Authentifizierung fir den CIFS-Server der
SVM oder zur Bestimmung der Zugriffsrechte fir die Daten in der SVM bendtigt wird.

Uber diese Aufgabe
« Standardbenutzer wie Administrator kdnnen nicht geldscht werden.

» ONTAP entfernt Verweise auf den geldschten lokalen Benutzer aus der lokalen Gruppendatenbank, aus
der lokalen Benutzermitgliedschaft und aus der Benutzerrechtedatenbank.

Schritte
1. Klicken Sie auf Storage > SVMs.

2. Wahlen Sie die SVM aus, und klicken Sie dann auf SVM Settings.
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3. Klicken Sie im Fenster Host-Benutzer und Gruppen auf Windows.

4. Wahlen Sie auf der Registerkarte Benutzer das Benutzerkonto aus, das Sie I16schen méchten, und klicken
Sie dann auf Léschen.

5. Klicken Sie Auf Loschen.

Ergebnisse

Das lokale Benutzerkonto wird zusammen mit den Gruppenmitgliedeintrdgen geldscht.

Das Windows-Fenster

Sie kénnen System Manager verwenden, um das Windows-Fenster zu verwenden. Mit dem Windows-Fenster
kénnen Sie eine Liste der lokalen Windows-Benutzer und -Gruppen fir jede Storage Virtual Machine (SVM)
auf dem Cluster beibehalten. Zur Authentifizierung und Namenszuordnungen kénnen lokale Windows-
Benutzer und -Gruppen verwendet werden.

Registerkarte Benutzer

Sie kénnen die Registerkarte Benutzer verwenden, um die lokalen Windows-Benutzer einer SVM anzuzeigen.

Befehlsschaltflachen

* Erstellen
Offnet das Dialogfeld Benutzer erstellen, in dem Sie ein lokales Windows-Benutzerkonto erstellen kénnen,
das zum Autorisieren des Zugriffs auf Daten in der SVM Uber eine SMB-Verbindung verwendet werden
kann.

* Bearbeiten
Offnet das Dialogfeld Benutzer bearbeiten, in dem Sie lokale Windows-Benutzereigenschaften bearbeiten
kdnnen, z. B. Gruppenmitgliedschaften und den vollstdndigen Namen. Sie kénnen aulerdem das
Benutzerkonto aktivieren oder deaktivieren.

* Loschen

Offnet das Dialogfeld Benutzer I6schen, in dem Sie ein lokales Windows-Benutzerkonto aus einer SVM
I[6schen kdnnen, wenn es nicht mehr bendtigt wird.

» Zur Gruppe hinzufiigen
Offnet das Dialogfeld ,Gruppen hinzufiigen®, in dem Sie einem Benutzerkonto Gruppenmitgliedschaft
zuweisen konnen, wenn der Benutzer Gber Berechtigungen verfligen soll, die dieser Gruppe zugeordnet
sind.

* Passwort Festlegen
Offnet das Dialogfeld Kennwort zurticksetzen, in dem Sie das Kennwort eines lokalen Windows-Benutzers
zurlcksetzen kénnen. Sie kdnnen beispielsweise das Passwort zurlicksetzen, wenn das Passwort
kompromittiert wird oder wenn der Benutzer das Passwort vergessen hat.

« Umbenennen

Offnet das Dialogfeld Benutzer umbenennen, in dem Sie ein lokales Windows-Benutzerkonto umbenennen
kdnnen, um es einfacher zu identifizieren.
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« Aktualisieren

Aktualisiert die Informationen im Fenster.

Benutzerliste

* Name
Zeigt den Namen des lokalen Benutzers an.
» * Vollstandiger Name*
Zeigt den vollstandigen Namen des lokalen Benutzers an.
* Konto Deaktiviert
Zeigt an, ob das lokale Benutzerkonto aktiviert oder deaktiviert ist.
* Beschreibung

Zeigt die Beschreibung fir diesen lokalen Benutzer an.

Bereich ,,Benutzerdetails*
* Gruppe

Zeigt die Liste der Gruppen an, in denen der Benutzer Mitglied ist.

Registerkarte ,,Gruppen”

Uber die Registerkarte ,Gruppen® kénnen Sie Windows-Gruppen hinzufiigen, bearbeiten oder I6schen, die
lokal einer SVM sind.

Befehlsschaltflichen

e Erstellen

Offnet das Dialogfeld Gruppe erstellen, in dem Sie lokale Windows-Gruppen erstellen kénnen, die tiber
eine SMB-Verbindung fur den Zugriff auf in SVMs enthaltene Daten verwendet werden kénnen.

- Bearbeiten

Offnet das Dialogfeld Gruppe bearbeiten, in dem Sie die lokalen Windows-Gruppeneigenschaften
bearbeiten kdnnen, z. B. die der Gruppe zugewiesenen Berechtigungen und die Beschreibung der Gruppe.

* Loschen

Offnet das Dialogfeld Gruppe Idschen, in dem Sie eine lokale Windows-Gruppe aus einer SVM léschen
kénnen, wenn diese nicht mehr bendtigt wird.

» Mitglieder Hinzufiigen

Offnet das Dialogfeld Mitglieder hinzufiigen, in dem Sie lokale oder Active Directory-Benutzer oder Active
Directory-Gruppen der lokalen Windows-Gruppe hinzufiigen kénnen.
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« Umbenennen

Offnet das Dialogfeld Gruppe umbenennen, in dem Sie eine lokale Windows-Gruppe umbenennen kénnen,
um sie leichter zu identifizieren.

¢ Aktualisieren

Aktualisiert die Informationen im Fenster.

Gruppenliste
* Name
Zeigt den Namen der lokalen Gruppe an.
* Beschreibung

Zeigt die Beschreibung fur diese lokale Gruppe an.

Bereich Gruppendetails
* Privilegien
Zeigt die Liste der Berechtigungen an, die der ausgewahlten Gruppe zugeordnet sind.
* Benutzer

Zeigt die Liste der lokalen Benutzer an, die der ausgewahlten Gruppe zugeordnet sind.

Name-Zuordnung mit System Manager - ONTAP 9.7 und fruher

Sie kdnnen ONTAP System Manager Classic (verfugbar in ONTAP 9.7 und friher)
verwenden, um Eintrage fur die Namenszuweisung fur Benutzer von verschiedenen
Plattformen anzugeben.

Konvertierungsregeln fiir Namenszuordnungen

Ein ONTAP System behalt eine Reihe von Konversionsregeln fir jede SVM bei. Jede Regel besteht aus zwei
Teilen: Einem pattern und einem Replacement. Konvertierungen beginnen am Anfang der entsprechenden
Liste und fihren eine Substitution basierend auf der ersten libereinstimmenden Regel durch. Das Muster ist
ein normaler Ausdruck im UNIX-Stil. Der Ersatz ist eine Zeichenkette, die Escape-Sequenzen enthalt, die
Unterausdriicke aus dem Muster darstellen, wie im UNIX sed Programm.

Fenster ,Namenszuordnung*

Uber das Fenster ,Namenszuordnung* kénnen Sie die Eintrage fiir die Namenszuordnung festlegen, die
Benutzern von verschiedenen Plattformen zugeordnet werden.

Namenszuordnungen

Sie kdnnen Namenszuordnungen erstellen und verwenden, um Ihre UNIX-Benutzer den Windows-Benutzern,
Windows-Benutzern UNIX-Benutzern oder Kerberos-Benutzern zuzuordnen.
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Befehlsschaltflachen

* Hinzufiigen

Offnet das Dialogfeld Name Mapping hinzufiigen, in dem Sie eine Namenszuweisung auf Storage Virtual
Machines (SVMs) erstellen kénnen.

« Bearbeiten

Offnet das Dialogfeld ,Edit Name Mapping*, in dem Sie eine Namenszuweisung auf SVMs bearbeiten
konnen.

* Loschen

Offnet das Dialogfeld ,Eintradge der Namenszuordnung léschen®, in dem Sie einen Eintrag fir die
Namenszuweisung l6schen kénnen.

e Tausch

Offnet das Dialogfeld Eintrage fiir die Namenszuordnung tauschen, in dem Sie die Positionen der beiden
ausgewahlten Eintrage fir die Namenszuordnung andern kénnen.

¢ Aktualisieren

Aktualisiert die Informationen im Fenster.

Liste der Namenszuordnungen
* Position

Gibt die Position der Namenszuweisung in der Prioritatenliste an. Namenszuordnungen werden in der
Reihenfolge angewendet, in der sie in der Prioritatsliste vorkommen.

* Muster
Gibt das Muster fur den Benutzernamen an, das berlcksichtigt werden muss.
* Ersatz
Gibt das Ersatzmuster fiir den Benutzernamen an.
* Richtung
Gibt die Richtung der Namenszuordnung an. Mdgliche Werte sind krb_unix flr eine Namenszuweisung

zwischen Kerberos und UNIX, Win_unix fir eine Namenszuweisung unter Windows auf UNIX und unix_win
fur eine Namenszuweisung unter UNIX-to-Windows.

Befehlsschaltflachen

* Hinzufiigen

Offnet das Dialogfeld Gruppenzuordnung hinzufiigen, in dem Sie eine Gruppenzuordnung auf SVMs
erstellen kénnen.

e Bearbeiten
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Offnet das Dialogfeld Gruppenzuordnung bearbeiten, in dem Sie die Gruppenzuordnung auf SVMs
bearbeiten kdnnen.

* Loschen

Offnet das Dialogfeld Gruppenzuordnung-Eintrage I6schen, in dem Sie einen Gruppenzuordnungseintrag
I6schen kdnnen.

* Tausch

Offnet das Dialogfeld Gruppenzuordnung Eintrage tauschen, in dem Sie die Positionen der beiden
ausgewahlten Gruppenzuordnung-Eintrdge andern kdnnen.

¢ Aktualisieren

Aktualisiert die Informationen im Fenster.

Liste der Gruppenzuordnungen

e Position

Gibt die Position der Gruppenzuordnung in der Prioritatsliste an. Gruppenzuordnungen werden in der
Reihenfolge angewendet, in der sie in der Prioritatsliste auftreten.

* Muster

Gibt das Muster fur den Benutzernamen an, das berlcksichtigt werden muss.
* Ersatz

Gibt das Ersatzmuster fiir die Benutzernamen an.
* Richtung

Gibt die Richtung der Gruppenzuordnung an. Mégliche Werte sind krb unix Fur die Zuordnung von
Kerberos-zu-UNIX-Gruppen win unix Fir die Zuordnung einer Windows-zu-UNIX-Gruppe, und
unix win Fir die Zuordnung von UNIX-zu-Windows-Gruppen.

Verwandte Informationen

"SMB/CIFS-Management"

Beziehungen spiegeln

Verwalten Sie Spiegelbeziehungen mit System Manager - ONTAP 9.7 und friiher

Sie kdnnen ONTAP System Manager Classic (verfugbar in ONTAP 9.7 und friher) zum
Managen von Spiegelbeziehungen verwenden. Sie kdnnen aktualisieren, erstellen,
stilllegen, initialisieren, wiederherstellen, Loschen und Bearbeiten von
Spiegelbeziehungen sowie Wiederaufnehmen stillgelegten Spiegelbeziehungen.
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Beziehungen I6schen

Mit System Manager kénnen Sie eine gespiegelte Beziehung I6schen und die gespiegelte Beziehung zwischen
den Quell- und Ziel-Volumes permanent beenden. Wenn eine gespiegelte Beziehung geldscht wird, wird die
Basis-Snapshot Kopie des Quell-Volume geldscht.

Uber diese Aufgabe
Es ist eine Best Practice, die Spiegelbeziehung zu unterbrechen, bevor die Beziehung geléscht wird.

Schritte
1. Klicken Sie Auf Schutz > Volume Relationships.
2. Wabhlen Sie die zu I6schende Spiegelbeziehung aus und klicken Sie auf Loschen.

3. Aktivieren Sie die Kontrollkastchen, um die Spiegelbeziehung zu I6schen und die Basis-Snapshot-Kopien
freizugeben, und klicken Sie dann auf Léschen.

Ergebnisse
Die Beziehung wird geldscht und die Snapshot Basis-Kopie auf dem Quell-Volume wird geldscht.

Beziehungen neu synchronisieren

Sie kdnnen System Manager verwenden, um eine zuvor beschadigte Spiegelbeziehung wiederherzustellen.
Sie kdnnen einen Neusynchronisierung durchfihren, um nach einem Ausfall, bei dem das Quell-Volume
deaktiviert wurde, eine Wiederherstellung durchzufiihren.

Bevor Sie beginnen
Das Quell- und Ziel-Cluster sowie die Quell-SVM und Ziel-SVM mussen sich in Peer-Beziehungen befinden.

Uber diese Aufgabe

* Wenn Sie eine Neusynchronisierung durchfihren, wird der Inhalt des gespiegelten Ziels durch den Inhalt
des Quell-Volume Uberschrieben.

o FUr SnapLock-Compliance-Volumes werden alle Datenanderungen im aktiven
Filesystem mit Verweis auf die allgemeine Snapshot Kopie in einer gesperrten Snapshot
Kopie aufbewahrt, bis die fir das aktuelle Volume festgelegte Ablaufzeit betragt.

Wenn die Ablaufzeit eines Volumes in der Vergangenheit liegt oder noch nicht festgelegt

@ wurde, sind die Snapshot Kopie und die allgemeine Snapshot Kopie fiir eine Dauer von
30 Tagen gesperrt. Alle Zwischen-Snapshot-Kopien der gemeinsamen Snapshot Kopie
und der neuesten gesperrten Snapshot Kopie werden geldscht.

> Bei allen anderen Volumes als SnapLock Compliance Volumes kann die
Neusynchronisierung einen Verlust neuerer Daten nach der Erstellung der Basis-
Snapshot Kopie nach dem Schreiben auf das Ziel-Volume verursachen.

* Wenn im Feld Fehler Letzter Transfer im Fenster Schutz eine Neusynchronisierung empfohlen wird,
mussen Sie zuerst die Beziehung unterbrechen und dann den Neusynchronisierung durchfiihren.

Schritte
1. Klicken Sie Auf Schutz > Volume Relationships.

2. Wahlen Sie die Spiegelbeziehung aus, die Sie neu synchronisieren mochten.

3. Klicken Sie Auf Operationen > Resync.
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4. Aktivieren Sie das Bestatigungsfeld und klicken Sie dann auf Resync.

Setzen Sie stillgelegte Beziehungen fort

Sie kénnen System Manager verwenden, um eine stillgelegte Spiegelbeziehung fortzusetzen. Wenn Sie die
Beziehung fortsetzen, wird der normale Datentransfer zum Spiegelziel fortgesetzt und alle Spiegelaktivitaten
werden neu gestartet.

Uber diese Aufgabe

Wenn Sie eine beschadigte Spiegelbeziehung von der Befehlszeilenschnittstelle (CLI) stillgelegt haben,
kdnnen Sie die Beziehung zu System Manager nicht wieder aufnehmen. Sie missen die Verbindung mit der
CLI fortsetzen.

Schritte
1. Klicken Sie Auf Schutz > Volume Relationships.

2. Wahlen Sie die Spiegelbeziehung aus, die Sie fortsetzen mochten.
3. Klicken Sie Auf Operationen > Fortsetzen.

4. Aktivieren Sie das Bestatigungsfeld und klicken Sie auf Fortsetzen.

Ergebnisse
Die Datenubertragung an das gespiegelte Ziel wird fur die ausgewahlte gespiegelte Beziehung fortgesetzt.

Beziehungen aktualisieren

Mit System Manager kénnen Sie eine aul3erplanmalfige Spiegelaktualisierung des Ziels initiieren.
Moéglicherweise missen Sie ein manuelles Update durchfihren, um Datenverlust aufgrund eines
bevorstehenden Stromausfalls, geplanter Wartungsarbeiten oder Datenmigrationen zu vermeiden.

Bevor Sie beginnen
Die Mirror-Beziehung muss sich in einem Snapmirrored Zustand befinden.

Schritte
1. Klicken Sie Auf Schutz > Volume Relationships.

2. Wahlen Sie die Spiegelbeziehung aus, fur die Sie die Daten aktualisieren mdochten, und klicken Sie auf
Operationen > Update.

3. Wahlen Sie eine der folgenden Optionen:

> Wahlen Sie on Demand aus, um eine inkrementelle Ubertragung aus der kiirzlich erstellten Snapshot
Kopie zwischen den Quell- und Ziel-Volumes durchzufthren.

o Wahlen Sie Snapshot Kopie aus und geben Sie die Snapshot Kopie an, die Sie Ubertragen mdochten.

4. Optional: Wahlen Sie Limit Transfer bandwidth to, um die flr Transfers verwendete Netzwerkbandbreite
zu begrenzen und die maximale Ubertragungsgeschwindigkeit festzulegen.

5. Klicken Sie Auf Aktualisieren.

6. Uberpriifen Sie den Ubertragungsstatus auf der Registerkarte Details.

Beziehungen stilllegen

Mit System Manager kann ein Spiegelungszielort stillgelegt werden, um es zu stabilisieren, bevor Sie eine
Snapshot Kopie erstellen. Der Quiesce-Vorgang ermoglicht den Abschluss aktiver Spiegeltransfers und
deaktiviert zuklnftige Transfers fir die Spiegelbeziehung.
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Uber diese Aufgabe
Sie kénnen nur Spiegelbeziehungen stilllegen, die im SnapMirror-Status liegen.

Schritte
1. Klicken Sie Auf Schutz > Volume Relationships.

2. Wahlen Sie die Spiegelbeziehung aus, die Sie stilllegen mdchten.
3. Klicken Sie Auf Operationen > Quiesce.

4. Aktivieren Sie das Bestatigungsfeld und klicken Sie auf Quiesce.

Beziehungen initialisieren

Wenn Sie eine Mirror-Beziehung starten, missen Sie diese Beziehung initialisieren. Das Initialisieren einer
Beziehung besteht aus einem vollstandigen Basistransfer der Daten vom Quell-Volume zum Ziel-Volume. Sie
kénnen mit System Manager eine Spiegelbeziehung initialisieren, wenn Sie die Beziehung wahrend der
Erstellung nicht bereits initialisiert haben.

Schritte
1. Klicken Sie Auf Schutz > Volume Relationships.

2. Wahlen Sie die Spiegelbeziehung aus, die Sie initialisieren mochten.
3. Klicken Sie Auf Operationen > Initialisieren.
4. Aktivieren Sie das Bestatigungsfeld und klicken Sie auf Initialisieren.

5. Uberpriifen Sie den Status der Spiegelbeziehung im Fenster Schutz.

Ergebnisse

Eine Snapshot Kopie wird erstellt und an das Ziel Gbertragen. Diese Snapshot Kopie dient als Basis fiir
nachfolgende inkrementelle Snapshot Kopien.

Beziehungen bearbeiten

Mit System Manager kdnnen Sie eine gespiegelte Beziehung bearbeiten, indem Sie eine vorhandene Richtlinie
auswahlen oder im Cluster Zeitplan festlegen oder eine Richtlinie oder einen Zeitplan erstellen.

Uber diese Aufgabe

« Sie kdnnen keine gespiegelte Beziehung bearbeiten, die zwischen einem Volume in Data ONTAP 8.2.1
und einem Volume in ONTAP 8.3 oder héher erstellt wird.

 Sie kdnnen die Parameter einer vorhandenen Richtlinie oder eines vorhandenen Zeitplans nicht
bearbeiten.

+ Sie kdnnen den Beziehungstyp einer versionsflexiblen Spiegelbeziehung, Vault-Beziehung oder Mirror und
Vault-Beziehung éndern, indem Sie den Richtlinientyp andern.

Schritte
1. Klicken Sie Auf Schutz > Volume Relationships.

2. Wabhlen Sie die Spiegelbeziehung aus, fir die Sie die Richtlinie oder den Zeitplan andern mochten, und
klicken Sie dann auf Bearbeiten.

3. Wahlen Sie im Dialogfeld Beziehung bearbeiten eine vorhandene Richtlinie aus oder erstellen Sie eine
Richtlinie:
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lhr Ziel ist Gehen Sie wie folgt vor...

Wahlen Sie eine vorhandene Richtlinie aus Klicken Sie auf Durchsuchen und wahlen Sie dann
eine vorhandene Richtlinie aus.

Erstellen einer Richtlinie a. Klicken Sie Auf Create Policy.
b. Geben Sie einen Namen fur die Richtlinie an.

c. Legen Sie die Prioritat fir geplante Transfers
fest.

Niedrig gibt an, dass die Ubertragung die
geringste Prioritat hat und normalerweise nach
normalen Prioritatstransfers geplant ist.
StandardmaRig ist die Prioritat auf ,Normal*
festgelegt.

d. Aktivieren Sie das Kontrollkastchen Alle Quell-
Snapshot-Kopien ilibertragen, um die Regel
,all Source Snapshots”in die
Spiegelrichtlinie aufzunehmen, mit der Sie alle
Snapshot-Kopien vom Quell-Volume sichern
konnen.

e. Aktivieren Sie das Kontrollkastchen
Netzwerkkomprimierung aktivieren, um die zu
Ubertragenden Daten zu komprimieren.

f. Klicken Sie Auf Erstellen.

4. Geben Sie einen Zeitplan fiir die Beziehung an:

Wenn... Gehen Sie wie folgt vor...

Sie méchten einen vorhandenen Zeitplan zuweisen Wahlen Sie in der Liste der Schichtplane einen
vorhandenen Zeitplan aus.

Sie mdchten einen Zeitplan erstellen a. Klicken Sie Auf Zeitplan Erstellen.
b. Geben Sie einen Namen fir den Zeitplan an.
c. Wahlen Sie entweder Basic oder Advanced.

o Basic gibt nur den Wochentag, die Uhrzeit
und das Ubertragungsintervall an.

o Advanced erstellt einen Zeitplan im cron-
Stil.

d. Klicken Sie Auf Erstellen.

Sie mdchten keinen Zeitplan zuweisen Wahlen Sie Keine.

5. Klicken Sie auf OK, um die Anderungen zu speichern.
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Mirror-Beziehungen von einer Ziel-SVM erstellen

Mit System Manager Iasst sich eine Spiegelbeziehung von der Ziel-Storage Virtual Machine (SVM) erstellen
und der Mirror-Beziehung eine Richtlinie und einen Zeitplan zuweisen. Die Spiegelkopie ermdglicht eine
rasche Verfugbarkeit von Daten, wenn die Daten auf dem Quell-Volume beschadigt oder verloren gehen.

Bevor Sie beginnen
e Der Quell-Cluster muss ONTAP 8.2.2 oder hoher ausfiihren.

» Die SnapMirror Lizenz muss auf dem Quell-Cluster und dem Ziel-Cluster aktiviert sein.

Bei einigen Plattformen ist es nicht erforderlich, dass die SnapMirror Lizenz fir das Quell-
@ Cluster aktiviert ist, wenn auf dem Ziel-Cluster die SnapMirror Lizenz und die DPO-Lizenz
(Data Protection Optimization) aktiviert sind.

» Wenn Sie beim Spiegeln eines Volumes als Quelle ein SnapLock Volume auswahlen, missen die
SnapMirror Lizenz und die SnapLock Lizenz auf dem Ziel-Cluster installiert sein.

» Das Quell-Cluster und das Ziel-Cluster missen sich in einer gesunden Peer-Beziehung befinden.
* Der Ziel-SVM muss Uber Speicherplatz verfligen.

» Ein Quell-Volume vom Typ Read/Write (rw) muss vorhanden sein.

* Die FlexVol-Volumes muissen online sein und vom Typ ,Lese/Schreib“ sein.

* Der SnapLock Aggregattyp muss vom gleichen Typ sein.

* Wenn Sie eine Verbindung von einem Cluster herstellen, auf dem ONTAP 9.2 oder friher ausgefihrt wird,
zu einem Remote-Cluster herstellen, auf dem die SAML-Authentifizierung (Security Assertion Markup
Language) aktiviert ist, muss die passwortbasierte Authentifizierung auf dem Remote-Cluster aktiviert sein.

Uber diese Aufgabe
« System Manager unterstitzt keine Kaskadenbeziehung.

Beispielsweise kann ein Ziel-Volume in einer Beziehung nicht das Quell-Volume in einer anderen
Beziehung sein.

* Es ist nicht mdglich, eine gespiegelte Beziehung zwischen einer SVM mit synchroner Quell- und einer SVM
in einer MetroCluster Konfiguration zu erstellen.

« Sie kénnen in einer MetroCluster Konfiguration eine gespiegelte Beziehung zwischen synchronen Quell-
SVMs erstellen.

 Es ist moglich, eine gespiegelte Beziehung zwischen einem Volume auf einer Quell-SVM und einem
Volume auf einer Datenservice-SVM zu erstellen.

+ Sie kdnnen eine gespiegelte Beziehung zwischen einem Volume auf einer Datenservice-SVM und einem
Datensicherungs-Volume (DP) auf einer synchronen SVM erstellen.

« Sie kdnnen eine gespiegelte Beziehung zwischen SnapLock-Volumes vom gleichen Typ nur erstellen.
Wenn das Quell-Volume beispielsweise ein SnapLock Enterprise Volume ist, muss das Ziel-Volume auch
ein SnapLock Enterprise Volume sein. Sie missen sicherstellen SnaplLock, dass auf der Ziel-SVM
Aggregate desselben Typs verflgbar sind.

* Das Ziel-Volume, das fir eine Spiegelbeziehung erstellt wurde, ist kein Thin Provisioning.

* In einer Auswahl kdnnen maximal 25 Volumes geschutzt werden.

* Sie kdnnen keine Spiegelbeziehung zwischen SnapLock Volumes erstellen, wenn auf dem Ziel-Cluster
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eine Version von ONTAP ausgeflihrt wird, die alter als die ONTAP Version ist, auf der das Quell-Cluster
ausgefuhrt wird.

Schritte
1. Klicken Sie Auf Schutz > Volume Relationships.

2. Klicken Sie im Fenster Volume Relationships auf Erstellen.
3. Wahlen Sie im Dialogfeld SVM durchsuchen eine SVM fir das Ziel-Volume aus.

4. Wahlen Sie im Dialogfeld Schutzbeziehung erstellen aus der Dropdown-Liste Beziehungstyp die Option
Mirror aus.

5. Geben Sie den Cluster, die SVM und das Quell-Volume an.
Wenn auf dem angegebenen Cluster eine Version der ONTAP Software vor ONTAP 9.3 ausgefihrt wird,

werden nur Peering SVMs aufgelistet. Wenn im angegebenen Cluster ONTAP 9.3 oder héher ausgefihrt
wird, werden die Peering-SVMs und erlaubte SVMs aufgelistet.

6. Geben Sie bei FlexVol Volumes ein Suffix fir Volume-Namen an.

Das Suffix des Volume-Namens wird an die Namen des Quell-Volumes angehangt, um die Namen des
Ziel-Volumes zu generieren.

7. Klicken Sie auf Durchsuchen und éndern Sie dann die Spiegelrichtlinie.
8. Wahlen Sie einen Zeitplan fur die Beziehung aus der Liste der vorhandenen Zeitplane aus.

9. Wahlen Sie Beziehung initialisieren, um die Spiegelbeziehung zu initialisieren.

10. Aktivieren Sie FabricPool-fahige Aggregate und wahlen Sie anschlief3end eine entsprechende Tiering-
Richtlinie aus.

11. Klicken Sie Auf Erstellen.

Ergebnisse

Wenn Sie ein Zielvolume erstellen méchten, wird ein Zielvolumen vom Typ dp erstellt, wobei das Sprachattribut
auf das Sprachattribut des Quell-Volumes eingestellt ist.

Zwischen dem Quell-Volume und dem Ziel-Volume wird eine Mirror-Beziehung erstellt. Die Basis-Snapshot-
Kopie wird an das Ziel-Volume Ubertragen, wenn Sie sich fir die Initialisierung der Beziehung entschieden
haben.

Spiegelbeziehungen neu synchronisieren

Sie kénnen mit System Manager eine zuvor beschadigte Spiegelbeziehung wiederherstellen. Bei einer
umgekehrten Neusynchronisierung werden die Funktionen des Quell-Volume und des Ziel-Volume riickgangig
gemacht.

Bevor Sie beginnen
Das Quell-Volume muss online sein.

Uber diese Aufgabe

 Sie kdnnen das Ziel-Volume verwenden, um Daten bereitzustellen, wahrend Sie das Quell-Volume
reparieren oder ersetzen, das Quell-Volume aktualisieren und die urspriingliche Konfiguration der Systeme
wiederherstellen.

 Bei einer umgekehrten Neusynchronisierung werden die Inhalte der gespiegelten Quelle durch den Inhalt
des Ziel-Volume Uberschrieben.
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o Fir SnapLock-Compliance-Volumes werden alle Datenédnderungen im aktiven
Filesystem mit Verweis auf die allgemeine Snapshot Kopie in einer gesperrten Snapshot
Kopie aufbewahrt, bis die fir das aktuelle Volume festgelegte Ablaufzeit betragt.

Wenn die Ablaufzeit eines Volumes in der Vergangenheit liegt oder noch nicht festgelegt

@ wurde, sind die Snapshot Kopie und die allgemeine Snapshot Kopie flir eine Dauer von
30 Tagen gesperrt. Alle Zwischen-Snapshot-Kopien der gemeinsamen Snapshot Kopie
und der neuesten gesperrten Snapshot Kopie werden geldscht.

o Bei allen anderen Volumes als SnapLock Compliance Volumes kann die
Neusynchronisierung einen Verlust neuerer Daten nach der Erstellung der Basis-
Snapshot Kopie nach dem Schreiben auf das Quell-Volume verursachen.

» Bei der umgekehrten Neusynchronisierung ist die Spiegelrichtlinie der Beziehung auf DPDefault festgelegt
und der Spiegelzeitplan auf Keine gesetzt.

Schritte
1. Klicken Sie Auf Schutz > Volume Relationships.

2. Wabhlen Sie die Mirror-Beziehung aus, die Sie umkehren mochten.
3. Klicken Sie Auf Operationen > Resync Riickwarts.

4. Aktivieren Sie das Bestatigungsfeld, und klicken Sie dann auf Resync riickwarts.
Verwandte Informationen

Sicherungsfenster

SnapMirror Beziehungen zu System Manager - ONTAP 9.7 und frither aufheben

Sie kdnnen ONTAP System Manager classic (verfugbar in ONTAP 9.7 und fruher)
verwenden, um eine SnapMirror Beziehung zu brechen. Sie mussen eine SnapMirror
Beziehung unterbrechen, wenn eine SnapMirror Quelle nicht mehr verfugbar ist und Sie
mochten, dass Client-Applikationen auf die Daten vom Spiegelziel zugreifen kdnnen.
Nach erfolgter SnapMirror Beziehung andert sich der Ziel-Volume-Typ von
,Datensicherung“ (DP) in ,Lesen/Schreiben® (RW).

Bevor Sie beginnen
» Das SnapMirror Ziel muss sich im Ruhezustand oder im Ruhezustand befinden.

* Das Ziel-Volume muss auf dem Namespace des Ziel-Storage Virtual Machine (SVM) gemountet werden.

Uber diese Aufgabe

» Sie konnen das Ziel-Volume verwenden, um Daten bereitzustellen, wahrend Sie die Quelle reparieren oder
ersetzen, die Quelle aktualisieren und die urspriingliche Konfiguration der Systeme wiederherstellen.

 Sie kdnnen SnapMirror Beziehungen zwischen ONTAP Systemen und SolidFire Storage-Systemen
aufheben.

* Wenn Sie eine FlexGroup-Volume-Beziehung unterbrechen, missen Sie die Seite aktualisieren, um den
aktualisierten Status der Beziehung anzuzeigen.

Schritte
1. Klicken Sie Auf Schutz > Volume Relationships.
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2. Wahlen Sie die Mirror-Beziehung aus, die Sie brechen méchten.
3. Klicken Sie Auf Operationen > Pause.

4. Aktivieren Sie das Bestatigungsfeld, und klicken Sie dann auf break.

Ergebnisse

Die SnapMirror Beziehung zur Datensicherung ist beschadigt. Der Ziel-Volume-Typ andert sich von
Datensicherung (DP), schreibgeschitzt in Lesen/Schreiben (RW). Das System speichert die Snapshot-
Basiskopie fur die Datensicherungsspiegelbeziehung zu einem spateren Zeitpunkt.

Verwandte Informationen

Sicherungsfenster

Abbrechen Sie einen Spiegeltransfer mit System Manager - ONTAP 9.7 und friiher

Mit ONTAP System Manager Classic (erhaltlich in ONTAP 9.7 und friher) wird ein
Volume-Replikationsvorgang abgebrochen, bevor die Datenubertragung abgeschlossen
ist. Sie konnen eine geplante Aktualisierung, ein manuelles Update oder eine erste
Datenubertragung abbrechen.

Schritte
1. Klicken Sie Auf Schutz > Volume Relationships.

2. Wahlen Sie die Beziehung aus, flr die Sie die Datenlibertragung beenden mochten, und klicken Sie auf
Operationen > Abbrechen.

3. Klicken Sie auf das Kontrollkastchen Ja, ich méchte das Transfer abbrechen, um den Vorgang zu
bestatigen.

4. Klicken Sie auf das Kontrollkastchen teilweise libertragene Daten behalten, um die Daten zu behalten,
die bereits auf das Ziel-Volume Ubertragen wurden.

5. Klicken Sie Auf Abbrechen.

Der Ubertragungsstatus wird als ,Aborting“ angezeigt, bis der Vorgang abgeschlossen ist und nach
Abschluss des Vorgangs als ,I1d1e" angezeigt wird.

Verwandte Informationen

Sicherungsfenster

Stellen Sie ein Volume in einer Spiegelbeziehung mit System Manager - ONTAP 9.7 und friiher wieder
her

FUr eine versionsunabhangige Spiegelbeziehung kénnen Sie ONTAP System Manager
Classic (verfugbar in ONTAP 9.7 und fruher) verwenden, um Snapshot Kopien auf einem
Quell-Volume oder auf anderen Volumes wiederherzustellen, falls die Quelldaten
beschadigt sind und nicht mehr verwendbar sind. Sie kdnnen die Originaldaten durch die
Snapshot Kopien im Ziel-Volume ersetzen.

Bevor Sie beginnen

* Die SnapMirror Lizenz muss sowohl auf dem Quell-Cluster als auch auf dem Ziel-Cluster oder auf den
Nodes aktiviert werden, die das Quell-Volume und das Ziel-Volume enthalten.
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» Das Quell-Cluster und das Ziel-Cluster missen sich in einer gesunden Peer-Beziehung befinden.

» Das Quellaggregat oder ein anderes Aggregat, das Sie fir die Wiederherstellung auswahlen, muss ein 64-
bit-Aggregat sein.

* Wenn Sie eine Verbindung von einem Cluster herstellen, auf dem ONTAP 9.2 oder friher ausgefiihrt wird,
zu einem Remote-Cluster, auf dem die SAML-Authentifizierung (Security Assertion Markup Language)
aktiviert ist, muss die passwortbasierte Authentifizierung auch auf dem Remote-Cluster aktiviert sein.

Uber diese Aufgabe

* Es ist nicht mdglich, ein Volume, das sich in einer gespiegelten Beziehung zwischen einer Quell-Storage
Virtual Machine (SVM) und einer Ziel-SVM in einer MetroCluster Konfiguration befindet,
wiederherzustellen.

+ Sie kénnen keinen Wiederherstellungsvorgang flir SnapLock Volumes ausfiihren.

* Sie kdnnen eine gespiegelte Beziehung zwischen synchronen QuellSVMs in einer MetroCluster
Konfiguration wiederherstellen.

+ Sie kénnen eine gespiegelte Beziehung von einem Volume auf einer Quell-SVM zu einer Standard-SVM
wiederherstellen.

« Sie kénnen eine gespiegelte Beziehung von einem Volume auf einer Standard-SVM zu einem DP-Volume
auf einer SVM wiederherstellen.

Schritte
1. Klicken Sie Auf Schutz > Volume Relationships.
2. Wahlen Sie die Spiegelbeziehung aus, und klicken Sie dann auf Operationen > Wiederherstellen.

3. Stellen Sie im Dialogfeld Restore die Daten in der Spiegelbeziehung auf dem Quell-Volume wieder her
oder wahlen Sie ein anderes Volume aus:

Daten werden in folgenden Fall Tun Sie das...
wiederhergestellt:

Das Quell-Volume a. Wahlen Sie Quellvolumen.

b. Fahren Sie mit Schritt 7 fort.

Jedes andere Volume Wahlen Sie Other Volume aus, und wahlen Sie
dann aus der Liste den Cluster und die SVM aus.

4. Wiederherstellen der Daten auf einem neuen Volume oder einem vorhandenen Volume:

Daten werden in folgenden Fall Tun Sie das...
wiederhergestellt:

Ein neues Volume Wenn Sie den Standardnamen andern mdchten,
wird im Format angezeigt
destination SVM name destination volum
e name_ Stellen Sie wieder her, geben Sie einen
neuen Namen an und wahlen Sie dann das
zugehdrige Aggregat fir das Volume aus.
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Daten werden in folgenden Fall Tun Sie das...
wiederhergestellt:

Einem vorhandenen Volume Wahlen Sie die Option Lautstarke auswahlen.

Sie mussen ein anderes Volume als das Quell-
Volume auswahlen, oder ein Lese-/Schreib-Volume
mit einigen darin enthalten Daten und einer
gemeinsamen Snapshot Kopie.

Es werden nur die Volumes mit dem gleichen
Sprachattribut aufgelistet, die das Quellvolume
aufweisen.

5. Wahlen Sie entweder die neueste Snapshot Kopie oder die spezifische Snapshot Kopie aus, die Sie
wiederherstellen mochten.

6. Aktivieren Sie das Kontrollkastchen, um das Volume aus der Snapshot Kopie wiederherzustellen.

7. Optional: Aktivieren Sie das Kontrollkdstchen Netzwerkkomprimierung, um die Daten zu komprimieren,
die wahrend des Wiederherstellungsvorgangs ubertragen werden.

8. Klicken Sie Auf Wiederherstellen.

Vault-Beziehungen

Managen Sie Vault-Beziehungen mit System Manager - ONTAP 9.7 und friiher

Sie konnen ONTAP System Manager Classic (verfugbar ab ONTAP 9.7) verwenden, um
Vault-Beziehungen zu aktualisieren, fortzusetzen, stillzulegen, zu initialisieren und zu
I6schen sowie Vault-Beziehungen von einer Ziel-SVM zu erstellen.

Beziehungen bearbeiten

Mit System Manager kdnnen Sie eine Vault-Beziehung bearbeiten, indem Sie eine vorhandene Richtlinie
auswahlen oder im Cluster einen Zeitplan festlegen oder eine neue Richtlinie oder einen neuen Zeitplan
erstellen. Sie kdnnen jedoch die Parameter einer vorhandenen Richtlinie oder eines vorhandenen Zeitplans
nicht bearbeiten.

Bevor Sie beginnen
Die Quell- und Ziel-Cluster missen eine gesunde Peer-Beziehung aufweisen.

Schritte
1. Klicken Sie Auf Schutz > Volume Relationships.

2. Wahlen Sie die Tresorbeziehung aus, fiir die Sie die Richtlinie oder den Zeitplan dndern méchten, und
klicken Sie dann auf Bearbeiten.

3. Wahlen Sie im Dialogfeld Beziehung bearbeiten die entsprechende Aktion aus:

358



lhr Ziel ist Gehen Sie wie folgt vor...

Wahlen Sie eine vorhandene Richtlinie aus Klicken Sie auf Durchsuchen und wahlen Sie dann
eine vorhandene Richtlinie aus. Sie kdbnnen eine
Richtlinie auswahlen, die die maximale Anzahl
Ubereinstimmender Etiketten mit der Snapshot-
Richtlinie enthalt, die mit dem Quell-Volume
verbunden ist.

Erstellen Sie eine neue Richtlinie a. Klicken Sie Auf Create Policy.
b. Geben Sie einen Namen fir die Richtlinie an.

c. Legen Sie die Prioritat fir geplante Transfers
fest.

Niedrig gibt an, dass die Ubertragung die
geringste Prioritat hat und normalerweise nach
normalen Prioritatstransfers geplant ist.
StandardmaRig ist die Prioritat auf ,Normal*
festgelegt.

d. Aktivieren Sie das Kontrollkastchen
Netzwerkkomprimierung aktivieren, um die zu
Ubertragenden Daten zu komprimieren.

e. Geben Sie ein SnapMirror-Etikett und die
Anzahl der Ziel-Aufbewahrung fiir die Vault-
Richtlinie an.

Sie missen sicherstellen, dass auf dem Quell-
Volume eine Snapshot-Kopie mit demselben
Label erstellt wird, damit das neue SnapMirror
Label wirksam wird.

f. Klicken Sie Auf Erstellen.

4. Geben Sie einen Zeitplan fiir die Beziehung an:

Wenn... Gehen Sie wie folgt vor...

Sie mochten einen vorhandenen Zeitplan zuweisen Wahlen Sie einen vorhandenen Zeitplan aus der
Liste aus.
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Wenn... Gehen Sie wie folgt vor...
Sie méchten einen neuen Zeitplan erstellen a. Klicken Sie Auf Zeitplan Erstellen.
b. Geben Sie einen Namen fiir den Zeitplan an.
c. Wahlen Sie eine der folgenden Optionen:
o Einfach
Sie kénnen diese Option auswahlen, um nur
den Wochentag, die Uhrzeit und das
Ubertragungsintervall anzugeben.

o Erweitert

Sie kdnnen diese Option auswahlen, um
einen Zeitplan im cron-Stil festzulegen.

d. Klicken Sie Auf Erstellen.

Sie mochten keinen Zeitplan zuweisen Wahlen Sie Keine.

5. Klicken Sie auf OK.
Verwandte Informationen

Sicherungsfenster

Beziehungen initialisieren

Sie kdnnen System Manager zum Initialisieren einer Vault-Beziehung verwenden, wenn Sie sie beim Erstellen
der Beziehung noch nicht initialisiert haben. Vom Quell-FlexVol Volume zum FlexVol Ziel-Volume wird ein
Basistransfer der Daten initiiert.

Bevor Sie beginnen

Die Quell- und Ziel-Cluster missen eine gesunde Peer-Beziehung aufweisen.

Schritte
1. Klicken Sie Auf Schutz > Volume Relationships.

2. Wahlen Sie die Beziehung aus, die Sie initialisieren mdchten, und klicken Sie auf Operationen >
Initialisieren.

3. Klicken Sie im Fenster Initialisieren auf Initialisieren.

Ergebnisse
Eine Snapshot Kopie wird erstellt und an das Ziel Gbertragen.

Diese Snapshot Kopie dient als Basis fir nachfolgende inkrementelle Snapshot Kopien.
Verwandte Informationen

Sicherungsfenster
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Beziehungen von einer Ziel-SVM erstellen

Mit System Manager kann eine Vault-Beziehung von der Ziel-Storage Virtual Machine (SVM) erstellt und eine
Vault-Richtlinie zur Erstellung eines Backup Vault zugewiesen werden. Im Falle eines Datenverlustes oder
einer Beschadigung auf einem System kénnen gesicherte Daten vom Backup-Vault-Ziel wiederhergestellt
werden.

Bevor Sie beginnen
* Der Quell-Cluster muss ONTAP 8.2.2 oder hoher ausfiihren.

* Die SnapVault Lizenz oder die SnapMirror Lizenz muss sowohl auf dem Quell-Cluster als auch auf dem
Ziel-Cluster aktiviert sein.

Bei einigen Plattformen ist es nicht erforderlich, dass die SnapVault Lizenz oder die
SnapMirror Lizenz aktiviert ist, wenn auf dem Ziel-Cluster die SnapVault Lizenz oder die
SnapMirror Lizenz vorhanden ist und die DPO-Lizenz aktiviert ist.

» Das Quell-Cluster und das Ziel-Cluster missen sich in einer gesunden Peer-Beziehung befinden.

* Der Ziel-SVM muss Uber Speicherplatz verfligen.

» Das Quellaggregat und das Zielaggregat miissen 64-Bit-Aggregate sein.

» Ein Quell-Volume vom Typ Read/Write (rw) muss vorhanden sein.

 Eine Vault-Richtlinie (XDP) muss vorhanden sein.
Wenn keine Tresor-Richtlinie vorhanden ist, missen Sie eine Vault-Richtlinie erstellen oder die
automatisch zugewiesene Standard-Vault-Richtlinie (XDPStandard) akzeptieren.

* FlexVol Volumes miissen online sein und Lese-/Schreibvorgange sein.

* Der SnapLock-Aggregattyp muss identisch sein.

* Wenn Sie eine Verbindung von einem Cluster mit ONTAP 9.2 oder einer alteren Version zu einem Remote-
Cluster herstellen, auf dem die SAML-Authentifizierung aktiviert ist, muss die passwortbasierte
Authentifizierung auf dem Remote-Cluster aktiviert sein.

Uber diese Aufgabe
« System Manager unterstitzt keine Kaskadenbeziehung.

Beispielsweise kann ein Ziel-Volume in einer Beziehung nicht das Quell-Volume in einer anderen
Beziehung sein.

 Es kann keine Vault-Beziehung zwischen einer SVM mit synchroner Quelle und einer SVM in einer
MetroCluster-Konfiguration erstellt werden.

 Sie kdnnen eine Vault-Beziehung zwischen synchronen Quell-SVMs in einer MetroCluster Konfiguration
erstellen.

+ Sie kénnen eine Vault-Beziehung von einem Volume auf einer Quell-SVM zu einem Volume auf einer
Datenservice-SVM erstellen.

+ Sie kdnnen eine Vault-Beziehung von einem Volume auf einer Datenservice-SVM zu einem
Datensicherungs-Volume (DP) auf einer synchronen Quell-SVM erstellen.

 Sie kénnen eine Vault-Beziehung nur zwischen einem nicht-SnapLock (primares Volume) und einem
SnaplLock Ziel-Volume (sekundares Volume) erstellen.

* In einer Auswahl kdnnen maximal 25 Volumes geschutzt werden.
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Schritte

1.

Klicken Sie Auf Schutz > Volume Relationships.

2. Klicken Sie im Fenster Relationships auf Erstellen.
3. Wahlen Sie im Dialogfeld SVM durchsuchen eine SVM fir das Ziel-Volume aus.
4. Wahlen Sie im Dialogfeld Schutzbeziehung erstellen aus der Dropdown-Liste Beziehungstyp die Option
Vault aus.
5. Geben Sie den Cluster, die SVM und das Quell-Volume an.
Wenn auf dem angegebenen Cluster eine Version der ONTAP Software vor ONTAP 9.3 ausgefuhrt wird,
werden nur Peering SVMs aufgelistet. Wenn im angegebenen Cluster ONTAP 9.3 oder héher ausgeflihrt
wird, werden die Peering-SVMs und erlaubte SVMs aufgelistet.
6. Geben Sie ein Suffix fliir Volume-Namen ein.
Das Suffix des Volume-Namens wird an die Namen des Quell-Volumes angehangt, um die Namen des
Ziel-Volumes zu generieren.
7. Wenn Sie ein SnapLock-Volume erstellen, geben Sie den Standardaufbewahrungszeitraum an.
Die standardmaRige Aufbewahrungsfrist kann auf einen beliebigen Wert zwischen 1 Tag bis 70 Jahre oder
unbegrenzt festgelegt werden.
8. Optional: Klicken Sie auf Durchsuchen und &ndern Sie dann die Tresorrichtlinie.
9. Wahlen Sie einen Zeitplan fur die Beziehung aus der Liste der vorhandenen Zeitplane aus.
10. Optional: Wahlen Sie Initialisieren Sie die Beziehung, um die Tresorbeziehung zu initialisieren.
11. Aktivieren Sie SnapLock Aggregate und wahlen Sie anschlieend ein SnapLock Compliance Aggregat
oder ein SnapLock Enterprise Aggregat aus.
12. Aktivieren Sie FabricPool-fahige Aggregate und wahlen Sie anschliel3end eine entsprechende Tiering-
Richtlinie aus.
13. Klicken Sie auf Validieren, um zu tberpriifen, ob die ausgewahlten Volumes entsprechende Etiketten
haben.
14. Klicken Sie Auf Erstellen.
Ergebnisse

Wenn Sie sich dafiir entschieden haben, ein Ziel-Volume zu erstellen, wird ein Volume vom Typ dp mit den
folgenden Standardeinstellungen erstellt:

* Autogrow ist aktiviert.

* Die Deduplizierung wird je nach Benutzerpraferenz oder nach der Deduplizierungseinstellung des Quell-

Volume aktiviert oder deaktiviert.

* Die Komprimierung ist deaktiviert.

» Das Sprachattribut ist auf das Sprachattribut des Quellvolumens eingestellt.

Zwischen dem Ziel-Volume und dem Quell-Volume wird eine Vault-Beziehung erstellt. Die Basis-Snapshot-
Kopie wird an das Ziel-Volume Ubertragen, wenn Sie sich fur die Initialisierung der Beziehung entschieden
haben.
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Beziehungen aktualisieren

Mit System Manager kdnnen Sie manuell eine auRerplanmafige inkrementelle Aktualisierung initiieren.
Méoglicherweise bendtigen Sie ein manuelles Update, um Datenverlust aufgrund eines bevorstehenden
Stromausfalls, geplanter Wartungsarbeiten oder Datenmigrationen zu vermeiden.

Bevor Sie beginnen
Die Vault-Beziehung muss initialisiert werden.

Schritte
1. Klicken Sie Auf Schutz > Volume Relationships.

2. Wabhlen Sie die Beziehung aus, fur die Sie die Daten aktualisieren méchten, und klicken Sie auf
Operationen > Update.

3. Wahlen Sie eine der folgenden Optionen:

- Wahlen Sie gemiR Richtlinie aus, um eine inkrementelle Ubertragung aus der kiirzlich erstellten
Snapshot Kopie zwischen den Quell- und Ziel-Volumes durchzufihren.

o Wahlen Sie Snapshot Kopie aus und geben Sie die Snapshot Kopie an, die Sie tUbertragen mdochten.

4. Optional: Wahlen Sie Limit Transfer bandwidth to, um die flr Transfers verwendete Netzwerkbandbreite
zu begrenzen und die maximale Ubertragungsgeschwindigkeit festzulegen.

5. Klicken Sie Auf Aktualisieren.

6. Uberpriifen Sie den Ubertragungsstatus auf der Registerkarte Details.

Beziehungen l6schen

Mithilfe von System Manager kann eine Vault-Beziehung zwischen einem Quell- und Ziel-Volume beendet und
die Snapshot Kopien vom Quellvolume freigegeben werden.

Uber diese Aufgabe

Durch die Freigabe der Beziehung werden die Snapshot Kopien, die von der Vault-Beziehung auf dem Quell-
Volume verwendet werden, endgultig entfernt. Um die Vault-Beziehung neu zu erstellen, missen Sie die
Neusynchronisierung vom Quell-Volume mithilfe der Befehlszeilenschnittstelle (CLI) ausfuhren.

Schritte
1. Klicken Sie Auf Schutz > Volume Relationships.

2. Wabhlen Sie das Volume aus, flir das Sie die Tresor-Beziehung I6schen mochten, und klicken Sie auf
Loschen.

3. Aktivieren Sie das Bestatigungsfeld, und klicken Sie dann auf Léschen.

Sie kdénnen auch das Kontrollkastchen Basiskopien von Snapshots aktivieren, um die von der Vault-
Beziehung auf dem Quell-Volume genutzten Basis-Snapshot Kopien zu lI6schen.

Wenn die Beziehung nicht freigegeben ist, missen Sie die CLI verwenden, um den Release-Vorgang auf
dem Quell-Cluster auszufiihren, um die Snapshot Kopien der Basis zu I6schen, die fir die Vault-Beziehung
vom Quell-Volume erstellt wurden.

Beziehungen wieder aufnehmen

Sie kdnnen mit System Manager eine stillgelegte Vault-Beziehung fortsetzen. Wenn Sie die Beziehung
fortsetzen, wird der normale Datentransfer zum FlexVol Ziel-Volume fortgesetzt und alle Vault-Aktivitaten
werden neu gestartet.
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Schritte
1. Klicken Sie Auf Schutz > Volume Relationships.

2. Wabhlen Sie die Beziehung aus, fiur die Sie die Datenlibertragung fortsetzen mochten, und klicken Sie auf
Operationen > Fortsetzen.

3. Klicken Sie im Fenster Fortsetzen auf Fortsetzen.

Ergebnisse

Normale Datenlbertragungen werden fortgesetzt. Wenn ein geplanter Transfer fir die Beziehung vorhanden
ist, wird der Transfer vom nachsten Zeitplan gestartet.

Beziehungen stilllegen

Sie kdnnen mit System Manager Datentransfers zum Ziel-FlexVol-Volume deaktivieren, indem Sie die Vault-
Beziehung stilllegen.

Schritte
1. Klicken Sie Auf Schutz > Volume Relationships.

2. Wabhlen Sie die Beziehung aus, fur die Sie die geplanten Datenlbertragungen anhalten méchten, und
klicken Sie auf Operationen > Quiesce.

3. Klicken Sie im Fenster Quiesce auf Quiesce.

Ergebnisse

Wenn keine Ubertragung lauft, wird der Transferstatus als stillgelegt angezeigt. Wenn eine Ubertragung
ausgefiihrt wird, ist die Ubertragung nicht betroffen, und der Ubertragungsstatus wird als Umleitung angezeigt,
bis die Ubertragung abgeschlossen ist.

Verwandte Informationen

Sicherungsfenster

Abbrechen des Transfers einer Snapshot Kopie mit System Manager - ONTAP 9.7 und friiher

Mit ONTAP System Manager Classic (verfugbar in ONTAP 9.7 und friher) wird die aktuell
laufende Datenubertragung abgebrochen oder gestoppt.

Schritte
1. Klicken Sie Auf Schutz > Volume Relationships.

2. Wahlen Sie die Beziehung aus, fur die Sie die DatenUbertragung beenden méchten, und klicken Sie auf
Operationen > Abbrechen.

3. Aktivieren Sie das Kontrollkastchen Ja, ich mochte das Transfer abbrechen, um den Vorgang zu
bestatigen.

4. Optional: Aktivieren Sie das Kontrollkastchen teilweise libertragene Daten behalten, um die Daten zu
behalten, die bereits auf das Zielvolumen Ubertragen wurden.

5. Klicken Sie Auf Abbrechen.

Ergebnisse

Der Ubertragungsstatus wird als ,Aborting“ angezeigt, bis der Vorgang abgeschlossen ist und nach
Abschluss des Vorgangs als ,1d1e" angezeigt wird.
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Verwandte Informationen

Sicherungsfenster

Stellen Sie ein Volume in einer Vault-Beziehung mit System Manager - ONTAP 9.7 und friiher wieder her

Mit ONTAP System Manager Classic (verfugbar ab ONTAP 9.7) kdnnen Snapshot Kopien
auf einem Quell-Volume oder auf anderen Volumes wiederhergestellt werden, sofern die
Quelldaten beschadigt sind und nicht mehr verwendet werden konnen. Sie kdnnen die
Originaldaten durch die Snapshot Kopien im Ziel-Volume ersetzen.

Bevor Sie beginnen

» Die SnapMirror Lizenz muss sowohl auf dem Quell-Storage-System als auch auf dem Ziel-Storage-System
oder auf den Nodes aktiviert werden, die das Quell-Volume und das Ziel-Volume enthalten.

» Das Quell-Cluster und das Ziel-Cluster missen sich in einer gesunden Peer-Beziehung befinden.

» Das Quellaggregat oder ein anderes Aggregat, das Sie fur die Wiederherstellung auswahlen, muss ein 64-
bit-Aggregat sein.

* Wenn Sie eine Verbindung von einem Cluster mit ONTAP 9.2 oder einer alteren Version zu einem Remote-
Cluster herstellen, auf dem die SAML-Authentifizierung aktiviert ist, muss die passwortbasierte
Authentifizierung auch auf dem Remote-Cluster aktiviert sein.

Uber diese Aufgabe

 Sie kénnen ein Volume, das sich in einer Vault-Beziehung zwischen einer Quell-Storage Virtual Machine
(SVM) und einer Ziel-SVM in einer MetroCluster Konfiguration befindet, nicht wiederherstellen.

+ Sie kdnnen eine Vault-Beziehung zwischen synchronen Quell-SVMs in einer MetroCluster Konfiguration
wiederherstellen.

 Sie kénnen eine Vault-Beziehung von einem Volume auf einer Quell-SVM zu einer Standard-SVM
wiederherstellen.

* Sie kdnnen eine Vault-Beziehung von einem Volume auf einer Standard-SVM auf einem DP-Volume auf
einer SVM mit Sync-Source wiederherstellen.

Schritte
1. Klicken Sie Auf Schutz > Volume Relationships.

2. Wahlen Sie die Tresor-Beziehung aus, und klicken Sie dann auf Operationen > Wiederherstellen.

3. Stellen Sie im Dialogfeld Restore die Daten in der Vault-Beziehung auf dem Quell-Volume wieder her oder
wahlen Sie ein anderes Volume aus:

Daten werden in folgenden Fall Tun Sie das...
wiederhergestellt:

Das Quell-Volume a. Wahlen Sie Quellvolumen.
b. Fahren Sie mit Schritt 6 fort.

Jedes andere Volume Wahlen Sie Other Volume aus, und wahlen Sie
dann aus der Liste den Cluster und die SVM aus.

4. Stellen Sie die Daten auf einem neuen Volume wieder her, oder wahlen Sie ein beliebiges vorhandenes
Volume aus:
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Daten werden in folgenden Fall Tun Sie das...
wiederhergestellt:

Ein neues Volume Wenn Sie den Standardnamen andern mochten,
wird im Format angezeigt
destination SVM name destination volum
e name_ Stellen Sie wieder her, geben Sie einen
neuen Namen an und wahlen Sie dann das
zugehorige Aggregat fir das Volume aus.

Einem vorhandenen Volume Wahlen Sie die Option Lautstarke auswahlen.

Sie mussen ein anderes Volume als das Quell-
Volume auswahlen, oder ein Lese-/Schreib-Volume
mit einigen darin enthalten Daten und einer
gemeinsamen Snapshot Kopie.

Es werden nur die Volumes mit dem gleichen
Sprachattribut aufgelistet, die das Quellvolume
aufweisen.

5. Wahlen Sie entweder die neueste Snapshot Kopie oder die spezifische Snapshot Kopie aus, die Sie
wiederherstellen mdchten.

6. Aktivieren Sie das Kontrollkastchen Bestatigung, um das Volume aus der Snapshot Kopie
wiederherzustellen.

7. Optional: Aktivieren Sie das Kontrollkastchen Netzwerkkomprimierung aktivieren, um die Daten zu
komprimieren, die wahrend des Wiederherstellungsvorgangs Gbertragen werden.

8. Klicken Sie Auf Wiederherstellen.
Verwandte Informationen

Sicherungsfenster

Beziehungen spiegeln und Vault-befinden

Verwalten Sie Mirror- und Vault-Beziehungen mit System Manager - ONTAP 9.7 und friiher

Sie konnen ONTAP System Manager Classic (verfugbar in ONTAP 9.7 und friher) zum
Management von Mirror- und Vault-Beziehungen verwenden. Sie kdnnen bearbeiten,
I6schen, initialisieren, aktualisieren, stilllegen, Wiederaufnehmen und Unterbrechen von
Mirror- und Vault-Beziehungen Neben der Erstellung von Spiegelungs- und Vault-
Beziehungen von einer Ziel-SVM kdénnen auch Neusynchronisierungen durchgeflihrt oder
Neusynchronisierungen rickgangig gemacht werden.

Beziehungen bearbeiten

Mit System Manager kdnnen Sie eine Mirror- und Vault-Beziehung bearbeiten, indem Sie die ausgewahlte
Richtlinie oder den ausgewahlten Zeitplan andern. Sie kénnen jedoch die Parameter einer vorhandenen
Richtlinie oder eines vorhandenen Zeitplans nicht bearbeiten.
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Bevor Sie beginnen

Die Quell- und Ziel-Cluster missen eine gesunde Peer-Beziehung aufweisen.

Uber diese Aufgabe

Sie kénnen den Beziehungstyp einer versionsflexiblen Spiegelbeziehung, Vault-Beziehung oder Mirror und
Vault-Beziehung andern, indem Sie den Richtlinientyp andern.

Schritte

1. Klicken Sie Auf Schutz > Volume Relationships.

2. Wabhlen Sie die Mirror- und Vault-Beziehung aus, die Sie andern méchten, und klicken Sie dann auf

Bearbeiten.

3. Wahlen Sie im Dialogfeld Beziehung bearbeiten die entsprechende Aktion aus:

lhr Ziel ist

Wahlen Sie eine vorhandene Richtlinie aus

Erstellen Sie eine neue Richtlinie

4. Geben Sie einen Zeitplan fiir die Beziehung an:

Gehen Sie wie folgt vor...

Klicken Sie auf Durchsuchen und wahlen Sie dann

eine vorhandene Richtlinie aus. Sie kdbnnen eine
Richtlinie auswahlen, die die maximale Anzahl
Ubereinstimmender Etiketten mit der Snapshot-
Richtlinie enthalt, die mit dem Quell-Volume
verbunden ist.

a. Klicken Sie Auf Create Policy.

b. Geben Sie einen Namen flrr die Richtlinie an.

c. Legen Sie die Prioritat fir geplante Transfers
fest.

Niedrig gibt an, dass die Ubertragung die

geringste Prioritat hat und normalerweise nach

normalen Prioritatstransfers geplant ist.
StandardmaRig ist die Prioritat auf ,Normal*
festgelegt.

d. Aktivieren Sie das Kontrollkastchen

Netzwerkkomprimierung aktivieren, um die zu

Ubertragenden Daten zu komprimieren.

e. Geben Sie ein SnapMirror-Etikett und die
Anzahl der Ziel-Aufbewahrung fiir die Vault-
Richtlinie an.

Sie missen sicherstellen, dass auf dem Quell-

Volume eine Snapshot-Kopie mit demselben

Label erstellt wird, damit das neue SnapMirror

Label wirksam wird.

f. Klicken Sie Auf Erstellen.
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Wenn... Gehen Sie wie folgt vor...

Sie mochten einen vorhandenen Zeitplan zuweisen Klicken Sie auf Durchsuchen und wahlen Sie dann
einen vorhandenen Zeitplan aus.

Sie mdchten einen neuen Zeitplan erstellen a. Klicken Sie Auf Zeitplan Erstellen.
b. Geben Sie einen Namen flr den Zeitplan an.
c. Wahlen Sie eine der folgenden Optionen:
o Einfach
Sie kdnnen diese Option auswahlen, um nur

den Wochentag, die Uhrzeit und das
Ubertragungsintervall anzugeben.

o Erweitert

Sie kdnnen diese Option auswahlen, um
einen Cron-Stil-Zeitplan festzulegen.

d. Klicken Sie Auf Erstellen.

Sie mochten keinen Zeitplan zuweisen Wahlen Sie Keine.

5. Klicken Sie auf OK.

Beziehungen manuell aktualisieren

Mit System Manager kénnen Sie manuell eine aul3erplanmaRige inkrementelle Aktualisierung initiieren.
Madglicherweise bendtigen Sie ein manuelles Update, um Datenverlust aufgrund eines bevorstehenden
Stromausfalls, geplanter Wartungsarbeiten oder Datenmigrationen zu vermeiden.

Bevor Sie beginnen
Die Mirror- und Vault-Beziehung muss initialisiert werden und in einem Snapmirrored-Status.

Schritte
1. Klicken Sie Auf Schutz > Volume Relationships.

2. Wahlen Sie die Spiegelbeziehung aus, fur die Sie die Daten aktualisieren mdchten, und klicken Sie dann
auf Operationen > Update.

3. Wahlen Sie eine der folgenden Optionen:

- Wahlen Sie gemiR Richtlinie aus, um eine inkrementelle Ubertragung aus der kiirzlich erstellten
Snapshot Kopie zwischen den Quell- und Ziel-Volumes durchzufiihren.

o Wahlen Sie Snapshot Kopie aus und geben Sie die Snapshot Kopie an, die Sie tbertragen mochten.

4. Wahlen Sie Transferbandbreite begrenzen auf aus, um die fiir Transfers verwendete
Netzwerkbandbreite zu begrenzen und dann die maximale Ubertragungsgeschwindigkeit festzulegen.

5. Klicken Sie Auf Aktualisieren.

6. Uberpriifen Sie den Ubertragungsstatus auf der Registerkarte Details.
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Beziehungen initialisieren

Sie kdnnen mit System Manager eine Mirror- und Vault-Beziehung initialisieren, wenn Sie die Beziehung beim
Erstellen nicht bereits initialisiert haben. Wenn Sie eine Beziehung initialisieren, wird ein vollstandiger
Basistransfer der Daten vom Quell-Volume zum Zielsystem durchgeftihrt.

Bevor Sie beginnen
Die Quell- und Ziel-Cluster missen eine gesunde Peer-Beziehung aufweisen.

Schritte
1. Klicken Sie Auf Schutz > Volume Relationships.

2. Wabhlen Sie die Mirror- und Vault-Beziehung aus, die Sie initialisieren mochten, und klicken Sie dann auf
Operationen > Initialisieren.

3. Aktivieren Sie das Bestatigungsfeld, und klicken Sie dann auf Initialisieren.

4. Uberprifen Sie den Status der Beziehung im Fenster Schutz.

Ergebnisse
Eine Snapshot Kopie wird erstellt und an das Ziel Gbertragen.

Diese Snapshot Kopie dient als Basis fiir nachfolgende inkrementelle Snapshot Kopien.

Beziehung von einer Ziel-SVM erstellen

Mit System Manager kann eine Mirror- und Vault-Beziehung von der Ziel-Storage Virtual Machine (SVM)
erstellt werden. Durch die Erstellung dieser Beziehung schitzen Sie Ihre Daten besser, indem Sie in
regelmafRigen Abstdnden Daten vom Quell-Volume auf das Ziel-Volume Ubertragen. Sie ermoglicht auRerdem,
Daten Uber lange Zeitraume aufzubewahren, indem Sie Backups des Quell-Volume erstellen.

Bevor Sie beginnen
» Der Ziel-Cluster muss ONTAP 8.3.2 oder hoher ausfiihren.

* Die SnapMirror Lizenz muss auf dem Quell-Cluster und dem Ziel-Cluster aktiviert sein.

Bei einigen Plattformen ist es nicht erforderlich, dass die SnapMirror Lizenz fir das Quell-
@ Cluster aktiviert ist, wenn auf dem Ziel-Cluster die SnapMirror Lizenz und die DPO-Lizenz
(Data Protection Optimization) aktiviert sind.

» Das Quell-Cluster und das Ziel-Cluster missen sich in einer gesunden Peer-Beziehung befinden.
* Der Ziel-SVM muss Uber Speicherplatz verflgen.

» Das Quellaggregat und das Zielaggregat miissen 64-Bit-Aggregate sein.

 Ein Quell-Volume vom Typ Read/Write (rw) muss bereits vorhanden sein.

* Der SnapLock-Aggregattyp muss identisch sein.

* Wenn Sie eine Verbindung von einem Cluster mit ONTAP 9.2 oder einer alteren Version zu einem Remote-
Cluster herstellen, auf dem die SAML-Authentifizierung aktiviert ist, muss die passwortbasierte
Authentifizierung auf dem Remote-Cluster aktiviert sein.

Uber diese Aufgabe
« System Manager unterstitzt keine Kaskadenbeziehung.

Beispielsweise kann ein Ziel-Volume in einer Beziehung nicht das Quell-Volume in einer anderen
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Beziehung sein.
Es kann keine Mirror- und Vault-Beziehung zwischen einer SVM mit synchroner Quelle und einer SVM in
einer MetroCluster Konfiguration erstellt werden.

Sie kdnnen eine Beziehung zwischen synchronen und gespiegelten SVMs in einer MetroCluster
Konfiguration erstellen.

Es ist moglich, eine Mirror- und Vault-Beziehung von einem Volume auf einer synchronen Quell-SVM zu
einem Volume einer Datenservice-SVM zu erstellen.

Es lasst sich eine Mirror- und Vault-Beziehung zwischen einem Volume auf einer Datenservice-SVM und
einem DP-Volume in einer Sync-Source-SVM erstellen.

In einer Auswahl kdnnen maximal 25 Volumes geschutzt werden.

Schritte

1.
2.
3.

. Wahlen Sie im Dialogfeld Schutzbeziehung erstellen aus der Dropdown-Liste Beziehungstyp die Option

10.

1.

12.

Klicken Sie Auf Schutz > Volume Relationships.
Klicken Sie im Fenster Relationships auf Erstellen.

Wabhlen Sie im Dialogfeld SVM durchsuchen eine SVM fir das Ziel-Volume aus.

Mirror und Vault aus.
Geben Sie den Cluster, die SVM und das Quell-Volume an.
Wenn auf dem angegebenen Cluster eine Version der ONTAP Software vor ONTAP 9.3 ausgeflhrt wird,

werden nur Peering SVMs aufgelistet. Wenn im angegebenen Cluster ONTAP 9.3 oder héher ausgefuhrt
wird, werden die Peering-SVMs und erlaubte SVMs aufgelistet.

Geben Sie ein Suffix fir Volume-Namen ein.

Das Suffix des Volume-Namens wird an die Namen des Quell-Volumes angehéngt, um die Namen des
Ziel-Volumes zu generieren.

Optional: Klicken Sie auf Durchsuchen und andern Sie dann die Spiegel- und Tresorrichtlinie.

Sie kénnen die Richtlinie auswahlen, die die maximale Anzahl Gbereinstimmender Etiketten mit der
Snapshot-Richtlinie enthalt, die mit dem Quell-Volume verbunden ist.

Wahlen Sie einen Zeitplan fir die Beziehung aus der Liste der vorhandenen Zeitplane aus.
Optional: Wahlen Sie Initialisieren Sie die Beziehung, um die Beziehung zu initialisieren.

Aktivieren Sie FabricPool-fahige Aggregate und wahlen Sie anschlie3end eine entsprechende Tiering-
Richtlinie aus.

Klicken Sie auf Validieren, um zu Uberprifen, ob die ausgewahiten Volumes entsprechende Etiketten
haben.

Klicken Sie Auf Erstellen.

Beziehungen neu synchronisieren

Sie kénnen System Manager verwenden, um eine zuvor kaputte Mirror und Vault-Beziehung
wiederherzustellen. Sie kdnnen einen Neusynchronisierung durchfiihren, um nach einem Ausfall, bei dem das
Quell-Volume deaktiviert wurde, eine Wiederherstellung durchzufihren.

Bevor Sie beginnen
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Die Quell- und Ziel-Cluster sowie die Quell- und Ziel-Storage Virtual Machines (SVMs) mussen sich in Peer-
Beziehungen befinden.

Uber diese Aufgabe
Vor der Durchfiihrung einer Neusynchronisierung sollten Sie Folgendes beachten:

» Wenn Sie eine Neusynchronisierung durchfihren, wird der Inhalt auf dem Ziel-Volume durch den Inhalt der
Quelle tberschrieben.

@ Der Neusynchronisierung kann zum Verlust neuer Daten fiihren, die nach dem Erstellen der
Snapshot Kopie auf das Ziel-Volume geschrieben wurden.

* Wenn im Feld Fehler Letzter Transfer im Fenster Schutz eine Neusynchronisierung empfohlen wird,
mussen Sie zuerst die Beziehung unterbrechen und dann den Neusynchronisierung durchfihren.

Schritte
1. Klicken Sie Auf Schutz > Volume Relationships.

2. Wabhlen Sie die Mirror- und Vault-Beziehung aus, die Sie neu synchronisieren mochten, und klicken Sie
dann auf Operationen > Resync.

3. Aktivieren Sie das Bestatigungsfeld, und klicken Sie dann auf Resync.

Beziehungen umkehren neu synchronisieren

Sie kénnen mit System Manager eine zuvor beschadigte Mirror und Vault-Beziehung wiederherstellen. Bei
einer umgekehrten Neusynchronisierung werden die Funktionen der Quell- und Ziel-Volumes umgekehrt. Sie
kénnen das Ziel-Volume verwenden, um Daten bereitzustellen, wahrend Sie die Quelle reparieren oder
ersetzen, die Quelle aktualisieren und die urspriingliche Konfiguration der Systeme wiederherstellen.

Bevor Sie beginnen
Das Quell-Volume muss online sein.

Uber diese Aufgabe

* Bei einer erneuten Synchronisierung werden die Inhalte auf dem Quell-Volume durch den Inhalt auf dem
Ziel-Volume Uberschrieben.

@ Die umgekehrte Resynchronisierung kann zu Datenverlust auf dem Quell-Volume flhren.

* Wenn Sie eine umgekehrte Neusynchronisierung durchfihren, wird die Richtlinie der Beziehung auf
MirrorAndVault gesetzt, und der Zeitplan ist auf Keine festgelegt.

Schritte
1. Klicken Sie Auf Schutz > Volume Relationships.

2. Wahlen Sie die Mirror- und Vault-Beziehung aus, die Sie umkehren mdchten, und klicken Sie dann auf
Operationen > Resync umkehren.

3. Aktivieren Sie das Bestatigungsfeld, und klicken Sie dann auf Resync riickwarts.
Beziehungen zu brechen

Mit System Manager kann eine gespiegelte und Vault-Beziehung unterbrochen werden, wenn ein Quell-
Volume nicht mehr verflgbar ist und Client-Applikationen auf die Daten vom Ziel-Volume zugreifen sollen. Sie
kénnen das Ziel-Volume verwenden, um Daten bereitzustellen, wahrend Sie das Quell-Volume reparieren oder
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ersetzen, das Quell-Volume aktualisieren und die urspriingliche Konfiguration der Systeme wiederherstellen.

Bevor Sie beginnen
* Die Beziehung zwischen Spiegelung und Vault muss im stillgelegten Status oder im Ruhezustand sein.

* Das Ziel-Volume muss auf dem Namespace des Ziel-Storage Virtual Machine (SVM) gemountet werden.

Uber diese Aufgabe
Sie kénnen Beziehungen zwischen ONTAP Systemen und SolidFire Storage-Systemen spiegeln.

Schritte
1. Klicken Sie Auf Schutz > Volume Relationships.

2. Wabhlen Sie die Mirror- und Vault-Beziehung aus, die Sie brechen méchten, und klicken Sie dann auf
Operationen > break.

3. Aktivieren Sie das Bestatigungsfeld, und klicken Sie dann auf break.

Ergebnisse

Die Beziehung zwischen Spiegel und Tresor ist kaputt. Der Ziel-Volume-Typ &ndert sich von Datenschutz (DP)
schreibgeschitzt in Lesen/Schreiben. Das System speichert die Basis-Snapshot Kopie fiir die Mirror- und
Vault-Beziehung zur spateren Verwendung.

Beziehungen wieder aufnehmen

Wenn Sie eine stillgelegte Mirror- und Vault-Beziehung haben, kdnnen Sie mit System Manager die Beziehung
fortsetzen. Wenn Sie die Beziehung fortsetzen, wird die normale Datenubertragung zum Ziel-Volume
fortgesetzt und alle Schutzaktivitaten werden neu gestartet.

Uber diese Aufgabe

Wenn Sie eine beschadigte Mirror- und Vault-Beziehung von der Befehlszeilenschnittstelle (CLI) stillgelegt
haben, kénnen Sie die Beziehung nicht mehr aus System Manager fortsetzen. Sie mussen die Verbindung mit
der CLI fortsetzen.

Schritte
1. Klicken Sie Auf Schutz > Volume Relationships.

2. Wabhlen Sie die Mirror- und Vault-Beziehung aus, die Sie fortsetzen méchten, und klicken Sie dann auf
Operationen > Fortsetzen.

3. Aktivieren Sie das Bestatigungsfeld, und klicken Sie dann auf Wiederaufnehmen.

Ergebnisse

Normale DatentUbertragungen werden fortgesetzt. Wenn ein geplanter Transfer fir die Beziehung vorhanden
ist, wird der Transfer vom nachsten Zeitplan gestartet.

Beziehungen l6schen

Mithilfe von System Manager kann eine gespiegelte und Vault-Beziehung zwischen einem Quell- und Ziel-
Volume beendet und die Snapshot Kopien vom Quell-Volume freigegeben werden.

Uber diese Aufgabe

» Es ist eine Best Practice, die Mirror- und Vault-Beziehung zu unterbrechen, bevor sie die Beziehung
[6schen.

* Um die Beziehung neu zu erstellen, missen Sie die Neusynchronisierung vom Quell-Volume Uber die
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Befehlszeilenschnittstelle (CLI) ausfihren.

Schritte
1. Klicken Sie Auf Schutz > Volume Relationships.
2. Wahlen Sie die Mirror- und Vault-Beziehung aus, die Sie Idschen méchten, und klicken Sie auf Léschen.

3. Aktivieren Sie das Bestatigungsfeld, und klicken Sie dann auf Léschen.

Sie kénnen auch das Kontrollkastchen Basiskopien von Snapshots aktivieren, um die von der Spiegelung
und der Vault-Beziehung auf dem Quell-Volume genutzten Basis-Snapshot Kopien zu I6schen.

Wenn die Beziehung nicht freigegeben wird, missen Sie die CLI verwenden, um den Release-Vorgang auf
dem Quell-Cluster auszufiihren, um die Snapshot Kopien der Basis zu lI6schen, die fiir die gespiegelte und
Vault-Beziehung vom Quell-Volume erstellt wurden.

Ergebnisse

Die Beziehung wird geldscht und die Snapshot Kopien der Basis auf dem Quell-Volume werden dauerhaft
geldscht.

Beziehungen stilllegen

Mit System Manager kann ein Ziel-Volume stillgelegt werden, um das Ziel zu stabilisieren, bevor eine
Snapshot Kopie erstellt wird. Der Quiesce-Vorgang ermdglicht den Abschluss aktiver Datentransfers und
deaktiviert zukunftige Transfers fur die Spiegelungs- und Vault-Beziehung.

Bevor Sie beginnen
Die Mirror- und Vault-Beziehung muss sich in einem Snapmirrored-Zustand befinden.

Schritte
1. Klicken Sie Auf Schutz > Volume Relationships.

2. Wahlen Sie die Mirror- und Vault-Beziehung aus, die Sie stilllegen mdchten, und klicken Sie dann auf
Operationen > Quiesce.

3. Aktivieren Sie das Bestatigungsfeld, und klicken Sie dann auf Quiesce.

Ergebnisse

Wenn keine Ubertragung ausgefiihrt wird, wird der Ubertragungsstatus als angezeigt Quiesced. Wenn eine
Ubertragung durchgefiihrt wird, ist die Ubertragung nicht betroffen, und der Ubertragungsstatus wird als
angezeigt Quiescing Bis die Ubertragung abgeschlossen ist.

Abbrechen von Mirror- und Vault-Beziehungen mit System Manager - ONTAP 9.7 und frither

Mit ONTAP System Manager Classic (verfugbar in ONTAP 9.7 und fruher) wird ein
Volume-Replikationsvorgang abgebrochen, wenn Sie die Datentbertragung anhalten
mochten. Sie kdnnen eine geplante Aktualisierung, ein manuelles Update oder eine erste
Datenubertragung abbrechen.

Schritte
1. Klicken Sie Auf Schutz > Volume Relationships.

2. Wahlen Sie die Mirror- und Vault-Beziehung aus, fiir die Sie die Datenubertragung beenden méchten, und
klicken Sie dann auf Operationen > Abbrechen.
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3. Aktivieren Sie das Kontrollkastchen Ja, ich mochte das Transfer abbrechen, um den Vorgang zu
bestatigen.

4. Optional: Aktivieren Sie das Kontrollkastchen teilweise libertragene Daten behalten, um die Daten zu
behalten, die bereits auf das Zielvolumen UGbertragen wurden.

5. Klicken Sie Auf Abbrechen.

Ergebnisse

Der Ubertragungsstatus wird als ,Aborting“ angezeigt, bis der Vorgang abgeschlossen ist und nach
Abschluss des Vorgangs als ,1d1e" angezeigt wird.

Stellen Sie ein Volume in einer Spiegelungs- und Vault-Beziehung mit System Manager - ONTAP 9.7
und frither wieder her

Mit ONTAP System Manager Classic (verfugbar ab ONTAP 9.7) kdnnen Snapshot Kopien
auf einem Quell-Volume oder auf anderen Volumes wiederhergestellt werden, sofern die
Quelldaten beschadigt sind und nicht mehr verwendet werden kdnnen. Sie kdnnen die
Originaldaten durch die Snapshot Kopien im Ziel-Volume ersetzen.

Bevor Sie beginnen

* Die SnapMirror Lizenz und die SnapVault Lizenz missen auf dem Quell-Cluster und auf dem Ziel-Cluster
oder auf den Nodes, die das Quell-Volume und das Ziel-Volume enthalten, aktiviert sein.

» Das Quell-Cluster und das Ziel-Cluster mussen sich in einer gesunden Peer-Beziehung befinden.

» Das Quellaggregat oder ein anderes Aggregat, das Sie fir die Wiederherstellung auswahlen, muss ein 64-
bit-Aggregat sein.

* Wenn Sie eine Verbindung von einem Cluster mit ONTAP 9.2 oder einer alteren Version zu einem Remote-
Cluster herstellen, auf dem die SAML-Authentifizierung aktiviert ist, muss die passwortbasierte
Authentifizierung auch auf dem Remote-Cluster aktiviert sein.

Uber diese Aufgabe

+ Sie kdnnen ein Volume, das sich in einer Spiegelungs- und Vault-Beziehung zwischen einer Quell-Storage
Virtual Machine (SVM) und einer Ziel-SVM in einer MetroCluster Konfiguration befindet, nicht
wiederherstellen.

+ Sie kdnnen fir die folgenden Konfigurationen eine Mirror- und Vault-Beziehung wiederherstellen:
o Zwischen synchronen SVMs in einer MetroCluster Konfiguration
> Von einem Volume auf einer synchronen Quell-SVM zu einer Standard-SVM

> Von einem Volume auf einer Standard-SVM zu einem DP-Volume auf einer synchronen SVM

Schritte
1. Klicken Sie Auf Schutz > Volume Relationships.

2. Wahlen Sie die Mirror- und Vault-Beziehung aus, die Sie wiederherstellen mdchten, und klicken Sie dann
auf Operationen > Restore.

3. Stellen Sie im Dialogfeld Wiederherstellen die Daten in der Beziehung auf dem Quell-Volume wieder her
oder wahlen Sie ein anderes Volume aus:
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Daten werden in folgenden Fall Tun Sie das...
wiederhergestellt:

Das Quell-Volume a. Wahlen Sie Quellvolumen.
b. "Fahren Sie mit Schritt 6 fort".

Jedes andere Volume Wahlen Sie Other Volume aus, und wahlen Sie
dann den Cluster und die SVM aus.

4. Wiederherstellen der Daten auf einem neuen Volume oder einem vorhandenen Volume:

Daten werden in folgenden Fall Tun Sie das...
wiederhergestellt:

Ein neues Volume Wenn Sie den Standardnamen andern mochten,
der im Format
»destination SVM Name Destination Volu
me Name restore” angezeigt wird, geben Sie
einen neuen Namen an, und wahlen Sie dann das
Aggregat aus, das fir das Volume enthalten ist.

Einem vorhandenen Volume Wahlen Sie die Option Lautstarke auswahlen.

Sie mussen ein anderes Volume als das Quell-
Volume auswahlen, oder ein Lese-/Schreib-Volume
mit einigen darin enthalten Daten und einer
gemeinsamen Snapshot Kopie.

Es werden nur die Volumes mit dem gleichen
Sprachattribut aufgelistet, die das Quellvolume
aufweisen.

5. Wahlen Sie entweder die neueste Snapshot Kopie oder die spezifische Snapshot Kopie aus, die Sie
wiederherstellen mochten.

6. Aktivieren Sie das Kontrollkastchen zur Bestatigung, um das Volume aus der Snapshot Kopie
wiederherzustellen.

7. Optional: Aktivieren Sie das Kontrollkastchen Netzwerkkomprimierung aktivieren, um die Daten zu
komprimieren, die wahrend des Wiederherstellungsvorgangs Ubertragen werden.

8. Klicken Sie Auf Wiederherstellen.

Sicherungsfenster mit System Manager - ONTAP 9.7 und friiher

Sie konnen das Sicherungsfenster mit ONTAP System Manager classic (verfugbar in
ONTAP 9.7 und fruher) verwenden, um Spiegelbeziehungen, Vault-Beziehungen,
Spiegel- und Vault-Beziehungen zu erstellen und zu managen und Details zu diesen
Beziehungen anzuzeigen. Im Fenster Schutz werden keine LS-Beziehungen (Load-
Sharing) und TDP-Beziehungen (Transition Data Protection) angezeigt.
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Befehlsschaltflichen

e Erstellen

Offnet das Dialogfeld ,Protection Relationship erstellen®, das Sie zum Erstellen einer Spiegelbeziehung,
Vault-Beziehung oder Mirror und Vault-Beziehung aus einem Ziel-Volume verwenden kénnen.

System Manager zeigt im Dialogfeld ,,Create Protection Relationship“ keine Storage Virtual Machine (SVM)
an, die fur die Disaster Recovery (DR) konfiguriert ist.

e Bearbeiten

Offnet das Dialogfeld Schutzbeziehung bearbeiten, in dem Sie den Zeitplan und die Richtlinie einer
Beziehung bearbeiten kénnen.

Fir eine Vault-Beziehung, eine Mirror- und Vault-Beziehung oder eine versionsflexible Mirror-Beziehung
kdénnen Sie den Beziehungstyp @andern, indem Sie den Richtlinientyp andern.

* Loschen

Offnet das Dialogfeld Schutzbeziehung I6schen, das Sie zum Léschen einer Beziehung verwenden
kdnnen.

» Betrieb
Zeigt die Vorgange an, die fiir eine Schutzbeziehung durchgefihrt werden kénnen.
+ Aktualisieren

Aktualisiert die Informationen im Fenster.

Liste der Sicherungsbeziehungen

» * Source Storage Virtual Machine*

Zeigt die SVM an, die das Volume enthalt, von dem Daten gespiegelt oder in einer Beziehung archiviert
werden.

* Quellvolumen

Zeigt das Volume an, von dem Daten gespiegelt oder in einer Beziehung archiviert werden.
« Zielvolumen

Zeigt das Volume an, zu dem Daten in einer Beziehung gespiegelt oder archiviert werden.
* Ist Gesund

Zeigt an, ob die Beziehung gesund ist oder nicht.
* Objekttyp

Zeigt den Objekttyp der Beziehung an, z. B. Volume, FlexGroup oder SVM.

» * Beziehungsstatus*
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Zeigt den Status der Beziehung an, z. B. Snapmirrored, Uninitialized oder Broken Off.

* Transferstatus
Zeigt den Status der Beziehung an.

* Beziehungstyp
Zeigt die Art der Beziehung an, z. B. Mirror, Vault oder Mirror und Vault.

* Lange Zeit
Die lag-Zeit ist der Unterschied zwischen der aktuellen Zeit und dem Zeitstempel der letzten Snapshot
Kopie, die erfolgreich an das Zielsystem Ubertragen wurde. Die Verzdgerungszeit ist immer mindestens
genauso lange wie die Dauer des letzten erfolgreichen Transfers, es sei denn, die Uhren auf den Quell-

und Zielsystemen sind nicht synchronisiert. Die Zeitzonendifferenz wird automatisch in die
Verzdgerungszeit berechnet.

* Policy Name
Zeigt den Namen der Richtlinie an, die der Beziehung zugewiesen ist.
* Richtlinientyp
Zeigt den Richtlinientyp an, der der Beziehung zugewiesen ist. Der Richtlinientyp kann StrictSync, Sync,

Asynchronous Mirror, Asynchronous Vault oder Asynchronous Mirror Vault lauten.

Detailbereich

* Registerkarte Details

Zeigt allgemeine Informationen zur ausgewahlten Beziehung an, z. B. Quell-Cluster und Ziel-Cluster,
Datentransferrate, Status der Beziehung, Details zum Netzwerkkomprimierungsverhaltnis,
Datentransferstatus, Typ der aktuellen Datenlbertragung, Typ der letzten Datentbertragung, neueste
Snapshot Kopie Und dem Zeitstempel der neuesten Snapshot Kopie.

* Registerkarte Policy Details
Zeigt Details zur Richtlinie an, die der ausgewahlten Schutzbeziehung zugeordnet ist. Auf dieser
Registerkarte werden aulerdem das SnapMirror Label und die Zeitplane fir Snapshot Kopien im Quell-
Volume angezeigt, die mit dem angegebenen Label Ubereinstimmen.

* Registerkarte Snapshot Kopien
Zeigt die Anzahl der Snapshot Kopien mit dem Attribut SnapMirror Label fir die ausgewahlte
Sicherungsbeziehung und den Zeitstempel der neuesten Snapshot Kopie an.

SVM-Beziehungen zu System Manager — ONTAP 9.7 und fruher

Verwenden Sie ONTAP System Manager Classic (verfugbar in ONTAP 9.7 und friher),
um Spiegelbeziehungen und Spiegelbeziehungen zwischen SVMs zu erstellen und zu
managen. Storage Virtual Machine (SVM) Disaster Recovery (DR) bietet Disaster-
Recovery-Funktionen auf SVM-Ebene, indem die Recovery der Daten in den
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zusammengehorigen Volumes der SVM und der Recovery der SVM-Konfiguration
ermaoglicht wird.

Erstellung von SVM-Beziehungen

Mit System Manager kdnnen SVM-Beziehungen erstellt werden, um Daten von der Quell-SVM auf die Ziel-
SVM zu Ubertragen. Die Erstellung einer SVM-Beziehung tragt zur Recovery nach einem Disaster bei, da
Daten auf der Quell-SVM und der Ziel-SVM verfligbar sind.

Bevor Sie beginnen
» Das Ziel-Cluster und das Quell-Cluster miissen ONTAP 9.5 oder hoher ausfihren.

* Das Ziel-Cluster darf sich nicht in einer MetroCluster-Konfiguration befinden.

» Ab System Manager 9.6 wird Fabric Pool unterstitzt.

Schritte
1. Klicken Sie auf Schutz > SVM-Beziehung > Erstellen.

2. Wahlen Sie den SVM-Beziehungstyp aus der Liste SVM Beziehungstyp aus.
3. Wahlen Sie im Fensterbereich Source Storage Virtual Machine den Cluster und die SVM aus.

4. Optional: um SVMs anzuzeigen, die nicht tiber die erforderlichen Berechtigungen verfiigen, klicken Sie auf
Navigieren Sie zum Quellcluster und geben Sie dann die erforderlichen Berechtigungen ein.

5. Geben Sie im Fensterbereich Zielspeicher Virtual Machine den Namen der SVM an, die auf dem Ziel-
Cluster erstellt wird.

6. Wahlen Sie die Option zum Kopieren der Quell-SVM-Konfiguration aus.

7. Optional: Klicken Sie Auf £§, aktualisieren Sie die Schutzpolitik und den Schutzzeitplan, wahlen Sie das
Aggregat aus und initialisieren Sie dann die Schutzbeziehung.

8. Klicken Sie auf Speichern, um die SVM-Beziehung zu erstellen.
Das Fenster ,SVM Relationships: Summary* wird angezeigt.

9. Klicken Sie auf Fertig, um den Vorgang abzuschliefl3en.

Bearbeiten Sie SVM-Beziehungen
Sie kdnnen mit System Manager die Eigenschaften einer SVM-Beziehung andern.

Schritte
1. Klicken Sie auf Schutz > SVM-Beziehung.

2. Wahlen Sie die SVM-Beziehung aus, die Sie andern mochten, und klicken Sie dann auf Bearbeiten.

3. Wahlen Sie den SVM-Beziehungstyp aus.

Wenn die SVM-Beziehungen vor ONTAP 9.3 erstellt wurden, ist es nicht zulassig, den SVM-Beziehungstyp
von Mirror zu Mirror und Vault zu &ndern.

4. Andern Sie die Sicherungsrichtlinie, den Schutzzeitplan und die Option zum Kopieren der Quell-SVM-
Konfiguration nach Bedarf.

5. Klicken Sie auf Speichern, um die Anderungen zu speichern.
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Managen Sie SVM Beziehungen

Mit System Manager kdnnen Sie verschiedene Vorgange auf SVM-Beziehungen ausfliihren, z. B. SVM-
Beziehungen werden initialisiert, SVM-Beziehungen aktualisiert, Ziel-SVM aktiviert, Daten von der Quell-SVM
neu synchronisiert, Daten von der Ziel-SVM neu synchronisiert und die Quell-SVM neu aktiviert.

Bevor Sie beginnen

» Zum Initialisieren der SVM-Beziehung missen die Quell- und Ziel-Cluster eine gesunde Peer-Beziehung
aufweisen.

* Um die SVM-Beziehung zu aktualisieren, muss die SVM-Beziehung initialisiert und in einem Snapmirrored-
Status vorliegen.

» Zum erneuten Aktivieren der Quell-SVM mussen die Daten aus dem Ziel-SVM-Vorgang (Reverse
Resynchronisieren) neu synchronisiert werden.

» Wenn Sie die Option zum Kopieren der Quell-SVM-Konfiguration und beim Erstellen der SVM-Beziehung
ausgewahlt hatten, muss die SVM-Beziehung angehalten werden, um die SVM-Quell-SVM zu aktivieren.

 Die SnapMirror Lizenz muss auf dem Quell-Cluster und dem Ziel-Cluster aktiviert sein.

» Das Quell-Cluster und das Ziel-Cluster missen sich in einer gesunden Peer-Beziehung befinden.
* Der Ziel-Cluster muss Uber Speicherplatz verfiigen.

* Die Quell-SVM muss Uber eine Berechtigung fir SVM-Peering verfiigen.

» Sie missen die SVM-Beziehung unterbrechen, um Ziel-SVM zu aktivieren, von Quell-SVM neu zu
synchronisieren, von Ziel-SVM (Reverse Resync) zu synchronisieren und Quell-SVM erneut zu aktivieren.

» FuUr eine erneute Aktivierung der Quell-SVM muss eine SVM-Umkehrbeziehung vorhanden sein und sich in
einem SnapMirror Mirrored Status befinden.

Schritte
1. Klicken Sie auf Schutz > SVM-Beziehung.

2. Wahlen Sie die SVM-Beziehung aus, und fihren Sie anschliefend die entsprechenden MalRnahmen
durch:

lhr Ziel ist Gehen Sie wie folgt vor...

Initialisieren Sie die SVM-Beziehung a. Klicken Sie Auf Operationen > Initialisieren.
Das Dialogfeld Initialisieren wird angezeigt.

b. Klicken Sie Auf Initialisieren.

Aktualisieren der SVM-Beziehung a. Klicken Sie Auf Operationen > Update.
Das Dialogfeld Aktualisieren wird angezeigt.

b. Klicken Sie Auf Aktualisieren.
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lhr Ziel ist

Ziel-SVM aktivieren bei der Aktivierung der Ziel-
SVM werden geplante SnapMirror Transfers
stillgelegt, alle laufenden SnapMirror Transfers
abgebrochen, die SVM-Beziehung unterbrochen
und die Ziel-SVM gestartet.

Daten von der Quell-SVM neu synchronisieren. Der
Neusynchronisierungsvorgang fuhrt einen neuen
Baseline der SVM-Konfiguration durch. Sie kdnnen
die SVM von der Quell-SVM neu synchronisieren,
um eine unterbrochene Beziehung zwischen den
beiden SVMs wiederherzustellen. Wenn die
Resynchronisierung abgeschlossen ist, enthalt die
Ziel-SVM die gleichen Informationen wie die Quell-
SVM und ist fir weitere Updates geplant.

Daten von der Ziel-SVM neu synchronisieren
(Reverse Resync) Sie kénnen von der Ziel-SVM
neu synchronisieren, um eine neue Beziehung
zwischen den beiden SVMs zu erstellen. Wahrend
dieses Vorgangs stellt die Ziel-SVM weiterhin Daten
zur Quell-SVM zur Verfigung, die die Konfiguration
und die Daten der Ziel-SVM sichert.

Reaktivierung der Quell-SVM die Reaktivierung der
Quell-SVM umfasst den Schutz und die
Neuerstellung der SVM-Beziehungen zwischen
Quell- und Ziel-SVM. Wenn Sie Option zum
Kopieren der Quell-SVM-Konfiguration und beim
Erstellen der SVM-Beziehung ausgewahlt hatten,
wird die Ziel-SVM die Verarbeitung der Daten
beenden.

Gehen Sie wie folgt vor...

a. Klicken Sie auf Operations > Ziel-SVM
aktivieren.

Das Dialogfeld Ziel-SVM aktivieren wird
angezeigt.

b. Aktivieren Sie das Kontrollkastchen OK, um
Ziel-SVM zu aktivieren und die Beziehung zu
unterbrechen.

c. Klicken Sie Auf Aktivieren.

a. Klicken Sie auf Operations > Resync from
Source SVM.

Das Dialogfeld ,Resync from Source SVM* wird
angezeigt.

b. Aktivieren Sie das Kontrollkastchen OK, um
neuere Daten im Ziel-SVM zu I6schen.

c. Klicken Sie Auf Resync.

a. Klicken Sie auf Operations >
Resynchronisierung von Ziel-SVM (Resync).

Das Dialogfeld ,Resync from Destination SVM
(Reverse Resync)” wird angezeigt.

b. Wenn die SVM Uber mehrere Beziehungen
verflgt, aktivieren Sie das Kontrollk&stchen
Diese SVM hat mehrere Beziehungen; OK,
um andere Beziehungen zu freigeben.

c. Aktivieren Sie das Kontrollkastchen OK, um die
neuen Daten im Quell-SVM zu I6schen.

d. Klicken Sie Auf Resync Riickwarts.

a. Klicken Sie auf Operations > Quell-SVM
reaktivieren.

Das Dialogfeld Quell-SVM reaktivieren wird
angezeigt.

b. Klicken Sie auf Reaktivierung initiieren, um
die Reaktivierung an die Ziel-SVM zu initiieren.

c. Klicken Sie Auf Fertig.

SVM Beziehungen-Fenster

Mithilfe des SVM Relationships kénnen Spiegelbeziehungen erstellt und gemanagt sowie Beziehungen
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zwischen SVMs gespiegelt und Tresor gespiegelt werden.
Befehlsschaltflachen
* Erstellen

Offnet die SVM Disaster Recovery Seite, die zur Erstellung einer Spiegelbeziehung oder Spiegel- und
Vault-Beziehung von einem Ziel-Volume verwendet werden kann.

* Bearbeiten
Ermaoglicht Innen das Bearbeiten des Zeitplans und der Richtlinie einer Beziehung.

Far Mirror- und Vault-Beziehungen oder versionsflexible Spiegelbeziehung kénnen Sie den Beziehungstyp
durch Andern des Richtlinientyps andern.

* Loschen
Ermoglicht das Léschen einer Beziehung.
» Betrieb
Bietet die folgenden Optionen:
o Initialisieren

Hiermit kdnnen Sie die SVM-Beziehung initialisieren, um einen Basistransfer von der Quell-SVM zu der
Ziel-SVM durchzufihren.

o Aktualisierung
Ermaoglicht Ihnen das Aktualisieren der Daten von der Quell-SVM auf die Ziel-SVM.
o Ziel-SVM aktivieren
Ermdglicht Ihnen die Aktivierung der Ziel-SVM.
> Resync von Quell-SVM
Ermaoglicht Ihnen die Initiierung einer Neusynchronisierung einer fehlgeschlagenen Beziehung.
> Resync von Ziel-SVM (Reverse Resync)
Ermoglicht Thnen die Neusynchronisierung der Beziehung von der Ziel-SVM zur Quell-SVM.
> Quell-SVM reaktivieren
Ermdglicht Ihnen das Reaktivieren der Quell-SVM.
+ Aktualisieren

Aktualisiert die Informationen im Fenster.
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Liste der SVM-Beziehungen

» * Source Storage Virtual Machine*

Zeigt die SVM an, die das Volume enthalt, aus dem Daten gespiegelt und in einer Beziehung archiviert
werden.

 Zielspeicher Virtual Machine

Zeigt die SVM an, die das Volume enthalt, auf das Daten gespiegelt und in einer Beziehung archiviert
werden.

* Ist Gesund
Zeigt an, ob die Beziehung gesund ist oder nicht.

* * Beziehungsstatus®
Zeigt den Status der Beziehung an, z. B. Snapmirrored, Uninitialized oder Broken Off.

* Transferstatus
Zeigt den Status der Beziehung an.

* Beziehungstyp
Zeigt die Art der Beziehung an, z. B. Mirror oder Mirror und Vault.

* Lange Zeit
Die lag-Zeit ist der Unterschied zwischen der aktuellen Zeit und dem Zeitstempel der letzten Snapshot
Kopie, die erfolgreich an das Zielsystem ubertragen wurde. Die Verzogerungszeit ist immer mindestens
genauso lange wie die Dauer des letzten erfolgreichen Transfers, es sei denn, die Uhren auf den Quell-
und Zielsystemen sind nicht synchronisiert. Die Zeitzonendifferenz wird automatisch in die
Verzdgerungszeit berechnet.

* Policy Name
Zeigt den Namen der Richtlinie an, die der Beziehung zugewiesen ist.

* Richtlinientyp

Zeigt den Richtlinientyp an, der der Beziehung zugewiesen ist. Der Richtlinientyp kann StrictSync, Sync,
Asynchronous Mirror, Asynchronous Vault oder Asynchronous Mirror Vault lauten.

Detailbereich

* Registerkarte Details

Zeigt allgemeine Informationen zur ausgewahlten Beziehung an, z. B. Quell-Cluster und Ziel-Cluster, die
Sicherungsbeziehung, die der SVM zugeordnet ist, Datentransferrate, Status der Beziehung, Details zum
Netzwerkkomprimierungsverhaltnis, Datentransferstatus, Typ des aktuellen Datentransfers, Typ des letzten
Datentransfers, Neueste Snapshot Kopie, Zeitstempel der neuesten Snapshot Kopie, der Status der
Identitatserstellung und die Anzahl der geschitzten Volumes.
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* Registerkarte Policy Details

Zeigt Details zur Richtlinie an, die der ausgewahlten Schutzbeziehung zugeordnet ist.

Management der Sicherungsrichtlinien mit System Manager — ONTAP 9.7 und
friher

Sie kbnnen ONTAP System Manager Classic (verfugbar in ONTAP 9.7 und friher)
verwenden, um Sicherungsrichtlinien zu erstellen, zu bearbeiten und zu I6schen.

Sicherungsrichtlinien erstellen

Mit System Manager kénnen asynchrone Spiegelungsrichtlinien auf Cluster-Ebene, Vault-Richtlinien oder
Richtlinien flr Spiegelungen und Vault erstellt und diese Richtlinien auf eine Datensicherungsbeziehung auf
Cluster-Ebene angewendet werden.

Schritte
1. Klicken Sie Auf Schutz > Schutzrichtlinien.

2. Klicken Sie Auf Erstellen.
3. Wahlen Sie im Dialogfeld Richtlinie erstellen den Richtlinientyp aus, den Sie erstellen méchten.
4. Geben Sie den Namen der Richtlinie und die Ubertragungsprioritat an.
Niedrig zeigt an, dass die Ubertragung die niedrigste Prioritat hat. Transfers mit niedriger Prioritat werden

in der Regel nach Transfers mit normaler Prioritat eingeplant. StandardmaRig ist die Ubertragungsprioritat
auf Normal festgelegt.

5. Optional: Aktivieren Sie das Kontrollkastchen Netzwerkkomprimierung aktivieren, um die Daten zu
komprimieren, die wahrend einer Datentbertragung Ubertragen werden.

6. Optional: Wahlen Sie fiir eine asynchrone Spiegelrichtlinie das Kontrollkastchen Alle Quell-Snapshot-
Kopien libertragen aus, um die Regel ,all source Snapshots®in die Spiegelrichtlinie aufzunehmen,
die alle Snapshot-Kopien vom Quell-Volume sichert.

7. Optional: Klicken Sie auf Kommentar hinzufiigen um zusatzliche Kommentare fiir die Richtlinie
hinzuzufligen.

8. Geben Sie fir eine Vault-Richtlinie oder eine Mirror-Vault-Richtlinie ein SnapMirror-Etikett und eine Anzahl
an Ziel-Aufbewahrung an.

9. Klicken Sie Auf Erstellen.

Sicherungsrichtlinien

Uber das Fenster Protection Policies kdnnen Sie Informationen zu Mirror-, Vault- und Mirror-Richtlinien
erstellen, managen und anzeigen.

Befehlsschaltflachen
* Erstellen

Offnet das Dialogfeld ,Create Policy“, in dem Sie eine Mirror-, Vault- oder Mirror-Vault-Richtlinie erstellen
konnen.

« Bearbeiten
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Offnet das Dialogfeld Richtlinie bearbeiten, in dem Sie eine Richtlinie bearbeiten kénnen.
* Loschen

Offnet das Dialogfeld Richtlinie Idschen, in dem Sie eine Richtlinie Idschen kénnen.
» Aktualisieren

Aktualisiert die Informationen im Fenster.

Liste der Sicherungsrichtlinien

* Name
Zeigt den Namen der Schutzrichtlinie an.
* Typ
Zeigt den Richtlinientyp an, der Vault, Mirror Vault oder Asynchronous Mirror sein kann.
+ Kommentar
Zeigt die fUr die Richtlinie angegebene Beschreibung an.
* * Prioritat Ubertragen*

Zeigt die Datenulbertragungsprioritat an, z. B. Normal oder Niedrig.

Detailbereich
* Registerkarte Policy Details

Zeigt Details der Sicherungsrichtlinie an, z. B. den Benutzer, der die Richtlinie erstellt hat, die Anzahl der
Regeln, die Anzahl der Aufbewahrung und den Status der Netzwerkkomprimierung.

* Registerkarte Richtlinien

Zeigt Details der Regeln an, die auf die Richtlinie angewendet werden. Die Registerkarte Richtlinienregeln
wird nur angezeigt, wenn die ausgewabhlte Richtlinie Regeln enthalt.

Managen Sie Snapshot-Richtlinien mit System Manager - ONTAP 9.7 und friiher

Mit ONTAP System Manager Classic (verfugbar in ONTAP 9.7 und fruher) konnen Sie
Snapshot-Richtlinien in Ihrem Storage-System erstellen und managen.

Allgemeines zu Snapshot-Richtlinien

Bei der Anwendung auf ein Volume gibt eine Snapshot-Richtlinie einen Zeitplan oder Plane an, nach dem
Snapshot-Kopien erstellt werden, und gibt die maximale Anzahl der Snapshot-Kopien an, die jeder Zeitplan
erstellen kann. Eine Snapshot-Richtlinie kann bis zu finf Zeitplane enthalten.

Bei Vault-Beziehungen wird das SnapMirror Label-Attribut verwendet, um Snapshot-Kopien auf den Quell-

Volumes auszuwahlen. Nur Snapshot-Kopien mit den in den Vault-Richtlinienregeln konfigurierten
Beschriftungen werden in Backup-Vault-Vorgange repliziert. Die dem Quell-Volume zugewiesene Snapshot-
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Richtlinie muss das SnapMirror Label-Attribut enthalten.

Snapshot-Richtlinien erstellen

Sie kénnen eine Snapshot-Richtlinie in System Manager erstellen, um die maximale Anzahl der Snapshot
Kopien anzugeben, die automatisch erstellt werden kdnnen, und wie oft sie erstellt werden.

Schritte
1. Klicken Sie Auf Schutz > Snapshot-Richtlinien.
2. Klicken Sie Auf Erstellen.
3. Geben Sie im Dialogfeld Snapshot-Richtlinie erstellen den Richtliniennamen an.
4. Klicken Sie auf Hinzufiigen und geben Sie dann den Namen des Zeitplans, die maximale Anzahl der

Snapshot-Kopien, die Sie behalten méchten, und den Namen der SnapMirror-Bezeichnung an.

Die maximale Anzahl von Snapshot Kopien, die von den angegebenen Zeitplanen beibehalten werden
koénnen, darf 254 nicht Gberschreiten.

5. Klicken Sie auf OK und dann auf Erstellen.

Snapshot-Richtlinien bearbeiten

Sie kdnnen die Details einer vorhandenen Snapshot-Richtlinie, z. B. den Planungsnamen, das SnapMirror-
Etikett oder die maximale Anzahl von Snapshot-Kopien, die erstellt werden, andern, indem Sie das Dialogfeld
Snapshot-Richtlinie bearbeiten in System Manager verwenden.

Schritte
1. Klicken Sie Auf Schutz > Snapshot-Richtlinien.

2. Wahlen Sie im Fenster Snapshot Policies die Snapshot Policy aus, die Sie andern méchten, und klicken
Sie auf Bearbeiten.

3. Wahlen Sie im Dialogfeld Snapshot-Richtlinie bearbeiten den Zeitplan aus, den Sie andern mdchten,
und klicken Sie auf Bearbeiten.

4. Klicken Sie auf OK.

5. Uberpriifen Sie die Anderungen, die Sie an der ausgewahlten Snapshot-Richtlinie vorgenommen haben,
im Dialogfeld Snapshot-Richtlinie bearbeiten und klicken Sie auf Speichern.

Snapshot-Richtlinien I6schen

Mit System Manager kénnen Sie Snapshot-Richtlinien I6schen. Wenn Sie eine Snapshot-Richtlinie I6schen,
die von einem oder mehreren Volumes verwendet wird, werden gemaf der geléschten Richtlinie keine
Snapshot-Kopien des Volume oder der Volumes mehr erstellt.

Bevor Sie beginnen
Sie mussen die Snapshot-Richtlinie von jedem Volume, das sie verwendet, distanziert haben.

Schritte
1. Klicken Sie Auf Schutz > Snapshot-Richtlinien.

2. Wahlen Sie die Snapshot-Richtlinie aus und klicken Sie auf Loschen.

3. Aktivieren Sie das Bestatigungsfeld, und klicken Sie dann auf Léschen.
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Fenster Snapshot-Richtlinien

Mit dem Fenster Snapshot Policies kdnnen Sie Snapshot-Richtlinienaufgaben verwalten, z. B. zum
Hinzufligen, Bearbeiten und Léschen von Snapshot-Richtlinien.

Befehlsschaltflachen
* Erstellen

Offnet das Dialogfeld Snapshot Richtlinie erstellen, in dem Sie Backup-Plane hinzufligen und die maximale
Anzahl von Snapshot Kopien angeben kdnnen, die in einer Richtlinie beibehalten werden sollen.

* Bearbeiten
Offnet das Dialogfeld Snapshot Richtlinie bearbeiten, in dem Sie die Haufigkeit, mit der Snapshot Kopien
erstellt werden sollen, und die maximale Anzahl an Snapshot Kopien, die behalten werden sollen, andern
koénnen.

* Loschen
Offnet das Dialogfeld Léschen, in dem Sie die ausgewahlte Snapshot-Richtlinie [dschen kdnnen.

* Blick als
Ermaoglicht Ihnen, die Snapshot-Richtlinien entweder als Liste oder als Baum anzuzeigen.

« Status
Offnet das Menii, mit dem Sie die ausgewahlte Snapshot-Richtlinie aktivieren oder deaktivieren kénnen.

e Aktualisieren

Aktualisiert die Informationen im Fenster.

Liste der Snapshot-Richtlinien
* Richtlinien/Name Des Zeitplans
Gibt den Namen der Snapshot-Richtlinie und die Zeitplane in der Richtlinie an.
» Storage Virtual Machine
Gibt den Namen der Storage Virtual Machine (SVM) an, zu der die Snapshot Kopien gehdren.
 Status
Gibt den Status der Snapshot-Richtlinie an, die aktiviert oder deaktiviert werden kann.
+ Maximale Snapshots zu behalten
Gibt die maximale Anzahl von Snapshot Kopien an, die beibehalten werden sollen.
* SnapMirror-Etikett
Gibt den Namen des SnapMirror Label-Attributs der Snapshot-Kopie an, die vom Backup-Zeitplan generiert

wird.
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Managen Sie Plane mit System Manager - ONTAP 9.7 und friuher

Mit ONTAP System Manager Classic (verfugbar in ONTAP 9.7 und fruher) konnen Sie
Zeitplane in lhrem Storage-System erstellen und managen.

Erstellen von Zeitplanen

Mit System Manager kdnnen Sie Zeitplane zum Ausfiihren eines Jobs zu einem bestimmten Zeitpunkt oder zu
regelmafigen Zeitraumen erstellen.

Uber diese Aufgabe

Wenn Sie in einer MetroCluster-Konfiguration einen Zeitplan erstellen, empfiehlt es sich, auch am verbliebenen
Standort einen gleichwertigen Zeitplan auf dem Cluster zu erstellen.

Schritte
1. Klicken Sie Auf Schutz > Termine.

2. Klicken Sie Auf Erstellen.
3. Geben Sie im Dialogfeld Zeitplan erstellen den Terminplannamen an.

4. Erstellen Sie einen Zeitplan basierend auf Ihren Anforderungen:

Wenn Sie erstellen méchten... Tun Sie das...
Ein taglicher oder bestimmter Zeitplan an Wahlen Sie Basic aus, und geben Sie die
bestimmten Tagen Termindaten und Wiederholungsdetails an (in

Stunden und Minuten).

Ein Zeitplan, der in einem bestimmten Intervall Wahlen Sie Intervall aus, und geben Sie die Details
ausgefuhrt wird zu Zeitplan und Wiederholung an (in Tagen,
Stunden und Minuten).

Ein Zeitplan, der zu einem bestimmten Zeitraum Wahlen Sie Erweitert aus, und geben Sie die

ausgefuhrt wird Termindaten und Wiederholungsdetails an (in
Monaten, Tagen, Wochentagen, Stunden und
Minuten).

5. Klicken Sie Auf Erstellen.

Schichtpldne bearbeiten

Sie kénnen Anderungen an einem zuvor erstellten Cron-Zeitplan oder einen Intervallzeitplan vornehmen, wenn
dieser Ihre Anforderungen nicht mit System Manager erflllt. Sie kdnnen Terminplandetails wie wiederkehrende
Tage und Stunden, Intervalloptionen und erweiterte Cron-Optionen andern.

Uber diese Aufgabe

Wenn Sie einen Zeitplan in einer MetroCluster-Konfiguration bearbeiten, empfiehlt es sich, auch den
entsprechenden Zeitplan auf dem verbleibenden Site-Cluster zu bearbeiten.

Schritte
1. Klicken Sie Auf Schutz > Termine.
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2. Wahlen Sie den Zeitplan aus, den Sie andern mochten, und klicken Sie auf Bearbeiten.

3. Andern Sie im Dialogfeld Zeitplan bearbeiten den Zeitplan, indem Sie die entsprechende Aktion

ausfuhren:

Wenn Sie die Terminplanoption auswéhlen: Tun Sie das..

Basic Geben Sie die wiederkehrenden Tage und die
Terminplandetails an.

Intervall Geben Sie die Intervalloptionen in Tagen, Stunden
und Minuten an.

Erweitert Geben Sie die erweiterten Cron-Optionen in

Monaten, Tagen, Wochentagen (falls zutreffend),
Stunden und Minuten an.

4. Klicken Sie auf OK.

Loschen von Zeitplanen

Sie kdnnen mit System Manager die Zeitplane I6schen, aus denen bestimmte Storage Management-Aufgaben
ausgefihrt werden.

Schritte
1. Klicken Sie Auf Schutz > Termine.

2. Wahlen Sie den zu I6schenden Zeitplan aus und klicken Sie auf Loschen.
3. Aktivieren Sie das Bestatigungsfeld, und klicken Sie dann auf Loschen.
Terminplane managen

Sie kdnnen viele Aufgaben konfigurieren (z. B. Volume Snapshot Kopien und Replikationen), um auf
bestimmten Zeitplanen ausgeflhrt zu werden. Zeitplane, die an bestimmten Zeitplanen ausgefiihrt werden,
werden aufgrund ihrer Ahnlichkeit zu UNIX als cron-Zeitplane bezeichnet cron Zeitplane. Zeitplane, die in
Intervallen ausgefuhrt werden, werden als interval-Zeitplane bezeichnet.

Es gibt folgende Moglichkeiten zur Verwaltung von Zeitplanen:

* Erstellen eines Cron-Zeitplans oder eines Intervallplans
* Anzeigen von Informationen zu allen Zeitplanen
+ Andern eines Cron-Zeitplans oder eines Intervallplans

» Loéschen eines Cron-Zeitplans oder eines Intervallplans

Sie kdnnen keinen Zeitplan l6schen, der derzeit von einem laufenden Job verwendet wird.

Der Cluster-Administrator kann alle Planungsverwaltungsaufgaben ausfihren.

Zeitplanfenster

Im Fenster ,Zeitplane” kdnnen Sie geplante Aufgaben verwalten, z. B. Erstellen, Anzeigen von Informationen
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Uber Zeitplane, Andern und Léschen.
Befehlsschaltflachen
* Erstellen
Offnet das Dialogfeld Zeitplan erstellen, in dem Sie zeitbasierte und Intervallzeitplane erstellen kénnen.
* Bearbeiten
Offnet das Dialogfeld Zeitplan bearbeiten, in dem Sie die ausgewahlten Zeitplane bearbeiten kénnen.
* Loschen
Offnet das Dialogfeld Zeitplan I6schen, in dem Sie die ausgewahlten Zeitplane léschen kdnnen.
« Aktualisieren

Aktualisiert die Informationen im Fenster.

Liste der Schichtplane

* Name
Gibt den Namen des Zeitplans an.
* Typ

Gibt den Typ des zeitbasierten Zeitplans oder Intervallbasierten an.

Detailbereich

Im Detailbereich werden Informationen dariber angezeigt, wann ein ausgewahlter Zeitplan ausgefiihrt wird.
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