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ISCSI-Konfiguration fur Windows

ISCSI-Konfiguration fiir Windows — Ubersicht

Uber die klassische Schnittstelle des ONTAP System Manager (ONTAP 9.7 und friiher)
konnen Sie den iSCSI-Service rasch auf einer Storage Virtual Machine (SVM) einrichten,
eine LUN bereitstellen und die LUN Uber einen iSCSI-Initiator auf einem Windows Host-
Computer zur Verfugung stellen.

Diese Verfahren basieren auf folgenden Annahmen:
 Sie verwenden den Microsoft iSCSI Software Initiator unter Windows Server 2008 oder Windows Server
2012.
* In lhrem Netzwerk werden IPv4-Adressen verwendet.
» Sie mochten logische Schnittstellen mit einer der folgenden Methoden Adressen zuweisen:
o Automatisch aus einem von lhnen definierten Subnetz
o Manuell unter Verwendung einer aus einem vorhandenen Subnetz ausgewahlten Adresse
o Manuell unter Verwendung einer Adresse, die einem vorhandenen Subnetz hinzugeflgt wird
« ISCSI-SAN-Start wird nicht konfiguriert.

Weitere Informationen zum Konfigurieren lhres spezifischen Hosts mit ONTAP finden Sie unter "ONTAP SAN-
Host-Konfiguration".

Weitere Informationen zur SAN-Administration finden Sie im "ONTAP 9 — Ubersicht tiber die SAN-
Administration"

Weitere Moglichkeiten dies in ONTAP zu tun

Zum Abschliel3en dieser Aufgabe verwenden Sie... Siehe...

Der neu gestaltete System Manager (verfligbar ab "Bereitstellen von SAN-Storage fir Windows Server"
9.7)

Die ONTAP Befehlszeilenschnittstelle (CLI) "LUN-Setup-Workflow mit der CLI"

ISCSI-Konfigurations- und Bereitstellungs-Workflow

Wenn Sie Storage Uber iSCSI fur einen Host zur Verflgung stellen, stellen Sie auf der
Storage Virtual Machine (SVM) ein Volume und eine LUN bereit. Anschlie3end stellen Sie
uber den Host eine Verbindung zur LUN her.


https://docs.netapp.com/us-en/ontap-sanhost/index.html
https://docs.netapp.com/us-en/ontap-sanhost/index.html
https://docs.netapp.com/us-en/ontap/san-admin/index.html
https://docs.netapp.com/us-en/ontap/san-admin/index.html
https://docs.netapp.com/us-en/ontap/task_san_provision_windows.html
https://docs.netapp.com/us-en/ontap/san-admin/lun-setup-workflow-concept.html
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Verify that the host can write to and read from the LUN.

Vergewissern Sie sich, dass die iISCSI-Konfiguration unterstiitzt wird

FUr einen zuverlassigen Betrieb mussen Sie sicherstellen, dass die gesamte iSCSI-

Konfiguration unterstitzt wird.

Schritte




1. Uberprifen Sie in der Interoperabilitats-Matrix, ob eine Kombination der folgenden Komponenten
unterstutzt wird:

o ONTAP Software

o Host-Computer-CPU-Architektur (fiir Standard-Rack-Server)
o Spezifisches Prozessor-Blade-Modell (fiir Blade Server)

o Storage-Protokoll (iSCSI)

o Windows-Betriebssystemversion

o Windows Unified Host Utilities

2. Klicken Sie auf den Konfigurationsnamen fir die ausgewahlte Konfiguration.
Details zu dieser Konfiguration werden im Fenster Konfigurationsdetails angezeigt.
3. Uberpriifen Sie die Informationen auf den folgenden Registerkarten:
o Hinweise
Listet wichtige Warnmeldungen und Informationen auf, die auf Ihre Konfiguration zugeschnitten sind.
Prufen Sie die Warnungen, um die Hotfixes zu ermitteln, die fur Ihr Betriebssystem erforderlich sind.
o Richtlinien und Richtlinien

Allgemeine Richtlinien fur alle SAN-Konfigurationen

Fullen Sie das iSCSI-Konfigurationsarbeitsblatt aus

Zur Durchfuhrung von iSCSI-Konfigurationsaufgaben sind iSCSI-IDs, Netzwerkadressen
und Informationen zur Storage-Konfiguration erforderlich.

ISCSI-IDs

Initiator (Host) iISCSI-Node-Name (IQN)
Ziel-Alias (optional)

Zielnetzwerkadressen

Die Storage Virtual Machine (SVM) ist das iSCSI-Ziel.

Sie bendtigen fur jeden Node im Cluster ein Subnetz mit zwei IP-Adressen fur iISCSI-Daten-LIFs. Fir
Hochverfligbarkeit sollte es zwei separate Netzwerke geben. Die spezifischen IP-Adressen werden von
ONTAP zugewiesen, wenn Sie die LIFs beim Erstellen der SVM erstellen.

Falls mdglich, separater iSCSI Traffic in separaten physischen Netzwerken oder in VLANSs.

Subnetz fir LIFs:



Node oder LIF IP-Adresse Netzwerkmaske Gateway VLAN-ID Home Port
mit Port zum
Switch

Node 1/LIF fur
Switch 1

Node 2/LIF zu
Switch 1

Node 3/LIF zu
Switch 1

Node 4/LIF zu
Switch 1

Node 1/LIF fir
Switch 2

Node 2/LIF zu
Switch 2

Node 3/LIF zu
Switch 2

Node 4/LIF zu
Switch 2

Storage-Konfiguration

Wenn das Aggregat und die SVM bereits erstellt sind, notieren Sie hier ihnre Namen. Andernfalls kdnnen Sie sie
nach Bedarf erstellen:

Node zu eigener LUN

Aggregatname

SVM-Name

LUN-Informationen

Die LUN-GroRe

Host-Betriebssystem

LUN-Name (optional)



Die LUN-GroRe
LUN-Beschreibung (optional)

SVM-Informationen

Falls Sie keine vorhandene SVM verwenden, miissen Sie flr die Erstellung einer neuen SVM die folgenden
Informationen bendtigen:

SVM-Name
IP-Speicherplatz fir SVM Aggregat fur SVM Root-Volume
SVM-Benutzername (optional) SVM-Passwort (optional)

SVM-Management-LIF (optional)
Subnetz:

IP-Adresse:

Netzwerkmaske:

Gateway:

Home-Node:

Notieren Sie den Namen des iSCSI-Initiator-Nodes

Sie mussen den iSCSI-Initiator-Knotennamen aus dem iSCSl-Initiator-Programm auf dem
Windows-Host aufzeichnen.

Schritte
1. Offnen Sie das Dialogfeld iSCSI-Initiator-Eigenschaften:

Sie verwenden... Navigieren Sie zu...

Windows Server 2012 oder Windows Server 2012  Server Manager > Dashboard > Tools > iSCSI-
R2 oder Windows Server 2016 Initiator > Konfiguration

Windows Server 2008, Windows Server 2008 R2 Start > Verwaltung > iSCSl-Initiator

2. Kopieren Sie den Wert Initiatorname oder Initiator Node Name in eine Textdatei oder schreiben Sie ihn
auf.

Die genaue Bezeichnung im Dialogfeld unterscheidet sich je nach Windows-Version. Der iSCSI-Initiator-
Node-Name sollte wie das folgende Beispiel aussehen:



ign.1991-05.com.microsoft:server3

Installieren Sie Windows Unified Host Utilities

Windows Unified Host Utilities umfassen ein Installationsprogramm, das die
erforderlichen Windows Registry- und HBA-Parameter festlegt, damit der Windows Host
die Storage-Systemverhalten von NetApp ONTAP und E-Series Plattformen korrekt
verarbeitet.

Bevor Sie beginnen
Sie mussen die folgenden Aufgaben ausgefihrt haben:

+ Uberpriifen Sie die unterstiitzte Konfiguration in der Interoperabilitats-Matrix
"NetApp Interoperabilitats-Matrix-Tool"

« Identifizierung aller erforderlichen Windows Hotfixes aus der Interoperabilitats-Matrix
"NetApp Interoperabilitats-Matrix-Tool"

* Flgen Sie die FCP-Lizenz hinzu und starten Sie den Ziel-Service

Uberprifen Sie Ihre Verkabelung

Detaillierte Informationen zu Verkabelung und Konfiguration finden Sie unter , SAN-Konfiguration® fiir Ihre
Version von ONTAP oder ,, Hardwareverkabelung® fiir Ihr E-Series Storage-System auf der NetApp
Support-Website.

Uber diese Aufgabe

Sie mussen angeben, ob Multipathing-Unterstltzung enthalt, wenn Sie das Windows Unified Host Utilities
Softwarepaket installieren. Wahlen Sie MPIO, wenn Sie mehr als einen Pfad vom Windows-Host oder
virtuellen Computer zum Speichersystem haben. Wahlen Sie nicht MPIO nur, wenn Sie einen einzelnen Pfad
zum Speichersystem verwenden.

@ Die MPIO-Auswahl ist fir Windows XP und Windows Vista-Systeme nicht verfiigbar. Multipath-
I/0 wird auf diesen Gast-Betriebssystemen nicht unterstitzt.

Fir Hyper-V-Gaste werden im Gastbetriebssystem keine RAW-Festplatten (Pass-Through) angezeigt, wenn
Sie Multipathing-Unterstlitzung wahlen. Sie kdnnen entweder RAW-Festplatten verwenden oder MPIO
verwenden, aber beide kénnen nicht im Gastbetriebssystem verwendet werden.

Siehe "Installation Von Windows Unified Host" Ausflihrliche Informationen finden Sie unter.

Schritte

1. Laden Sie die entsprechende Version der Windows Unified Host Utilities von der NetApp Support-Website
herunter.

"NetApp Support"

2. Fihren Sie die ausflihrbare Datei aus, und folgen Sie den Anweisungen auf dem Bildschirm.


https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://docs.netapp.com/us-en/ontap-sanhost/hu_wuhu_71.html
https://mysupport.netapp.com/site/global/dashboard

3. Starten Sie den Windows-Host neu, wenn Sie dazu aufgefordert werden.

Erstellen Sie ein Aggregat

Wenn Sie kein vorhandenes Aggregat verwenden mochten, konnen Sie ein neues
Aggregat erstellen, um dem Volume, das Sie bereitstellen, physischen Storage zur
Verfugung zu stellen.

Schritte

1. Geben Sie die URL ein https://IP-address-of-cluster-management-LIF Melden Sie sich in
einem Webbrowser bei System Manager mit den Anmeldedaten fiir den Cluster-Administrator an.

2. Navigieren Sie zum Fenster Aggregate.
3. Klicken Sie Auf Erstellen.

4. Befolgen Sie die Anweisungen auf dem Bildschirm, um das Aggregat mithilfe der standardmaRigen RAID-
DP-Konfiguration zu erstellen, und klicken Sie dann auf Erstellen.

Create Agaregate

To create an aggregate, select a disk type then specify the number of disks.

Mame: aggr2
&) Disk Type: SAS | Browse |
Number of Disks: 2 g Mzx: & fexcluding 1 hot spare), min: 3 for RAID-DP
RAID Configuration: RAID-DP; RAID group size of 16 disks Change
Mew Usable Capacity: 4.9588 TB (Estimated)
Ergebnisse

Das Aggregat wird mit der angegebenen Konfiguration erstellt und der Liste der Aggregate im Fenster
Aggregate hinzugefugt.

Legen Sie fest, wo das Volume bereitgestellt werden soll

Bevor Sie ein Volume bereitstellen, das die LUNs enthalt, missen Sie entscheiden, ob
Sie das Volume zu einer vorhandenen Storage Virtual Machine (SVM) hinzufigen oder
eine neue SVM fur das Volume erstellen mochten. Darliber hinaus missen Sie iSCSI
auch auf einer vorhandenen SVM konfigurieren.

Uber diese Aufgabe

Wenn eine vorhandene SVM bereits mit den erforderlichen Protokollen konfiguriert ist und Gber LIFs verfigt,
auf die Uber den Host zugegriffen werden kann, wird die Nutzung der vorhandenen SVM vereinfacht.

Sie kdnnen eine neue SVM erstellen, wodurch Daten oder eine Administration von anderen Benutzern des
Storage-Clusters getrennt werden. Ein Vorteil besteht darin, dass separate SVMs nur zur Trennung
verschiedener Protokolle genutzt werden kdnnen.



Verfahren

* Wenn Sie Volumes auf einer SVM bereitstellen mochten, die bereits fiir iISCSI konfiguriert ist, miissen Sie
Uberprifen, ob der iSCSI-Service ausgefihrt wird, und dann eine LUN auf der SVM erstellen.

"Uberpriifung, ob der iSCSI-Service auf einer vorhandenen SVM ausgefiihrt wird"
"Erstellen einer LUN"

* Wenn Sie Volumes auf einer vorhandenen SVM bereitstellen mdchten, fiir die iSCSI aktiviert, aber nicht
konfiguriert ist, konfigurieren Sie iISCSI auf der vorhandenen SVM.

"Konfigurieren von iSCSI auf einer vorhandenen SVM"

Dies ist der Fall, wenn Sie dieses Verfahren nicht zur Erstellung der SVM beim Konfigurieren eines
anderen Protokolls befolgt haben.

* Wenn Sie Volumes auf einer neuen SVM bereitstellen mochten, erstellen Sie die SVM.

"Erstellen einer neuen SVM"

Vergewissern Sie sich, dass der iSCSI-Service auf einer vorhandenen SVM ausgefiihrt wird

Wenn Sie eine vorhandene Storage Virtual Machine (SVM) verwenden mdchten, miussen
Sie Uberprifen, ob der iISCSI-Service auf der SVM ausgefihrt wird.

Bevor Sie beginnen
Sie mussen eine vorhandene SVM ausgewahlt haben, auf der Sie eine neue LUN erstellen méchten.

Schritte
1. Navigieren Sie zum Fenster SVMs.
2. Klicken Sie auf die Registerkarte SVM Settings.
3. Klicken Sie im Fenster Protokolle auf iSCSI.

4. Vergewissern Sie sich, dass der iSCSI-Dienst ausgefuhrt wird.

Service | Intistor Securly

4 Egd 0 seee | 6 Fatwan

BES] Sarvice O 5C5i e ranning

SCSI Targel Node lams ogri 155208 com nedappias Fadlad 22 et f 1o 382 TO0S050STEDLT va d

551 Target Llay SCH1

551 Interfaces

[

rwigic Insgrface T Tacgst Pornsl Group T P Address
scal_if_1 1] 1053334
el B 2 1929 10.53.32.5

5. Notieren Sie die fur die SVM aufgefiihrten iISCSI-Schnittstellen.



Nachste Schritte

Wenn der iSCSI-Dienst nicht ausgefiihrt wird, starten Sie den iSCSI-Service oder erstellen Sie eine neue SVM.

Wenn weniger als zwei iISCSI-Schnittstellen pro Node vorhanden sind, aktualisieren Sie die iISCSI-
Konfiguration auf der SVM oder erstellen Sie eine neue SVM fir iSCSI.

Erstellen einer LUN

Sie verwenden den Assistenten ,LUN erstellen®, um eine LUN zu erstellen. Der Assistent
erstellt auch die Initiatorgruppe und ordnet die LUN der Initiatorgruppe zu, sodass der
angegebene Host auf die LUN zugreifen kann.

Bevor Sie beginnen
* Es muss ein Aggregat mit genligend freiem Speicherplatz vorhanden sein, um die LUN zu enthalten.

* Es muss eine Storage Virtual Machine (SVM) vorhanden sein, bei der das iSCSI-Protokoll aktiviert ist und
die entsprechenden logischen Schnittstellen (LIFs) erstellt wurden.

» Sie mussen den iSCSI-Initiator-Knotennamen des Hosts aufgezeichnet haben.

LUNSs sind einem Teil der Initiatoren in der Initiatorgruppe zugeordnet, um die Anzahl der Pfade vom Host auf
die LUN zu begrenzen.

« Standardmafig verwendet ONTAP die selektive LUN-Zuordnung (Selective LUN Map, SLM), um den
Zugriff auf die LUN nur Uber Pfade auf den Node zu ermdglichen, der die LUN und seinen HA-Partner
(High Availability, Hochverfiigbarkeit) besitzt.

» Fur LUN-Mobilitat missen Sie weiterhin alle iSCSI LIFs auf jedem Node konfigurieren, falls die LUN auf
einen anderen Node im Cluster verschoben wird.

* Beim Verschieben eines Volumes oder einer LUN missen Sie die Liste der SLM-Reporting-Nodes vor dem
Verschieben &ndern.

Uber diese Aufgabe

Wenn |hre Organisation eine Namenskonvention hat, sollten Sie Namen fiir die LUN, das Volume usw.
verwenden, die zu Ihrem Ubereinkommen passen. Andernfalls sollten Sie die Standardnamen akzeptieren.

Schritte
1. Navigieren Sie zum Fenster LUNs.

2. Klicken Sie Auf Erstellen.
3. Wahlen Sie eine SVM aus, in der Sie die LUNs erstellen mochten.

Der Assistent LUN erstellen wird angezeigt.

4. Wahlen Sie auf der Seite Allgemeine Eigenschaften den LUN-Typ Windows 2008 oder hoher fur LUNSs,
die direkt vom Windows-Host verwendet werden, oder wahlen Sie Hyper-V fir LUNs mit virtuellen
Festplatten (VHDs) fir virtuelle Hyper-V-Maschinen.

Lassen Sie das Kontrollkdstchen Thin Provisioning nicht ausgewahlt.



g You can specify the sze of the LUM. Storage will be optimized according to the type selected.

Type: ‘Windows 2008 or later -

Size: 750 GB -
] Thin Provisioned

5. Wahlen Sie auf der Seite LUN Container ein vorhandenes FlexVol-Volume aus.

Sie mussen sicherstellen, dass genliigend Speicherplatz im Volume vorhanden ist. Falls in den
vorhandenen Volumes nicht gentigend Speicherplatz verfugbar ist, kdnnen Sie ein neues Volume erstellen.

6. Klicken Sie auf der Seite Initiatoren Mapping auf Initiatorgruppe hinzufiigen, geben Sie die
erforderlichen Informationen auf der Registerkarte Allgemein ein, und geben Sie dann auf der
Registerkarte Initiatoren den Namen des iSCSI-Initiator-Knotens des von lhnen notierten Hosts ein.

7. Bestatigen Sie die Details und klicken Sie dann auf Fertig stellen, um den Assistenten abzuschlieRen.
Verwandte Informationen

"Systemadministration”

Konfigurieren Sie iSCSI auf einer vorhandenen SVM

Sie kdnnen iSCSI auf einer vorhandenen Storage Virtual Machine (SVM) konfigurieren
und mit einem einzigen Assistenten eine LUN und das zugehdrige Volume erstellen. Das
iISCSI-Protokoll muss bereits aktiviert, aber nicht auf der SVM konfiguriert sein. Diese
Information richtet sich an SVMs, fur die Sie mehrere Protokolle konfigurieren, iSCSI
jedoch noch nicht konfiguriert sind.

Bevor Sie beginnen

Sie mussen Uber gentigend Netzwerkadressen verfiigen, um fir jeden Node zwei LIFs zu erstellen.

Uber diese Aufgabe

LUNSs sind einem Teil der Initiatoren in der Initiatorgruppe zugeordnet, um die Anzahl der Pfade vom Host auf
die LUN zu begrenzen.

* ONTAP verwendet eine selektive LUN-Zuordnung (Selective LUN Map, SLM), um die LUN nur durch Pfade
auf dem Node, der die LUN und deren HA-Partner besitzt, zuganglich zu machen.

» Fur LUN-Mobilitdt missen Sie weiterhin alle iISCSI LIFs auf jedem Node konfigurieren, falls die LUN auf
einen anderen Node im Cluster verschoben wird.

» Sie missen die Liste der SLM Reporting-Nodes andern, bevor Sie ein Volume oder eine LUN verschieben.

Schritte
1. Navigieren Sie zum Fenster SVMs.

2. Wahlen Sie die SVM aus, die Sie konfigurieren méchten.

3. Stellen Sie im Fenster SVMDetails sicher, dass iSCSI mit einem grauen Hintergrund angezeigt wird. Dies
bedeutet, dass das Protokoll aktiviert, aber nicht vollstandig konfiguriert ist.

10
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Wenn iSCSI mit griinem Hintergrund angezeigt wird, ist die SVM bereits konfiguriert.

Details

Protocols: MFS CIFS FCAFCoE 1505l

4. Klicken Sie auf den Protokolllink iSCSI mit dem grauen Hintergrund.
Das Fenster iSCSI-Protokoll konfigurieren wird angezeigt.
5. Konfigurieren Sie den iSCSI-Service und die LIFs auf der Seite iSCSI-Protokoll konfigurieren:

a. Geben Sie einen Alias-Namen fiir das Ziel ein.

b. Eingabe 2 Im Feld LIFs pro Node.

Fir jeden Node sind zwei LIFs erforderlich, um Verfliigbarkeit und Datenmobilitat zu gewahrleisten.

c. Weisen Sie den LIFs IP-Adressen entweder mit einem Subnetz oder ohne Subnetz zu.

d. Geben Sie im Bereich LUN bereitstellen fiir iSCSI-Speicher die gewtinschte LUN-Grole, den Host-
Typ und den iSCSl-Initiatornamen des Hosts ein.

e. Klicken Sie Auf Absenden & SchlieRen.

Configure New Protocol for Storage Virwal Machine (SYM]

Configure iSCSI protocol

?) Configure LIFs to access the data using 15051 protocol

Data Interface (LIF) Configuration

Target Alias wel_alias Provizian & LUM for iSCS| ctorage {(Optional):
LIFs Per Node; 5 LM Size: 50 GE | ™

(i T, Meiimrus &) LUN 05 Type: | Windows 2008 or later |
Azcign P Address Without & subnet T

Host [nitiatos | ign.2001-04.com_ axample;at
IP Addrese: 10.10.10.10  Change

Broadcast Domain: Default i

Adaprer Type MIC b

I Review or mad ify LIF configuration (Advanced Settings)

6. Uberpriifen Sie die Seite Zusammenfassung, notieren Sie die LIF-Informationen und klicken Sie dann auf
OK.

Erstellen einer neuen SVM

Die Storage Virtual Machine (SVM) stellt das iISCSI-Ziel bereit, Uber das ein Host auf
LUNs zugreift. Wenn Sie die SVM erstellen, erstellen Sie auch logische Schnittstellen
(LIFs) und die LUN und das zugehorige Volume. Sie kdnnen eine SVM erstellen, um die
Daten- und Administrationsfunktionen eines Benutzers von den anderen Benutzern in

11



einem Cluster zu trennen.

Bevor Sie beginnen

» Sie muUssen Uber gentigend Netzwerkadressen verfligen, um fiir jeden Node zwei LIFs zu erstellen.

Uber diese Aufgabe
LUNSs sind einem Teil der Initiatoren in der Initiatorgruppe zugeordnet, um die Anzahl der Pfade vom Host auf
die LUN zu begrenzen.

» Standardmafig verwendet ONTAP die selektive LUN-Zuordnung (Selective LUN Map, SLM), um den

Zugriff auf die LUN nur Uber Pfade auf dem Node zu erméglichen, der die LUN und deren HA-Partner
besitzt.

* FUr LUN-Mobilitat mussen Sie weiterhin alle iSCSI LIFs auf jedem Node konfigurieren, falls die LUN auf
einen anderen Node im Cluster verschoben wird.

» Beim Verschieben eines Volumes oder einer LUN missen Sie die Liste der SLM-Reporting-Nodes vor dem
Verschieben andern.

Schritte
1. Navigieren Sie zum Fenster SVMs.

2. Klicken Sie Auf Erstellen.
3. Erstellen Sie im Fenster Storage Virtual Machine (SVM) Setup die SVM:

Storage Virtual Machine { 5¥M] Setup

o (1) o
Enter SWh basic details

SVM Details

@ Specify a unigue nare and the data protocols for the SYA

SV Marne: wsll.example.cam

@ IPspace: R

(@ DataProtocalss W aFs W NFs W iscsl W OFOFRCoE T

@ Default Language: | CUTF-2[ cutf_2] 7

The language of the 2k specifles the default language encoding setting for the S7M and

Itswolumes. Usinga settingthat Incorporates UTF-& character encoding 15 recommended.

@ Security Style: MTFS 7

Root Aggregate:  data_D1_aggr h

a. Geben Sie einen eindeutigen Namen fir die SVM an.

Der Name muss entweder ein vollstandig qualifizierter Domanenname (FQDN) sein oder einer anderen
Konvention folgen, die eindeutige Namen in einem Cluster sicherstellt.

b. Wahlen Sie den IPspace aus, zu dem die SVM gehdrt.

12



g.

Wenn der Cluster nicht mehrere |IPspaces verwendet, wird der IPspace ,Default” verwendet.
Behalten Sie die standardmafige Auswahl des Volume-Typs bei.
Nur FlexVol Volumes werden mit SAN-Protokollen unterstitzt.

Wahlen Sie alle Protokolle aus, fiir die Sie Lizenzen haben, und die Sie moglicherweise auf der SVM
verwenden kdnnen, auch wenn Sie nicht alle Protokolle sofort konfigurieren méchten.

Wenn Sie sowohl NFS als auch CIFS beim Erstellen der SVM auswahlen, kénnen die beiden
Protokolle dieselben LIFs teilen. Das Hinzufligen dieser Protokolle zu einem spateren Zeitpunkt erlaubt
es ihnen nicht, LIFs gemeinsam zu nutzen.

Wenn CIFS eines der von Ihnen ausgewahlten Protokolle ist, wird der Sicherheitsstil auf NTFS
festgelegt. Andernfalls ist der Sicherheitsstil auf UNIX festgelegt.

Behalten Sie die Standardeinstellung C.UTF-8 bei.

Wahlen Sie das gewlinschte Root-Aggregat aus, das das SVM Root-Volume enthalten soll.
Das Aggregat fir das Daten-Volume wird spater separat ausgewahlt.

Klicken Sie Auf Absenden & Fortfahren.

Die SVM wird erstellt, die Protokolle sind jedoch noch nicht konfiguriert.

4. Wenn die Seite CIFS/NFS-Protokoll konfigurieren angezeigt wird, weil Sie CIFS oder NFS aktiviert
haben, klicken Sie auf Skip und konfigurieren Sie dann CIFS oder NFS spéter.

5. Konfigurieren Sie den iSCSI-Service und erstellen Sie LIFs, sowie die LUN und ihr enthaltenes Volume von
der Seite iSCSI-Protokoll konfigurieren:

a.

Optional: Geben Sie einen Alias-Namen fur das Ziel ein.

b. Weisen Sie den LIFs eine IP-Adresse mit einem Subnetz oder ohne Subnetz zu.

Eingabe 2 Im Feld LIFs pro Node.

Fir jeden Node sind zwei LIFs erforderlich, um Verfligbarkeit und Datenmobilitdt zu gewahrleisten.

Geben Sie im Bereich LUN bereitstellen fiir iSCSI-Speicher die gewlinschte LUN-Grof3e, den Host-
Typ und den iSCSI-Initiatornamen des Hosts ein.

Klicken Sie Auf Absenden & Fortfahren.
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Configure iSCSI protocol

'f__,' Configure LIFs to access the data using i5C51 protocol

Data Interface (LIF) Configuration

Provision @ LUM for i5C5l storage (Optionaly:

Target Aligs: we]_dligs

LIFs Per Mode: 2 LUM Size: E11] GE |¥
(AdFriarLRe T, AaxinmunT: & LUN O5 Type: Windows 2008 or later ¥

Assign [P Address: Without a subnet > Host Initiator: | iqn.2007-04.com.example:ab

IP Aaddress: 10.10.10010 Change
Broadcast Domain: Default 7

Adapter Type: MIC i

I Review or modify LIF configuration {Advanced Settings)
6. Wenn die Seite FC/FCoE-Protokoll konfigurieren angezeigt wird, weil Sie FC aktiviert haben, klicken Sie
auf Uberspringen und konfigurieren Sie spater FC.

7. Wenn die Option SVM Administration angezeigt wird, konfigurieren oder verschieben Sie die
Konfiguration eines separaten Administrators fir diese SVM:

> Klicken Sie auf Uberspringen und konfigurieren Sie einen Administrator spéter, falls gewiinscht.
o Geben Sie die gewlnschten Informationen ein und klicken Sie dann auf Absenden & Fortfahren.

8. Uberprifen Sie die Seite Zusammenfassung, notieren Sie die LIF-Informationen und klicken Sie dann auf
OK.

Starten Sie iSCSI-Sitzungen mit dem Ziel

Der Windows-Host muss Uber eine iSCSI-Verbindung zu jedem Knoten im Cluster
verfugen. Sie erstellen die Sitzungen vom Host aus, indem Sie das Dialogfeld iSCSI
Initiator Properties auf dem Host verwenden.

Bevor Sie beginnen

Sie mussen die IP-Adresse einer iISCSI-Daten-LIF auf der Storage Virtual Machine (SVM) kennen, die die LUN
enthalt, auf die Sie zugreifen.

Uber diese Aufgabe

In ONTAP muss der iSCSI-Host Uber Pfade zu jedem Node im Cluster verfiigen. Das native DSM wahlt die
besten Pfade aus. Wenn Pfade ausfallen, wahlt das native DSM alternative Pfade aus.

Die Schaltflachen und Beschriftungen im Dialogfeld iSCSI-Initiator-Eigenschaften variieren zwischen den
Windows-Versionen. Einige der Schritte in der Aufgabe enthalten mehr als eine Schaltflache oder einen
Namen. Sie sollten den Namen auswahlen, der mit der von lhnen verwendeten Windows-Version
Ubereinstimmt.

Schritte
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1.

10.

1.

12.
13.

Offnen Sie das Dialogfeld iSCSI-Initiator-Eigenschaften:

Fur... Klicken Sie Auf...

Windows Server 2012 Server Manager > Dashboard > Tools > iSCSI-
Initiator

Windows Server 2008 Start > Verwaltung > iSCSl-Initiator

. Klicken Sie auf der Registerkarte Discovery auf Discover Portal oder Add Portal und geben Sie dann die

IP-Adresse des iSCSI-Zielports ein.

. Wahlen Sie auf der Registerkarte Ziele das erkannte Ziel aus und klicken Sie dann auf Anmelden oder

Verbinden.

. Wahlen Sie Multi-Path aktivieren, wahlen Sie Diese Verbindung automatisch wiederherstellen, wenn

der Computer startet oder Diese Verbindung zur Liste der bevorzugten Ziele hinzufiigen und klicken
Sie dann auf Erweitert.

. Wahlen Sie fur * Local Adapter* Microsoft iSCSI Initiator.

Das folgende Beispiel stammt von Windows Server 2008:

. Wahlen Sie fir Source IP oder Initiator IP die IP-Adresse eines Ports auf demselben Subnetz oder VLAN

als einen der iSCSI-Ziel-LIFs aus.

. Behalten Sie die Standardwerte flr die Gbrigen Kontrollkastchen bei, und klicken Sie dann auf OK.

. Wahlen Sie auf der Registerkarte Ziele erneut dasselbe Ziel aus und klicken Sie dann auf Anmelden oder

Verbinden.

. Wahlen Sie Multi-Path aktivieren, wahlen Sie Diese Verbindung automatisch wiederherstellen, wenn

der Computer startet oder Diese Verbindung zur Liste der bevorzugten Ziele hinzufiigen und klicken
Sie dann auf Erweitert.

Wahlen Sie fur Source IP oder Initiator IP die IP-Adresse eines anderen Ports im Subnetz oder VLAN
eines anderen iSCSI Ziel LIF aus.

Wahlen Sie fir Zielportal die IP-Adresse der iSCSI-Zielschnittstelle aus, die dem Port entspricht, den Sie
gerade fiir Quell-IP ausgewahlt haben.

Behalten Sie die Standardwerte fir die Ubrigen Kontrollkastchen bei, und klicken Sie dann auf OK.

Wiederholen Sie die Schritte 8 bis 12, um eine Verbindung zu jedem verfligbaren Ziel-LIF zu herstellen.

Erkennen neuer Festplatten

LUNs auf Ihrer Storage Virtual Machine (SVM) werden dem Windows Host als
Festplatten angezeigt. Alle neuen Laufwerke flr LUNs, die Sie Ihrem System hinzufligen,
werden vom Host nicht automatisch erkannt. Sie missen Festplatten manuell neu
scannen, um sie zu ermitteln.

Schritte

1.

Offnen Sie das Windows Computer Management-Dienstprogramm:
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Sie verwenden... Navigieren Sie zu...

Windows Server 2012 Tools > Computerverwaltung
Windows Server 2008 Start > Verwaltung > Computerverwaltung
Windows Server 2016 Start > Verwaltungstools > Computerverwaltung

2. Erweitern Sie den Knoten Storage im Navigationsbaum.
3. Klicken Sie Auf Disk Management.
4. Klicken Sie Auf Aktion > Wiederanlaufplatten.

Initialisieren und formatieren Sie die LUN

Wenn der Windows-Host zum ersten Mal auf eine neue LUN zugreift, hat sie keine
Partition oder kein Dateisystem. Sie mussen die LUN initialisieren und optional mit einem
Dateisystem formatieren.

Bevor Sie beginnen
Die LUN muss vom Windows-Host erkannt worden sein.

Uber diese Aufgabe
LUNs werden in der Windows-Festplattenverwaltung als Festplatten angezeigt.

Sie kénnen den Datentrager als Basislaufwerk mit einer GPT- oder MBR-Partitionstabelle initialisieren.

Sie formatieren die LUN normalerweise mit einem Dateisystem wie NTFS, aber einige Applikationen
verwenden ,RAW Disks” statt.

Schritte
1. Starten Sie Windows Disk Management.

2. Klicken Sie mit der rechten Maustaste auf die LUN, und wahlen Sie dann den erforderlichen Festplatten-
oder Partitionstyp aus.

3. Befolgen Sie die Anweisungen im Assistenten.
Wenn Sie die LUN als NTFS formatieren méchten, missen Sie das Kontrollkédstchen Schnellformat
durchflihren auswahlen.
Vergewissern Sie sich, dass der Host schreiben und von der LUN lesen kann

Bevor Sie die LUN verwenden, sollten Sie uberprifen, ob der Host Daten auf die LUN
schreiben und sie zurucklesen kann.

Bevor Sie beginnen
Die LUN muss initialisiert und mit einem Dateisystem formatiert werden.

Uber diese Aufgabe
Wenn der Storage-Cluster-Node, auf dem die LUN erstellt wird, einen Failover auf den Partner-Node
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durchflihren kann, sollten Sie die Daten beim Failover des Node Uberpriifen. Dieser Test ist moglicherweise
nicht moglich, wenn das Storage-Cluster in Produktion verwendet wird.

Wenn einer der Tests fehlschlagt, sollten Sie Uberpriifen, ob der iISCSI-Service ausgefuhrt wird und die iSCSI-
Pfade zur LUN Uberprifen.

Schritte
1. Kopieren Sie auf dem Host eine oder mehrere Dateien auf die LUN.

2. Kopieren Sie die Dateien zurick in einen anderen Ordner auf der Originalfestplatte.
3. Vergleichen Sie die kopierten Dateien mit dem Original.

Sie kénnen das verwenden comp Befehl an der Windows-Eingabeaufforderung zum Vergleichen von zwei
Dateien.

4. Optional: Failover Uber den Speicher-Cluster-Knoten mit der LUN und Uberprifen Sie, dass Sie noch
Zugriff auf die Dateien auf der LUN.

5. Verwenden Sie das native DSM, um die Pfade zur LUN anzuzeigen und zu Uberprifen, ob Sie die
erwartete Anzahl von Pfaden haben.

Sie sollten zwei Pfade zum Storage-Cluster-Node, auf dem die LUN erstellt wird, und zwei Pfade zum
Partner-Node sehen.
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