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ISCSI-Konfigurations-Workflow

Wenn Sie Storage uber iSCSI einem ESXi Host zur Verfugung stellen, stellen Sie auf der
Storage Virtual Machine (SVM) mithilfe der Virtual Storage Console fur VMware vSphere
ein Volume und eine LUN bereit. Verbinden Sie dann uber den Host mit der LUN.



On the
ESX host

On the
storage
cluster

On the
ESX host

Verify that the entire configuration is supported.

v

Fill out the worksheet.

v

Install VSC for VMware vSphere on a Windows server.

v

Add the storage cluster to VSC, if necessary.

v

Configure your iSCSI network for best performance.

v

Configure the host iSCSI ports and vSwitches.

v

Enable the software iSC5| adapter.

v

Bind the iSCSI ports to the software i5C5! adapter.

v

Configure ESX server multipathing and best practice settings.

v

Create a new aggregate, if necessary.

Where to provision the volume?

|
Existing SVM with
iSCSI configured

v

1
Existing SVM with
i5CS| not configured

4

Verify that the iSCSI
service is running.

Configure iSCSI.

Create a new SVM.

Create a datastore and its containing LUN and volume.

v

Verify that the host can write to and read from the datastore.




Vergewissern Sie sich, dass die iSCSI-Konfiguration
unterstutzt wird

FUr einen zuverlassigen Betrieb mussen Sie sicherstellen, dass die gesamte iSCSI-
Konfiguration unterstutzt wird.

Schritte

1. Uberprifen Sie in der Interoperabilitats-Matrix, ob eine Kombination der folgenden Komponenten
unterstitzt wird:

o ONTAP Software

o Host-Computer-CPU-Architektur (fiir Standard-Rack-Server)
o Spezifisches Prozessor-Blade-Modell (fiir Blade Server)

o Storage-Protokoll (iSCSI)

o ESXi-Betriebssystemversion

o Typ und Version des Gast-Betriebssystems

o Virtual Storage Console (VSC) flir VMware vSphere Software
o Windows-Serverversion zum Ausfuhren von VSC

2. Klicken Sie auf den Konfigurationsnamen fur die ausgewahlte Konfiguration.
Details zu dieser Konfiguration werden im Fenster Konfigurationsdetails angezeigt.

3. Uberpriifen Sie die Informationen auf den folgenden Registerkarten:

o Hinweise
Listet wichtige Warnmeldungen und Informationen auf, die auf Ihre Konfiguration zugeschnitten sind.
o Richtlinien und Richtlinien

Allgemeine Richtlinien fur alle SAN-Konfigurationen

Fullen des iSCSI-Konfigurationsblatts aus

Sie bendtigen Netzwerkadressen und Speicherkonfigurationsinformationen, um iSCSI-
Konfigurationsaufgaben durchzufuhren.

Zielnetzwerkadressen

Die Storage Virtual Machine (SVM) ist das iSCSI-Ziel.

Sie bendtigen fur jeden Node im Cluster ein Subnetz mit zwei IP-Adressen fur iISCSI-Daten-LIFs. Fir
Hochverfiugbarkeit sollte es zwei separate Netzwerke geben. Die spezifischen |IP-Adressen werden von
ONTAP zugewiesen, wenn Sie die LIFs beim Erstellen der SVM erstellen.

Falls moglich, separater iSCSI Traffic in separaten physischen Netzwerken oder in VLANSs.

Subnetz flr LIFs:



Node oder LIF IP-Adresse Netzwerkmaske Gateway VLAN-ID Home Port
mit Port zum
Switch

Node 1/LIF fur
Switch 1

Node 2/LIF zu
Switch 1

Node 3/LIF zu
Switch 1

Node 4/LIF zu
Switch 1

Node 1/LIF fir
Switch 2

Node 2/LIF zu
Switch 2

Node 3/LIF zu
Switch 2

Node 4/LIF zu
Switch 2

Storage-Konfiguration

Wenn das Aggregat und die SVM bereits erstellt sind, notieren Sie hier ihnre Namen. Andernfalls kdnnen Sie sie
nach Bedarf erstellen:

Node zu eigener LUN

Aggregatname

SVM-Name

LUN-Informationen

Die LUN-GroRe
LUN-Name (optional)

LUN-Beschreibung (optional)



SVM-Informationen

Falls Sie keine vorhandene SVM verwenden, missen Sie fiir die Erstellung einer neuen SVM die folgenden
Informationen bendtigen:

SVM-Name
IP-Speicherplatz fir SVM Aggregat fur SVM Root-Volume
SVM-Benutzername (optional) SVM-Passwort (optional)

SVM-Management-LIF (optional)
Subnetz:

IP-Adresse:

Netzwerkmaske:

Gateway:

Home-Node:

Installation Der Virtual Storage Console

Virtual Storage Console fur VMware vSphere automatisiert viele der Konfigurations- und
Bereitstellungsaufgaben, die fur die Verwendung von NetApp iSCSI Storage mit einem
ESXi Host erforderlich sind. Virtual Storage Console ist ein Plug-in fur vCenter Server.

Bevor Sie beginnen

Sie mussen Uber Administratoranmeldedaten auf dem vCenter Server verfigen, der zum Verwalten des ESXi-
Hosts verwendet wird.

Uber diese Aufgabe

* Virtual Storage Console wird als virtuelle Appliance mit Funktionen wie Virtual Storage Console, vStorage
APIs for Storage Awareness (VASA) Provider und Storage Replication Adapter (SRA) fur VMware vSphere
installiert.

Schritte

1. Laden Sie die fir Ihre Konfiguration unterstitzte Version der Virtual Storage Console herunter, wie im
Interoperabilitats-Matrix-Tool dargestellt.

"NetApp Support"

2. Implementieren Sie die virtuelle Appliance und konfigurieren Sie sie gemaf den Schritten im Deployment
and Setup Guide.


https://mysupport.netapp.com/site/global/dashboard

Fugen Sie das Storage-Cluster oder SVM zu VSC fur
VMware vSphere hinzu

Bevor Sie den ersten Datastore fur einen ESXi Host in Inrem Datacenter bereitstellen
konnen, mussen Sie den Cluster oder eine spezifische Storage Virtual Machine (SVM)
zur Virtual Storage Console fur VMware vSphere hinzufiigen. Durch Hinzufigen des
Clusters konnen Sie Storage auf einer beliebigen SVM im Cluster bereitstellen.

Bevor Sie beginnen
Sie mussen Uber Administratoranmeldedaten fiir das Storage-Cluster oder die hinzugefiigte SVM verfugen.

Uber diese Aufgabe

Je nach Konfiguration wurde dieses Cluster moglicherweise automatisch erkannt oder wurde bereits
hinzugefugt.

Schritte
1. Melden Sie sich beim vSphere Web Client an.

2. Wahlen Sie Virtual Storage Console.
3. Wahlen Sie Speichersysteme und klicken Sie dann auf das Symbol Hinzufiigen.

4. Geben Sie im Dialogfeld Storage-System hinzufiigen den Hostnamen und die
Administratoranmeldeinformationen fir den Storage-Cluster oder die SVM ein, und klicken Sie dann auf
OK.

Konfigurieren Sie Ihr Netzwerk fur optimale Leistung

Ethernet-Netzwerke unterscheiden sich in ihrer Leistung stark. Sie konnen die Leistung
des fur iSCSI verwendeten Netzwerks maximieren, indem Sie bestimmte
Konfigurationswerte auswahlen.

Schritte
1. Verbinden Sie den Host und die Speicher-Ports mit dem gleichen Netzwerk.

Am besten mit den gleichen Switches verbinden. Routing sollte niemals verwendet werden.

2. Wahlen Sie die verfligbaren Ports mit der hdchsten Geschwindigkeit aus und weisen Sie sie iISCSI zu.
10 GbE-Ports sind am besten. 1-GbE-Ports sind das Minimum.

3. Deaktivieren Sie die Ethernet-Flusssteuerung fur alle Ports.

Sie sollten es sehen "ONTAP 9 Netzwerkmanagement" Zum Konfigurieren der Ethernet-Port-
Flusssteuerung uber die CLI.

4. Aktivieren von Jumbo Frames (in der Regel MTU von 9000).

Alle Gerate im Datenpfad, einschlief3lich Initiatoren, Ziele und Switches, missen Jumbo Frames
unterstitzen. Andernfalls verringert die Aktivierung von Jumbo Frames die Netzwerk-Performance
erheblich.


https://docs.netapp.com/us-en/ontap/networking/index.html

Konfigurieren Sie die Host-iSCSI-Ports und vSwitches
Der ESXi-Host bendtigt Netzwerkports fiir die iSCSI-Verbindungen zum Storage-Cluster.

Uber diese Aufgabe

Es wird empfohlen, IP Hash als NIC Teaming Policy zu verwenden, fur die ein einziger VMkernel Port auf
einem einzelnen vSwitch erforderlich ist.

Die fur iSCSI verwendeten Host-Ports und Speicher-Cluster-Ports miissen IP-Adressen im selben Subnetz
haben.

In dieser Aufgabe werden die allgemeinen Schritte zur Konfiguration des ESXi-Hosts aufgelistet. Weitere
detaillierte Anweisungen finden Sie in der VMware Publikation VMware vSphere Storage flr Ihre ESXi Version.

"VMware"

Schritte

1. Melden Sie sich beim vSphere-Client an, und wahlen Sie dann den ESXi-Host aus dem Bereich Inventar
aus.

2. Klicken Sie auf der Registerkarte Verwalten auf Networking.

3. Klicken Sie auf Add Networking und wahlen Sie dann VMkernel und Create a vSphere Standard Switch
aus, um den VMkernel Port und vSwitch zu erstellen.

4. Konfigurieren Sie Jumbo Frames fir den vSwitch (MTU-Grée von 9000, falls verwendet).

5. Wiederholen Sie den vorherigen Schritt, um einen zweiten VMkernel Port und vSwitch zu erstellen.

Aktivieren Sie den iSCSI-Softwareadapter

Der iSCSI-Softwareadapter erstellt die iISCSI-Verbindung auf dem ESXi-Host. Sie ist in
das Betriebssystem integriert, muss jedoch erst aktiviert sein, bevor sie verwendet
werden kann.

Bevor Sie beginnen

Auf Ihrer Workstation muss ein VMware vSphere Client installiert sein, oder Sie missen Zugriff auf einen
vSphere Web Client haben.

Schritte
. Melden Sie sich beim vSphere Client an.

—_

2. Wahlen Sie im Bereich Inventar den ESX-Host aus.
3. Klicken Sie Auf Konfiguration > Speicheradapter.
4. Wahlen Sie den iSCSI-Software-Adapter aus, und klicken Sie auf Eigenschaften > Konfigurieren.
5. Wahlen Sie aktiviert und klicken Sie dann auf OK.

Binden Sie iSCSI-Ports an den iSCSI-Software-Adapter

Die fur iSCSI erstellten Ports mussen dem iSCSI-Software-Adapter zur Unterstltzung
von Multipathing zugeordnet werden.


http://www.vmware.com

Bevor Sie beginnen
* Die iSCSI VMkernel-Ports missen erstellt werden.

» Der iSCSI-Software-Adapter muss auf dem ESXi-Host aktiviert sein.

Uber diese Aufgabe
Sie kénnen die iISCSI-Ports mit dem vSphere-Client binden.

Detaillierte Anweisungen finden Sie unter VMware vSphere Storage fir Ihre Version von ESXi 5 von VMware.
"VMware"

Schritte

1. Binden Sie den ersten iSCSI-Port an den iSCSI-Software-Adapter, indem Sie im vSphere Client die
Registerkarte Network Port Binding des iSCSI-Software-Adapters Adapterdetails verwenden.

2. Binden Sie den zweiten iISCSI-Port an den iSCSI-Software-Adapter.

Konfigurieren Sie die Best Practice-Einstellungen fur den
ESXi Host

Sie mussen sicherstellen, dass das Host-Multipathing und die Best Practice-
Einstellungen korrekt sind, damit der ESXi Host den Verlust einer iSCSI-Verbindung oder
eines Storage-Failover-Ereignisses korrekt managen kann.

Schritte
1. Klicken Sie auf der VMware vSphere Web Client Home Seite auf vCenter > Hosts.

2. Klicken Sie mit der rechten Maustaste auf den Host und wahlen Sie dann Aktionen > NetApp VSC > Set
Empfohlene Werte aus.

3. Stellen Sie im Dialogfeld NetApp Recommended Settings sicher, dass alle Optionen ausgewabhlt sind,
und klicken Sie dann auf OK.

Der vCenter Web Client zeigt den Fortschritt der Aufgabe an.

Erstellen Sie ein Aggregat

Wenn Sie kein vorhandenes Aggregat verwenden mochten, konnen Sie ein neues
Aggregat erstellen, um dem Volume, das Sie bereitstellen, physischen Storage zur
Verfugung zu stellen.

Schritte

1. Geben Sie die URL ein https://IP-address-of-cluster-management-LIF Melden Sie sich in
einem Webbrowser bei System Manager mit den Anmeldedaten fiir den Cluster-Administrator an.

2. Navigieren Sie zum Fenster Aggregate.
3. Klicken Sie Auf Erstellen.

4. Befolgen Sie die Anweisungen auf dem Bildschirm, um das Aggregat mithilfe der standardmaRigen RAID-
DP-Konfiguration zu erstellen, und klicken Sie dann auf Erstellen.


http://www.vmware.com

Create Agaregate

To create an aggregate, select a disk type then specify the number of dizks.

Mame: aggr?
ﬁ Disk Type: SAS |-Browse |
Mumber of Disks: 8 g Mzx: & fexcluding 1 hot spare), min: 5 for RAID-DP
RAID Configuration: RAID-OP; RAID group size of 16 disks Change
Mew Usable Capacity: 4988 TB (Estimated)
Ergebnisse

Das Aggregat wird mit der angegebenen Konfiguration erstellt und der Liste der Aggregate im Fenster
Aggregate hinzugefugt.

Legen Sie fest, wo das Volume bereitgestellt werden soll

Bevor Sie ein Volume bereitstellen, das die LUNs enthalt, missen Sie entscheiden, ob
Sie das Volume zu einer vorhandenen Storage Virtual Machine (SVM) hinzufigen oder
eine neue SVM fur das Volume erstellen mochten. Darliber hinaus missen Sie iSCSI
auch auf einer vorhandenen SVM konfigurieren.

Uber diese Aufgabe

Wenn eine vorhandene SVM bereits mit den erforderlichen Protokollen konfiguriert ist und Gber LIFs verfigt,
auf die Uber den Host zugegriffen werden kann, wird die Nutzung der vorhandenen SVM vereinfacht.

Sie kdnnen eine neue SVM erstellen, wodurch Daten oder eine Administration von anderen Benutzern des
Storage-Clusters getrennt werden. Ein Vorteil besteht darin, dass separate SVMs nur zur Trennung
verschiedener Protokolle genutzt werden kdnnen.

Verfahren

* Wenn Sie Volumes auf einer SVM bereitstellen mochten, die bereits fiir iISCSI konfiguriert ist, miissen Sie
Uberprifen, ob der iISCSI-Service ausgefihrt wird.

"Uberpriifung, ob der iSCSI-Service auf einer vorhandenen SVM ausgefiihrt wird"

* Wenn Sie Volumes auf einer vorhandenen SVM bereitstellen mdchten, fir die iISCSI aktiviert, aber nicht
konfiguriert ist, konfigurieren Sie iISCSI auf der vorhandenen SVM.

"Konfigurieren von iSCSI auf einer vorhandenen SVM"

Dies ist der Fall, wenn Sie dieses Verfahren nicht zur Erstellung der SVM beim Konfigurieren eines
anderen Protokolls befolgt haben.

» Falls Sie Volumes auf einer neuen SVM bereitstellen mochten, "Erstellen einer neuen SVM".



Vergewissern Sie sich, dass der iISCSI-Service auf einer vorhandenen SVM
ausgefuihrt wird

Wenn Sie eine vorhandene Storage Virtual Machine (SVM) verwenden mochten, mussen
Sie Uberprifen, ob der iISCSI-Service auf der SVM ausgefuhrt wird.

Bevor Sie beginnen
Sie mussen eine vorhandene SVM ausgewahlt haben, auf der Sie eine neue LUN erstellen méchten.

Schritte
1. Navigieren Sie zum Fenster SVMs.

2. Klicken Sie auf die Registerkarte SVM Settings.
3. Klicken Sie im Fenster Protokolle auf iSCSI.

4. Vergewissern Sie sich, dass der iSCSI-Dienst ausgefuhrt wird.
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5. Notieren Sie die fur die SVM aufgefihrten iSCSI-Schnittstellen.

Nachste Schritte

Wenn der iSCSI-Dienst nicht ausgefiihrt wird, starten Sie den iISCSI-Service oder erstellen Sie eine neue SVM.

Wenn weniger als zwei iSCSI-Schnittstellen pro Node vorhanden sind, aktualisieren Sie die iISCSI-
Konfiguration auf der SVM oder erstellen Sie eine neue SVM fir iSCSI.

Konfigurieren Sie iSCSI auf einer vorhandenen SVM

ISCSI kann auf einer vorhandenen Storage Virtual Machine (SVM) konfiguriert werden.
Das iSCSI-Protokoll muss bereits aktiviert, aber nicht auf der SVM konfiguriert sein.
Diese Information richtet sich an SVMs, fur die Sie mehrere Protokolle konfigurieren,
iISCSI jedoch noch nicht konfiguriert sind.

Bevor Sie beginnen

Sie mussen Uber gentigend Netzwerkadressen verfiigen, um fir jeden Node zwei LIFs zu erstellen.

Schritte
1. Navigieren Sie zum Fenster SVMs.

2. Wabhlen Sie die SVM aus, die Sie konfigurieren méchten.
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3. Uberpriifen Sie im Fensterbereich SVM Details, ob iSCSI mit einem grauen Hintergrund angezeigt wird.
Dies bedeutet, dass das Protokoll aktiviert, aber nicht vollstandig konfiguriert ist.

Wenn iSCSI mit griinem Hintergrund angezeigt wird, ist die SVM bereits konfiguriert.

Details

Protocaols: MFS CIFS FCARCoE i5C5l

4. Klicken Sie auf den Protokolllink iSCSI mit dem grauen Hintergrund.
Das Fenster iSCSI-Protokoll konfigurieren wird angezeigt.

5. Konfigurieren Sie den iSCSI-Service und die LIFs auf der Seite iSCSI-Protokoll konfigurieren:
a. Geben Sie einen Alias-Namen fir das Ziel ein.

b. Eingabe 2 Im Feld LIFs pro Node.
Fir jeden Node sind zwei LIFs erforderlich, um Verfiigbarkeit und Datenmobilitdt zu gewahrleisten.

c. Weisen Sie den LIFs IP-Adressen entweder mit einem Subnetz oder ohne Subnetz zu.

d. Ignorieren Sie den optionalen Bereich Bereitstellen einer LUN fiir iSCSI-Speicher, da die LUN in
einem spateren Schritt von der virtuellen Speicherkonsole fir VMware vSphere bereitgestellt wird.

e. Klicken Sie Auf Absenden & SchlieRen.

6. Uberpriifen Sie die Seite Zusammenfassung, notieren Sie die LIF-Informationen und klicken Sie dann auf
OK.

Erstellen einer neuen SVM

Die Storage Virtual Machine (SVM) stellt das iISCSI-Ziel bereit, Uber das ein Host auf
LUNs zugreift. Bei der Erstellung der SVM erstellen Sie auch logische Schnittstellen
(LIFs), die Pfade zur LUN bereitstellen. Sie konnen eine SVM erstellen, um die Daten-
und Administrationsfunktionen eines Benutzers von den anderen Benutzern in einem
Cluster zu trennen.

Bevor Sie beginnen
+ Sie missen Uber genligend Netzwerkadressen verfligen, um fir jeden Node zwei LIFs zu erstellen.

Schritte
1. Navigieren Sie zum Fenster SVMs.

2. Klicken Sie Auf Erstellen.
3. Erstellen Sie im Fenster Storage Virtual Machine (SVM) Setup die SVM:

a. Geben Sie einen eindeutigen Namen flr die SVM an.

Der Name muss entweder ein vollstandig qualifizierter Domanenname (FQDN) sein oder einer anderen
Konvention folgen, die eindeutige Namen in einem Cluster sicherstellt.

b. Wahlen Sie den IPspace aus, zu dem die SVM gehdrt.

Wenn der Cluster nicht mehrere IPspaces verwendet, wird der IPspace ,Default” verwendet.

11



c. Behalten Sie die standardmaRige Auswahl des Volume-Typs bei.
Nur FlexVol Volumes werden mit SAN-Protokollen unterstitzt.

d. Wahlen Sie alle Protokolle aus, fiir die Sie Lizenzen haben, und die Sie mdglicherweise auf der SVM
verwenden konnen, auch wenn Sie nicht alle Protokolle sofort konfigurieren méchten.

Wenn Sie sowohl NFS als auch CIFS beim Erstellen der SVM auswahlen, kdbnnen die beiden
Protokolle dieselben LIFs teilen. Das Hinzuflgen dieser Protokolle zu einem spateren Zeitpunkt erlaubt
es ihnen nicht, LIFs gemeinsam zu nutzen.

Wenn CIFS eines der von lhnen ausgewahlten Protokolle ist, wird der Sicherheitsstil auf NTFS
festgelegt. Andernfalls ist der Sicherheitsstil auf UNIX festgelegt.
e. Behalten Sie die Standardeinstellung C.UTF-8 bei.

f. Wahlen Sie das gewlnschte Root-Aggregat aus, das das SVM Root-Volume enthalten soll.
Das Aggregat fir das Daten-Volume wird spater separat ausgewahit.

g. Klicken Sie Auf Absenden & Fortfahren.
Die SVM wird erstellt, die Protokolle sind jedoch noch nicht konfiguriert.
4. Wenn die Seite CIFS/NFS-Protokoll konfigurieren angezeigt wird, weil Sie CIFS oder NFS aktiviert
haben, klicken Sie auf Skip und konfigurieren Sie dann CIFS oder NFS spater.
5. Konfigurieren Sie den iSCSI-Service und erstellen Sie LIFs auf der Seite iSCSI-Protokoll konfigurieren:
a. Geben Sie einen Alias-Namen fiir das Ziel ein.
b. Weisen Sie den LIFs eine IP-Adresse mit einem Subnetz oder ohne Subnetz zu.
C. Eingabe 2 Im Feld LIFs pro Node.
Fir jeden Node sind zwei LIFs erforderlich, um Verfiigbarkeit und Datenmobilitat zu gewahrleisten.
d. Uberspringen Sie den optionalen LUN bereitstellen fiir iSCSI Speicher Bereich, da die LUN von der
virtuellen Speicherkonsole fir VMware vSphere in einem spateren Schritt bereitgestellt wird.

e. Klicken Sie Auf Absenden & Fortfahren.

6. Wenn die Seite FC/FCoE-Protokoll konfigurieren angezeigt wird, weil Sie FC aktiviert haben, klicken Sie
auf Uberspringen und konfigurieren Sie spater FC.

7. Wenn die Option SVM Administration angezeigt wird, konfigurieren oder verschieben Sie die
Konfiguration eines separaten Administrators fir diese SVM:

> Klicken Sie auf Uberspringen und konfigurieren Sie einen Administrator spéter, falls gewiinscht.
o Geben Sie die gewlinschten Informationen ein und klicken Sie dann auf Absenden & Fortfahren.

8. Uberpriifen Sie die Seite Zusammenfassung, notieren Sie die LIF-Informationen und klicken Sie dann auf
OK.

Testen Sie die iSCSI-Pfade vom Host zum Storage-Cluster

Fur ein erfolgreiches Storage-Failover und Datenmobilitat mussen Sie sicherstellen, dass
zwei Pfade vom Host zu jedem Node im Storage-Cluster vorhanden sind. Da die Anzahl
der vom iSCSI-Ziel angekundigten Pfade begrenzt ist, mussen Sie die Speicher-Cluster-

12



Ports vom Host pingen.

Bevor Sie beginnen

Sie mussen die IP-Adresse oder den Host-Namen aller logischen Schnittstellen (LIFs) kennen, die fir iSCSI-
Pfade verwendet werden sollen.

Uber diese Aufgabe

LUNSs sind einem Teil der Initiatoren in der Initiatorgruppe zugeordnet, um die Anzahl der Pfade vom Host auf
die LUN zu begrenzen.

» StandardmafRig sind fur den Host nur Pfade vom Host zum Node sichtbar, der die Storage Virtual Machine
(SVM) enthalt, auf der die LUN erstellt wurde, und Pfade zum HA-Partner des entsprechenden Node.

« Sie missen weiterhin Pfade vom Host zu jedem Node im Cluster erstellen und testen. Der Host kann aber
nur auf die Pfade auf dem Eigentimer-Node und dessen HA-Partner zugreifen.

» Sie sollten das Standardverhalten der LUN-Zuordnung verwenden.

Flgen Sie in anderen HA-Paaren nur Nodes zur LUN-Zuordnung hinzu, um die LUN zu einem anderen
Node zu verschieben.

Schritte

1. Verwenden Sie vom ESXi-Host das ping Befehl zum Uberpriifen des Pfads zur ersten logischen
Schnittstelle.

Der ping Der Befehl ist Giber die ESXi Service-Konsole verfligbar.

2. Wiederholen Sie den ping Befehl zum Uberpriifen der Verbindung zu jeder iSCSI-LIF auf jedem Node im
Cluster.

Verwandte Informationen

"VMware KB Artikel 1003486: Testen der Netzwerkverbindung mit dem Ping-Befehl"

Stellen Sie einen Datenspeicher bereit und erstellen Sie
dessen LUN und Volume, die enthalten

Ein Datastore enthalt Virtual Machines und deren VMDKs auf dem ESXi Host. Der
Datastore auf dem ESXi-Host wird auf einer LUN auf dem Storage-Cluster bereitgestellt.

Bevor Sie beginnen

Virtual Storage Console for VMware vSphere (VSC) muss installiert und beim vCenter Server registriert
werden, der den ESXi Host verwaltet.

VSC muss Uber ausreichende Anmeldedaten fur Cluster oder Storage Virtual Machine (SVM) verfigen, um die
LUN und das Volume zu erstellen.

Uber diese Aufgabe

VSC automatisiert die Datastore-Bereitstellung, einschliellich der Erstellung von LUNs und Volumes auf der
angegebenen SVM.

Schritte

13
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1. Klicken Sie auf der Seite vSphere Web Client Home auf Hosts und Cluster.

2. Erweitern Sie im Navigationsbereich das Datacenter, an dem Sie den Datenspeicher bereitstellen
mochten.

3. Klicken Sie mit der rechten Maustaste auf den ESXi-Host und wahlen Sie dann NetApp VSC > Provision
Datastore aus.

Alternativ kdnnen Sie bei der Bereitstellung auch mit der rechten Maustaste auf das Cluster klicken, um
den Datenspeicher allen Hosts im Cluster zur Verfiigung zu stellen.

4. Geben Sie die erforderlichen Informationen im Assistenten ein:

1 HetApp Datastore Provisioning Wizard kT3

iy 1 Name and type

2 Storage system

Specily the name and type of datastore you want to provision,

} Datails You will be able 1o select the storage system for your datasiore in the ned page of this wizard

4 Ready 0 complala

Nams « |ESx_1_Ds2 |
Typa & 1 NF3 = WHFS
VMFS Protocol | % [ FCFCoE *) I3CS

Select the storage capability profile you want to use 1o provision a new datastore.

Storage Capability Profile * | Mong - |

Haxt CancH

o Wabhlen Sie als Datenspeichertyp VMFS aus.

o Wahlen Sie als VMFS-Protokoll iSCSI aus.

o Wabhlen Sie als Storage Capability Profile * Keine* aus.
o Wabhlen Sie das Feld fir Thin Provisioning aus.

o Aktivieren Sie das Kontrollkastchen * Neues Volume erstellen*.

Vergewissern Sie sich, dass der Host schreiben und von
der LUN lesen kann

Bevor Sie die LUN verwenden, sollten Sie uberprifen, ob der Host Daten auf die LUN
schreiben und sie zurucklesen kann.

Uber diese Aufgabe

Wenn der Cluster-Node, auf dem die LUN erstellt wurde, einen Failover auf seinen Partner-Node durchfihren
kann, sollten Sie die Daten beim Failover des Node Uberprifen. Dieser Test ist mdglicherweise nicht moglich,
wenn das Cluster sich in Produktionsumgebungen befindet.

Schritte
1. Klicken Sie auf der Seite vSphere Web Client Home auf Hosts und Cluster.

2. Klicken Sie im Navigationsbereich auf die Registerkarte Storage.
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3. Erweitern Sie das Rechenzentrum, und wahlen Sie dann den neuen Datastore aus.

4. Klicken Sie im mittleren Fenster auf Verwalten > Dateien.
Der Inhalt des Datastore wird angezeigt.

5. Erstellen Sie einen neuen Ordner im Datastore, und laden Sie eine Datei in den neuen Ordner hoch.
Méglicherweise missen Sie das Client Integration Plug-in installieren.

6. Stellen Sie sicher, dass Sie auf die gerade verfasste Datei zugreifen kdnnen.

7. Optional: Failover Uiber den Clusterknoten, der die LUN enthalt, und Gberprifen Sie, ob Sie weiterhin eine
Datei schreiben und lesen kdonnen.

Wenn einer der Tests fehlschlagt, Uberprifen Sie, ob der iISCSI-Service auf dem Storage-Cluster
ausgefuhrt wird, und Uberprifen Sie die iISCSI-Pfade zur LUN.

8. Optional: Wenn Sie Uber den Cluster-Knoten gescheitert sind, stellen Sie sicher, den Knoten wieder zu
geben und alle LIFs an ihre Home-Ports zuriickzugeben.

9. Zeigen Sie bei einem ESXi-Cluster den Datenspeicher von jedem ESXi-Host im Cluster an und tberprtifen
Sie, ob die hochgeladene Datei angezeigt wird.

Verwandte Informationen

"Hochverfugbarkeits-Management"
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