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NFS-Konfiguration

Uberblick liber die NFS-Konfiguration

Uber die klassische Schnittstelle des ONTAP System Managers (ONTAP 9.7 und friiher)
konnen Sie den NFS-Zugriff auf ein neues Volume entweder auf einer neuen oder
vorhandenen Storage Virtual Machine (SVM) schnell einrichten.

Gehen Sie folgendermalen vor, wenn Sie den Zugriff auf ein Volume wie folgt konfigurieren mdchten:

» Der NFS-Zugriff erfolgt iber NFSv3, nicht NFSv4 oder NFSv4.1.
» Sie mOchten Best Practices verwenden und nicht alle verfigbaren Optionen erkunden.
* Im Datennetzwerk wird der Standard-IPspace, die Standard-Broadcast-Doméane und die Standard-

Failover-Gruppe verwendet.

Wenn |hr Datennetzwerk fest zugeordnet ist, stellen diese Standardobjekte sicher, dass bei einem
Verbindungsausfall LIFs ein ordnungsgemaler Failover erfolgt. Wenn Sie die Standardobjekte nicht
verwenden, sollten Sie auf lesen "Dokumentation Des Netzwerkmanagements" Weitere Informationen zur

Konfiguration von LIF-Pfad-Failover.

« Zum Sichern des neuen Volumes werden UNIX-Dateiberechtigungen verwendet.

+ LDAP wird, sofern verwendet, von Active Directory bereitgestellt.

Wenn Sie Details zu den ONTAP NFS-Protokollfunktionen benétigen, lesen Sie den "NFS-Referenzibersicht".

Weitere Moglichkeiten dies in ONTAP zu tun

So fuhren Sie diese Aufgaben durch: Siehe...

Der neu gestaltete System Manager (verfligbar ab "Stellen Sie mithilfe von NFS NAS-Storage fur Linux-
ONTAP 9.7) Server bereit"

Die ONTAP Befehlszeilenschnittstelle "Uberblick tber die NFS-Konfiguration mit der CLI"

NFS-Konfigurationsworkflow

Bei der Konfiguration von NFS mussen optional ein Aggregat erstellt und anschliel3end
ein Workflow ausgewahlt werden, der auf lhre Zielvorgabe zugeschnitten ist: Erstellung
einer neuen SVM mit NFS-Aktivierung, Konfiguration des NFS-Zugriffs auf eine
vorhandene SVM oder das Hinzufugen eines NFS-Volumes zu einer vorhandenen SVM,

die bereits vollstandig fir NFS-Zugriff konfiguriert ist.

Erstellen Sie ein Aggregat

Wenn Sie kein vorhandenes Aggregat verwenden mochten, konnen Sie ein neues
Aggregat erstellen, um dem Volume, das Sie bereitstellen, physischen Storage zur
Verfugung zu stellen.


https://docs.netapp.com/us-en/ontap/networking/index.html
https://docs.netapp.com/us-en/ontap/nfs-admin/index.html
https://docs.netapp.com/us-en/ontap/task_nas_provision_linux_nfs.html
https://docs.netapp.com/us-en/ontap/task_nas_provision_linux_nfs.html
https://docs.netapp.com/us-en/ontap/nfs-config/index.html

Uber diese Aufgabe
Wenn Sie ein vorhandenes Aggregat verwenden mdchten, kdnnen Sie dieses Verfahren Gberspringen.

Schritte

1. Geben Sie die URL ein https://IP-address-of-cluster-management-LIF Melden Sie sich in
einem Webbrowser bei System Manager mit den Anmeldedaten fiir den Cluster-Administrator an.

2. Navigieren Sie zum Fenster Aggregate.
3. Klicken Sie Auf Erstellen.

4. Befolgen Sie die Anweisungen auf dem Bildschirm, um das Aggregat mithilfe der standardmaRigen RAID-
DP-Konfiguration zu erstellen, und klicken Sie dann auf Erstellen.

Create Aggregate

To create an aggregate, select a disk type then specify the number of disks.

MNarme: aggr2
&) Disk Type: SAS | Browse |
Mumber of Disks: 3 g Mzx: 8 (excluding 1 hot spare), min: 5 for RAID-DFP
RAID Configuration: RAID-DP; RAID group size of 16 disks Change
Mew Usable Capacity: 4,958 TB (Estimated)
Ergebnisse

Das Aggregat wird mit der angegebenen Konfiguration erstellt und der Liste der Aggregate im Fenster
Aggregate hinzugefugt.

Legen Sie fest, wo das neue Volume bereitgestellt werden soll

Bevor Sie ein neues NFS-Volume erstellen, mussen Sie entscheiden, ob Sie es in eine
vorhandene Storage Virtual Machine (SVM) platzieren, und, falls ja, wie viel Konfiguration
die SVM benétigt. Diese Entscheidung bestimmt Ihren Workflow.

Verfahren

* Wenn Sie ein Volume auf einer neuen SVM bereitstellen mochten, erstellen Sie eine neue NFS-fahige
SVM.

"Erstellen einer neuen NFS-fahigen SVM"
Sie mUssen diese Option auswahlen, wenn NFS auf einer vorhandenen SVM nicht aktiviert ist.

* Wenn Sie ein Volume auf einer vorhandenen SVM bereitstellen méchten, auf dem NFS aktiviert, aber nicht
konfiguriert ist, konfigurieren Sie den NFS-Zugriff auf der vorhandenen SVM.

"Konfigurieren des NFS-Zugriffs auf eine vorhandene SVM"

Dies ist der Fall, wenn Sie dieses Verfahren nicht zur Erstellung der SVM bei der Konfiguration eines



anderen Protokolls befolgt haben.

* Wenn ein Volume auf einer vorhandenen SVM bereitgestellt werden soll, die vollstandig fur NFS-Zugriff
konfiguriert ist, muss der NFS-fahigen SVM ein NFS-Volume hinzugefligt werden.

"Hinzuflgen eines NFS-Volumes zu einer NFS-fahigen SVM"

Erstellen Sie eine neue NFS-fahige SVM

Die Einrichtung einer SVM mit NFS-Aktivierung umfasst die Erstellung einer neuen SVM
mit einem NFS-Volume und einem NFS-Export, das Offnen der standardmaRigen
Exportrichtlinie des SVM-Root-Volumes und die Uberpriifung des NFS-Zugriffs Gber
einen UNIX Administrations-Host. Sie kdonnen dann den NFS-Client-Zugriff konfigurieren.

Erstellung einer neuen SVM mit NFS-Volume und Export

Sie kdnnen einen Assistenten verwenden, der Sie beim Erstellen der Storage Virtual
Machine (SVM), beim Konfigurieren des Domain Name System (DNS), beim Erstellen
einer logischen Datenschnittstelle (LIF), beim Aktivieren von NFS, bei optional dem
Konfigurieren von NIS und beim Erstellen und Exportieren eines Volumes unterstutzt.

Bevor Sie beginnen

* Ihr Netzwerk muss konfiguriert und die entsprechenden physischen Ports mit dem Netzwerk verbunden
sein.

« Sie missen wissen, welche der folgenden Netzwerkkomponenten die SVM verwendet:

o Der Node und der spezifische Port auf diesem Node, auf dem die logische Datenschnittstelle (LIF)
erstellt wird

o Das Subnetz, aus dem die IP-Adresse der Daten-LIF bereitgestellt wird, oder optional die spezifische
IP-Adresse, die Sie der Daten-LIF zuweisen mdchten

o NIS-Informationen, wenn lhre Website NIS fiir Namensdienste oder Namenszuordnungen verwendet

* Das Subnetz muss fur alle externen Server, die fur Dienste wie NIS (Network Information Service),
Lightweight Directory Access Protocol (LDAP), Active Directory (AD) und DNS erforderlich sind,
routingfahig sein.

+ Alle externen Firewalls missen entsprechend konfiguriert sein, um den Zugriff auf Netzwerkdienste zu
ermoglichen.

* Die Zeit auf den AD-Doméanencontrollern, -Clients und -SVMs mussen so innerhalb von funf Minuten
synchronisiert werden.

Schritte
1. Navigieren Sie zum Fenster SVMs.

2. Klicken Sie Auf Erstellen.
3. Erstellen Sie im Dialogfeld Storage Virtual Machine (SVM) Setup die SVM:

a. Geben Sie einen eindeutigen Namen fur die SVM an.

Der Name muss entweder ein vollstandig qualifizierter Domanenname (FQDN) sein oder einer anderen
Konvention folgen, die eindeutige Namen in einem Cluster sicherstellt.



b. Wahlen Sie alle Protokolle aus, fur die Sie Lizenzen haben, und dass Sie danach auf der SVM
verwenden werden, auch wenn Sie nicht alle Protokolle sofort konfigurieren méchten.

Wenn CIFS Zugang irgendwann erforderlich ist, missen Sie CIFS jetzt auswahlen, damit CIFS und
NFS Clients die gleiche Daten-LIF teilen kénnen.

c. Behalten Sie die Standardeinstellung C.UTF-8 bei.

Wenn Sie die internationale Zeichenanzeige sowohl bei NFS- als auch bei SMB/CIFS-
@ Clients unterstitzen, sollten Sie den Sprachcode UTF8MB4 verwenden, der ab ONTAP
9.5 verflugbar ist.

Diese Sprache wird von dem Volume Gbernommen, das Sie spéater erstellen, und die Sprache eines
Volumes kann nicht geandert werden.

d. Optional: Wenn Sie das CIFS-Protokoll aktiviert haben, andern Sie den Sicherheitsstil in UNIX.
Wenn Sie das CIFS-Protokoll auswahlen, wird der Sicherheitsstil standardmafig auf NTFS festgelegt.
e. Optional: Wahlen Sie das Root-Aggregat aus, das das SVM Root Volume enthalt.
Das Aggregat, das Sie fur das Root-Volume auswahlen, bestimmt nicht den Speicherort des Daten-

Volumes. Das Aggregat fur das Daten-Volume wird automatisch ausgewahlt, wenn Sie spater Storage
bereitstellen.

Storage Virtual Machine {5¥M] Setup

o (1) O

Enter SWM basic details

SVM Details

@ Specify a unigue nare and the data protocols for the SYA

Suh hMarme: wall.example cam

@ IPspace: W
(@ pataProtocals: W aFs W nFs [T iscsl 0 FOFCoE T

() Default Language | CUTE-&[ cutf 2] h

The language of the Swh specifles the default language encoding setting for the Sk and

Itz volumes. Usinga settingthat Incorporates UTF-8 character encoding 15 recommended.

(@) security Style: UNIX ¥

Root Aggregate: | data_01_agsr i

f. Stellen Sie im Bereich DNS Configuration sicher, dass die Standard-DNS-Suchdomane und
Namensserver die fir diese SVM zu verwenden sind.



DNS Configuration

Specify the DNS domain and name servers. DNS details are reguired to configure CIFS protocol.

2 Search Domains:
L) example.com

1" Name Servers: 182.0.2.145182.0. 2146 182.0.2.147

g. Klicken Sie Auf Absenden & Fortfahren.
Die SVM wird erstellt, die Protokolle sind jedoch noch nicht konfiguriert.
4. Geben Sie im Abschnitt Data LIF Configuration der Seite Configure CIFS/NFS Protocol die Details der
logischen Schnittstelle an, die Clients fur den Datenzugriff verwenden:
a. Weisen Sie der LIF automatisch aus einem Subnetz zu, das Sie angeben oder manuell eingeben.
b. Klicken Sie auf Durchsuchen und wahlen Sie einen Knoten und Port aus, der der logischen

Schnittstelle zugeordnet werden soll.

“ | Data LIF Configuration

¥ Retain the CIFS data LIFs configuration for MFS clients.
Data Interface detdils for CIF;

Assign IP Address: | Without a subnet i

IP Address: 10.224.107.198  Change

2 )Port gbccarp_l:elb | Browse... |

5. Wenn der Bereich NIS Configuration ausgeblendet ist, erweitern Sie ihn.

6. Wenn lhre Site NIS fir Namensdienste oder Namenszuordnungen verwendet, geben Sie die Domain und
die IP-Adressen der NIS-Server an.

| MI5 Configuration {Optional}

Canfigure M5 domain an the 5Wh to autharize MFS users.

Dormain Mames: example.com

IP Addresses: 182.0.2.145,192.0.2.146,152.0.2.147

7. Erstellen und Exportieren eines Volumes fir NFS-Zugriff:

a. Geben Sie fir Exportname einen Namen ein, der sowohl der Exportname als auch der Anfang des
Volume-Namens sein wird.

b. Geben Sie eine GrofRe fur das Volume an, das die Dateien enthalten soll.



Sie mussen das Aggregat flr das Volume nicht angeben, da es sich automatisch auf dem Aggregat mit
dem meisten verfiigbaren Speicherplatz befindet.

c. Klicken Sie im Feld Berechtigung auf Andern und geben Sie eine Exportregel an, die NFSv3-Zugriff
auf einen UNIX-Administrationshost, einschliellich Superuser-Zugriff, gibt.

Create Export Rule

Client Specification: | 3dmin host

Enter comma-=eparated values for multiple client specifications

Access Protocols: | CIFS
I T =-A (= I =¥

[T Flexcache

0 Ifywou do not =elect any protocol, access is provided
through any of the abowve protocols {CIF5 MF5 or FlexCache)
configured on the 2torage YWirtual Machine {34}

Access Details: v Read-Cnhy ¥ Readanrite
UNIX v v
Kerberos 5 r v
Kerberos 5i r 3
Kerberos Sp r v
MTLI r 7

I allow Superuser Access

Superuser access is set to all

Sie kdnnen ein 10-GB-Volume mit dem Namen ,eng” erstellen, es als ,eng“ exportieren und eine Regel
hinzufiigen, die dem ,admin Host"-Client vollstandigen Zugriff auf den Export gibt, einschlief3lich
Superuser-Zugriff.

8. Klicken Sie Auf Absenden & Fortfahren.

Folgende Objekte werden erstellt:

° Eine Daten-LIF namens nach der SVM mit dem Suffix,, nfs 1if1®
o Einen NFS-Server

> Ein Volume, das sich auf dem Aggregat mit dem meisten verfiigbaren Speicherplatz befindet und tber
einen Namen verfugt, der dem Namen des Exports entspricht und im Suffix, NFS Volume® endet

o Ein Export flr das Volume
o Eine Exportrichtlinie mit dem gleichen Namen wie der Export

9. Klicken Sie bei allen anderen angezeigten Protokollkonfigurationsseiten auf Skip und konfigurieren Sie das
Protokoll spater.

10. Wenn die Seite SVM Administration angezeigt wird, konfigurieren oder verschieben Sie die Konfiguration
eines separaten Administrators flir diese SVM:

> Klicken Sie auf Uberspringen und konfigurieren Sie einen Administrator spater, falls erforderlich.

o Geben Sie die gewlinschten Informationen ein und klicken Sie dann auf Absenden & Fortfahren.



11. Uberpriifen Sie die Seite Zusammenfassung, notieren Sie alle Informationen, die Sie spater benétigen,
und klicken Sie dann auf OK.

NFS Clients missen die IP-Adresse der Daten-LIF kennen.

Ergebnisse

Eine neue SVM wird mit einem NFS-Server erstellt, der ein neues Volume enthalt, das flr einen Administrator
exportiert wird.

Exportrichtlinie fir SVM-Root-Volume 6ffnen (neue NFS-fahige SVM erstellen)

Sie mussen der Standard-Exportrichtlinie eine Regel hinzufugen, damit alle Clients uber
NFSv3 Zugriff haben. Ohne diese Regel wird allen NFS-Clients der Zugriff auf die
Storage Virtual Machine (SVM) und ihre Volumes verweigert.

Uber diese Aufgabe

Sie sollten alle NFS-Zugriffe als Standard-Exportrichtlinie festlegen und den Zugriff auf einzelne Volumes
spater einschranken, indem Sie benutzerdefinierte Exportrichtlinien fir individuelle Volumes erstellen.

Schritte
1. Navigieren Sie zum Fenster SVMs.

Klicken Sie auf die Registerkarte SVM Settings.
Klicken Sie im Fensterbereich Richtlinien auf Richtlinien exportieren.
Wahlen Sie die Exportrichtlinie default aus, die auf das SVM-Root-Volume angewendet wird.

Klicken Sie im unteren Fensterbereich auf Hinzufugen.

o o &~ 0 b

Erstellen Sie im Dialogfeld Exportregel erstellen eine Regel, die den Zugriff auf alle Clients fur NFS-
Clients offnet:

a. Geben Sie im Feld Client Specification ein 0.0.0.0/0 Damit die Regel fur alle Clients gilt.

b. Behalten Sie den Standardwert fir den Regelindex als 1 bei.

c. Wahlen Sie NFSv3 aus.

d. Deaktivieren Sie alle Kontrollkastchen auf3er dem Kontrollkastchen UNIX unter schreibgeschiitzt.

e. Klicken Sie auf OK.



Create Export Rule ><

Client Specification: | 0.0.0.0/0
Rule Index: 1 3
Access Protocols: L CIFS
Ll NFs ¥ WFSw3 || MFSvd
|| Flexcache
o If you do not eelect any profocol, sccese iz provided
through any of the above protocolz (CIFS, NF5, or

FlexCache) configured on the Storage Virusl Machine

[SVI).

Access Details: |#| Read-Onhy | Readn\rite
UMD |+ [}
Kerberos 5 [} [}
Kerberos Si [} [}
MTLM I ||

LI Allow Superuser Access

Superuzer secess iz 2ef fo &l

Ergebnisse
NFSv3-Clients kdnnen jetzt auf alle Volumes zugreifen, die auf der SVM erstellt wurden.

LDAP konfigurieren (Erstellung einer neuen SVM mit NFS-Aktivierung)

Wenn die Storage Virtual Machine (SVM) Benutzerdaten aus dem Active Directory-
basierten Lightweight Directory Access Protocol (LDAP) abrufen soll, mussen Sie einen
LDAP-Client erstellen, diesen fur die SVM aktivieren und anderen Quellen von
Benutzerdaten LDAP-Prioritat zuweisen.

Bevor Sie beginnen
» Die LDAP-Konfiguration muss Active Directory (AD) verwenden.
Wenn Sie einen anderen LDAP-Typ verwenden, missen Sie LDAP Uber die Befehlszeilenschnittstelle

(CLI) und andere Dokumentation konfigurieren. Weitere Informationen finden Sie unter "Uberblick Uber die
Verwendung von LDAP".

» Sie mussen die AD-Domane und die Server sowie die folgenden Bindungsinformationen kennen: Die
Authentifizierungsebene, den Bind-Benutzer und das Passwort, den Basis-DN und den LDAP-Port.

Schritte
1. Navigieren Sie zum Fenster SVMs.

2. Wahlen Sie die erforderliche SVM aus
3. Klicken Sie auf die Registerkarte SVM Settings.
4. Richten Sie einen LDAP-Client ein, den die SVM verwendet:


https://docs.netapp.com/us-en/ontap/nfs-config/using-ldap-concept.html
https://docs.netapp.com/us-en/ontap/nfs-config/using-ldap-concept.html

a. Klicken Sie im Fenster Services auf LDAP Client.
b. Klicken Sie im Fenster LDAP-Client-Konfiguration auf Hinzufiigen.

c. Geben Sie auf der Registerkarte Allgemein des Fensters LDAP-Client erstellen den Namen der
LDAP-Client-Konfiguration ein, z. B. vsOclientl.

d. Flgen Sie die AD-Domane oder die AD-Server hinzu.

Create LDAP Client

General Binding

LDAP Client valclient
Configuration:

Servers

® Active Directory Domain example.com

Preferred Active Directory Servers
Server | Add |
192.0.2.145

Active Directory Servers

e. Klicken Sie auf Bindung, und geben Sie die Authentifizierungsstufe, den Bind-Benutzer und das
Passwort, den Basis-DN und den Port an.

Edit LDAP Client

General Binding

Authentication level: zasl w
Bind DN (User): user

Bind user password:

Base DN: DC=example, DC=com

Tep port: 389 ﬁ

oThe Bind Distinguizhed Mame (DN} is the identity which wil be used to connect the
LDAP server whenever a Storage VWirtual Machine reguires CIFS user information
during data access.

f. Klicken Sie auf Speichern und SchlieRen.

Ein neuer Client wird erstellt und steht der SVM zur Verfligung.

5. Aktivieren des neuen LDAP-Clients fur die SVM:



a.
b.
C.
d.

Klicken Sie im Navigationsbereich auf LDAP-Konfiguration.

Klicken Sie Auf Bearbeiten.

Stellen Sie sicher, dass der soeben erstellte Client in LDAP-Clienthame ausgewahlt ist.
Wahlen Sie LDAP-Client aktivieren und klicken Sie auf OK.

Active LDAP Client

LDAP client name: valclientt hd

#| Enable LDAP client

Active Directory Domain example.com

Servers

Die SVM verwendet den neuen LDAP-Client.

6. Geben Sie LDAP-Prioritdten gegentber anderen Quellen von Benutzerinformationen, z. B. Network
Information Service (NIS) sowie lokalen Benutzern und Gruppen, an:

3

a. Navigieren Sie zum Fenster SVMs.
b.

Wahlen Sie die SVM aus und klicken Sie auf Bearbeiten.
Klicken Sie auf die Registerkarte Services.

Geben Sie unter Name Service Switch LDAP als bevorzugte Name Service Switch Quelle fir die
Datenbanktypen an.

Klicken Sie auf Speichern und SchlieRen.

Edit Storage ¥irtual Machine

Details Resource Allocation Services

Mame senvice switches gre used to ook up and retrieve user information to
provide proper gccess to clients. The order of the sendces listed determings in
which order the name senvice sources gre consulted to retrieve information.

Marme Service Switch

hosts: files ¥ dns M
narnemap: ldap Y files M
Eroup: Idap ¥ [files ¥ |nis hd
neteroup: Idap ¥ files ¥ |nis i
passwd: Idap ¥ files ¥ |nis h

LDAP ist die primare Quelle von Benutzerinformationen flir Name Services und Namenszuweisung auf
dieser SVM.
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Uberpriifen Sie den NFS-Zugriff von einem UNIX-Administrationshost aus

Nachdem Sie den NFS-Zugriff auf die Storage Virtual Machine (SVM) konfiguriert haben
sollten Sie die Konfiguration Uberprifen. Dazu mussen Sie sich bei einem NFS-

Administrationshost anmelden und die Daten aus dem lesen und auf die SVM schreiben.

Bevor Sie beginnen

» Das Clientsystem muss Uber eine IP-Adresse verfliigen, die durch die zuvor angegebene Exportregel
zulassig ist.

« Sie missen die Anmeldedaten flr den Root-Benutzer haben.
Schritte
1. Melden Sie sich als Root-Benutzer am Client-System an.
2. Eingabe cd /mnt/ So andern Sie das Verzeichnis in den Mount-Ordner.

3. Erstellen und Mounten eines neuen Ordners unter Verwendung der IP-Adresse der SVM:

a. Eingabe mkdir /mnt/folder Um einen neuen Ordner zu erstellen.

b. Eingabe mount -t nfs -o nfsvers=3,hard IPAddress:/volume name /mnt/folder Um
das Volume in diesem neuen Verzeichnis zu mounten.

C. Eingabe cd folder So andern Sie das Verzeichnis in den neuen Ordner.

Die folgenden Befehle erstellen einen Ordner namens test1, mounten Sie das vol1-Volume an der IP-
Adresse 192.0.2.130 im Ordner test1-Mount und wechseln Sie in das neue test1-Verzeichnis:

host# mkdir /mnt/testl
host# mount -t nfs -o nfsvers=3,hard 192.0.2.130:/voll /mnt/testl
host# cd /mnt/testl

4. Erstellen Sie eine neue Datei, Uberprifen Sie, ob sie vorhanden ist, und schreiben Sie Text in die Datei:

a. Eingabe touch filename Zum Erstellen einer Testdatei.
b. Eingabe 1s -1 filename Um zu Uberprifen, ob die Datei vorhanden ist.

C. Eingabe cat >filename, Geben Sie einen Text ein, und dricken Sie dann Strg+D, um Text in die
Testdatei zu schreiben.

d. Eingabe cat filename Um den Inhalt der Testdatei anzuzeigen.
€. Eingabe rm filename Um die Testdatei zu entfernen.

f. Eingabe cd .. Um zum Ubergeordneten Verzeichnis zuriickzukehren.

11



host# touch myfilel

host# 1ls -1 myfilel

-rw-r--r-- 1 root root 0 Sep 18 15:58 myfilel
host# cat >myfilel

This text inside the first file

host# cat myfilel

This text inside the first file

host# rm -r myfilel

host# cd ..

Ergebnisse
Sie haben bestatigt, dass Sie den NFS-Zugriff auf die SVM aktiviert haben.

NFS-Client-Zugriff konfigurieren und uberprifen (Erstellen einer neuen SVM mit
NFS-Aktivierung)

Wenn Sie bereit sind, kdnnen Sie ausgewahlten Clients Zugriff auf die Freigabe
gewahren, indem Sie UNIX-Dateiberechtigungen auf einem UNIX-Administrationshost
festlegen und eine Exportregel in System Manager hinzufugen. Anschliel3end sollten Sie
testen, ob die betroffenen Benutzer oder Gruppen auf das Volume zugreifen kénnen.

Schritte
1. Legen Sie fest, welche Clients und Benutzer oder Gruppen Zugriff auf die Freigabe erhalten.

2. Verwenden Sie auf einem UNIX-Administrationshost den Root-Benutzer, um die UNIX-Eigentumsrechte
und Berechtigungen auf dem Volume festzulegen.

3. Fugen Sie in System Manager der Exportrichtlinie Regeln hinzu, damit NFS-Clients auf die Freigabe

ZU

a
b.

o

12

greifen kénnen.

. Wahlen Sie die Storage Virtual Machine (SVM) aus und klicken Sie auf SVM Settings.
Klicken Sie im Fensterbereich Richtlinien auf Richtlinien exportieren.
Wahlen Sie die Exportrichtlinie mit demselben Namen wie das Volume aus.

Klicken Sie auf der Registerkarte Exportregeln auf Hinzufiigen und geben Sie einen Satz von Clients
an.

Wahlen Sie 2 fir den Regelindex aus, damit diese Regel nach der Regel ausgefihrt wird, die den
Zugriff auf den Administrationshost erméglicht.

Wahlen Sie NFSv3 aus.
Geben Sie die gewtinschten Zugriffsdaten an, und klicken Sie auf OK.
Sie kénnen den Clients vollstandigen Lese-/Schreibzugriff gewahren, indem Sie das Subnetz eingeben

10.1.1.0/24 Als Client Specification und alle Zugangskasten auler Superuser Access zulassen
auswahlen.



Create Export Rule w

Client Specification: | 10.1.1.0/24

Y
Rule Index: 2 g
Access Protocols: | CIFS
| NFS | NFSv3 | NFSwv4
| Flexcache
0 If you do not eelect any profocol, sccese iz provided
through any of the above protocolz (CIFS, NF5, or
FlexCache) configured on the Storage Virusl Machine
[SVIM).
Access Details: #| Read-Only #| Readirie
UM L Ll
Kerberos 5 Ll |
Kerberos Si Ld L
MTLM ¥ Ll

| Allow Superuser Access

Superuzer secess iz 2ef fo &l

4. Melden Sie sich auf einem UNIX-Client als einer der Benutzer an, der nun Zugriff auf das Volume hat, und
Uberprifen Sie, ob Sie das Volume mounten und eine Datei erstellen kénnen.

Konfigurieren Sie den NFS-Zugriff auf eine vorhandene SVM

Um einer vorhandenen SVM Zugriff fiur NFS-Clients zu ermdglichen, missen NFS-
Konfigurationen zur SVM hinzugefugt, die Exportrichtlinie fur das SVM Root-Volume
geoffnet, optional LDAP konfiguriert und der NFS-Zugriff von einem UNIX
Administrations-Host Uberprift werden. Sie kdnnen dann den NFS-Client-Zugriff
konfigurieren.

Fiuigen Sie einer vorhandenen SVM NFS-Zugriff hinzu

Beim Hinzuflgen eines NFS-Zugriffs flr eine vorhandene SVM miussen eine Daten-LIF
erstellt, optional NIS konfiguriert, Volumes bereitgestellt, Volume exportiert und die
Exportrichtlinie konfiguriert werden.

Bevor Sie beginnen
« Sie mlUssen wissen, welche der folgenden Netzwerkkomponenten die SVM verwendet:

> Der Node und der spezifische Port auf diesem Node, auf dem die logische Datenschnittstelle (LIF)
erstellt wird

o Das Subnetz, aus dem die IP-Adresse der Daten-LIF bereitgestellt wird, oder optional die spezifische
IP-Adresse, die Sie der Daten-LIF zuweisen mochten

 Alle externen Firewalls missen entsprechend konfiguriert sein, um den Zugriff auf Netzwerkdienste zu
ermdoglichen.
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* Das NFS-Protokoll muss auf der SVM zugelassen sein.
Weitere Informationen finden Sie im "Dokumentation des Netzwerkmanagements".

Schritte
1. Navigieren Sie zu dem Bereich, in dem Sie die Protokolle der SVM konfigurieren kénnen:

a. Wahlen Sie die SVM aus, die Sie konfigurieren mochten.

b. Klicken Sie im Fensterbereich Details neben Protokollen auf NFS.

Protocols: Fs | ECIFCoE |

2. Erstellen Sie im Dialogfeld * NFS-Protokoll konfigurieren* eine Daten-LIF.
a. Weisen Sie der LIF automatisch aus einem Subnetz zu, das Sie angeben oder manuell eingeben.
b. Klicken Sie auf Durchsuchen und wahlen Sie einen Knoten und Port aus, der der logischen
Schnittstelle zugeordnet werden soll.
“ | Data LIF Configuration

¥ Retain the CIFS data LIFs configuration far MES clients.
Data Interface details for CIF:

Assign IP Address: | Without a subnet i

IP Address: 10.224.107.185%  Change

2)Por gbccarp_l:elb | Brovse... |

3. Wenn lhre Site NIS fiir Namensdienste oder Namenszuordnungen verwendet, geben Sie die Domanen-
und IP-Adressen der NIS-Server an und wahlen Sie die Datenbanktypen aus, fur die Sie die NIS-
Namensservice-Quelle hinzufigen mdchten.

~ | MI5 Configuration {Optional}

Canfigure M5 domain an the 5Wh to autharize MFS users.

Domain Mames: example.com

IP Addresses: 182.0.2.145,182.0.2.746,192.0.2.147

?) Database Type: M group W passwd B netgroup

Wenn keine NIS-Dienste verflgbar sind, versuchen Sie nicht, sie zu konfigurieren. Falsch konfigurierte
NIS-Services kdnnen zu Problemen beim Zugriff auf Datenspeicher fihren.

4. Erstellen und Exportieren eines Volumes fur NFS-Zugriff:

a. Geben Sie flir Exportname einen Namen ein, der sowohl der Exportname als auch der Anfang des
Volume-Namens sein wird.

b. Geben Sie eine Grolke fiir das Volume an, das die Dateien enthalten soll.

Sie mussen das Aggregat fir das Volume nicht angeben, da es sich automatisch auf dem Aggregat mit
dem meisten verfiigbaren Speicherplatz befindet.
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c. Klicken Sie im Feld Berechtigung auf Andern und geben Sie eine Exportregel an, die NFSv3-Zugriff

auf einen UNIX-Administrationshost, einschlieRlich Superuser-Zugriff, gibt.

Create Export Rule

Client Specification: | 3dmin host

Access Protocols:

Access Details:

Enter comma-zeparated values for multiple client specifications

[T ciFs
= (= I =

|_ Flexcache

ﬂ If wyou do not =elect any protocol, access iz provided
through any of the abowe protocols {CIF5 MF5 or FlexCache)
configured on the 3torage Wirtual Machine {34}

IV Read-Only ¥ Readinrite
UMY 3 3
Kerberos 5 r ¥
Kerberos 5i r v
Kerberos Sp r v
NTLM r 3

I allow SUperuser Access

Superuser access iz =8t to all

Sie kdnnen ein 10-GB-Volume mit dem Namen ,eng” erstellen, es als ,eng“ exportieren und eine Regel
hinzufiigen, die dem ,admin Host"-Client vollstandigen Zugriff auf den Export gibt, einschlief3lich
Superuser-Zugriff.

5. Klicken Sie auf Absenden & SchlieBRen und dann auf OK.

Exportrichtlinie des SVM-Root-Volumes 6ffnen (NFS-Zugriff auf eine vorhandene
SVM konfigurieren)

Sie mussen der Standard-Exportrichtlinie eine Regel hinzuflgen, damit alle Clients Uber

NFSv3 Zugriff haben. Ohne diese Regel wird allen NFS-Clients der Zugriff auf die

Storage Virtual Machine (SVM) und ihre Volumes verweigert.

Uber diese Aufgabe

Sie sollten alle NFS-Zugriffe als Standard-Exportrichtlinie festlegen und den Zugriff auf einzelne Volumes
spater einschranken, indem Sie benutzerdefinierte Exportrichtlinien fir individuelle Volumes erstellen.

Schritte

1

2
3
4
5

. Navigieren Sie zum Fenster SVMs.

. Klicken Sie auf die Registerkarte SVM Settings.

. Klicken Sie im Fensterbereich Richtlinien auf Richtlinien exportieren.
. Wahlen Sie die Exportrichtlinie default aus, die auf das SVM-Root-Volume angewendet wird.

. Klicken Sie im unteren Fensterbereich auf Hinzufiigen.
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6. Erstellen Sie im Dialogfeld Exportregel erstellen eine Regel, die den Zugriff auf alle Clients fir NFS-
Clients offnet:

a. Geben Sie im Feld Client Specification ein 0.0.0.0/0 Damit die Regel fur alle Clients gilt.

b. Behalten Sie den Standardwert fur den Regelindex als 1 bei.

c. Wahlen Sie NFSv3 aus.

d. Deaktivieren Sie alle Kontrollkastchen auf3er dem Kontrollkastchen UNIX unter schreibgeschiitzt.
e. Klicken Sie auf OK.

Create Export Rule *

Client Specification: | 0.0.0.0/0

Rule Index: 1 3
Access Protocols: L) CIFS
| NFS  |##| NFSv3 | NFSv4
| Flexcache
If you do not 2elect any profocol, access i provided
through any of the above protocolz [CIFS, NF5, or
FlexCache) configured on the Storage Virual Machine
SV
Access Detals: #| Read-Onhy | Read/Write
UM bl
Kerberos 5
Kerberos 5i
MWTLM

| Allow Superuser Access

Superuzer sccess iz zef fo il

Ergebnisse
NFSv3-Clients konnen jetzt auf alle Volumes zugreifen, die auf der SVM erstellt wurden.

LDAP konfigurieren (NFS-Zugriff auf vorhandene SVM konfigurieren )

Wenn die Storage Virtual Machine (SVM) Benutzerdaten aus dem Active Directory-
basierten Lightweight Directory Access Protocol (LDAP) abrufen soll, mussen Sie einen
LDAP-Client erstellen, diesen fur die SVM aktivieren und anderen Quellen von
Benutzerdaten LDAP-Prioritat zuweisen.

Bevor Sie beginnen
» Die LDAP-Konfiguration muss Active Directory (AD) verwenden.

Wenn Sie einen anderen LDAP-Typ verwenden, missen Sie LDAP Uber die Befehlszeilenschnittstelle

(CLI) und andere Dokumentation konfigurieren. Weitere Informationen finden Sie unter "Uberblick Uber die
Verwendung von LDAP".
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» Sie missen die AD-Doméane und die Server sowie die folgenden Bindungsinformationen kennen: Die
Authentifizierungsebene, den Bind-Benutzer und das Passwort, den Basis-DN und den LDAP-Port.

Schritte
1. Navigieren Sie zum Fenster SVMs.

2. Wahlen Sie die erforderliche SVM aus
3. Klicken Sie auf die Registerkarte SVM Settings.

4. Richten Sie einen LDAP-Client ein, den die SVM verwendet:

a. Klicken Sie im Fenster Services auf LDAP Client.

b. Klicken Sie im Fenster LDAP-Client-Konfiguration auf Hinzufiligen.

c. Geben Sie auf der Registerkarte Allgemein des Fensters LDAP-Client erstellen den Namen der

LDAP-Client-Konfiguration ein, z. B. vsOclientl1.

d. Fligen Sie die AD-Domane oder die AD-Server hinzu.

Create LDAP Client

General Binding

LOAP Client valclientl
Configuration:

Servers

#* Active Directory Domain example.com
Preferred Active Directory Servers
Server

182.0.2.145

Add [

Active Directory Servers

e. Klicken Sie auf Bindung, und geben Sie die Authentifizierungsstufe, den Bind-Benutzer und das

Passwort, den Basis-DN und den Port an.
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Edit LDAP Client

General Binding

Authentication level: =3z w
Bind DN (User): UBEr
Bind user paszword:
Base DN: DC=example,DC=com
T . o
cp port: 389 5‘

ﬂ_he Bind Distinguizhed Mame (DN} is the identity which wil be used to connect the
LODAP =erver whenever a Sterage Virtual Machine reguires CIFS user information
during data access.

f. Klicken Sie auf Speichern und SchlieRen.

Ein neuer Client wird erstellt und steht der SVM zur Verfigung.

5. Aktivieren des neuen LDAP-Clients fir die SVM:

a.
b.

Klicken Sie im Navigationsbereich auf LDAP-Konfiguration.
Klicken Sie Auf Bearbeiten.

c. Stellen Sie sicher, dass der soeben erstellte Client in LDAP-Clienthame ausgewahlt ist.

d.

Wahlen Sie LDAP-Client aktivieren und klicken Sie auf OK.

Active LDAP Client

LDAP client name: valclient w7

|#| Enable LDWP client

Active Directory Domain example.com

Servers

Die SVM verwendet den neuen LDAP-Client.

6. Geben Sie LDAP-Prioritdten gegentiber anderen Quellen von Benutzerinformationen, z. B. Network
Information Service (NIS) sowie lokalen Benutzern und Gruppen, an:
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a.
b.

C.

Navigieren Sie zum Fenster SVMs.
Wahlen Sie die SVM aus und klicken Sie auf Bearbeiten.
Klicken Sie auf die Registerkarte Services.

Geben Sie unter Name Service Switch LDAP als bevorzugte Name Service Switch Quelle fir die
Datenbanktypen an.

Klicken Sie auf Speichern und SchlieRen.



Edit Storage ¥irtual Machine

Details Resource Allocation

Mame service switches are used ta look up and retrigve usear infarmation tao
provide proper gccess to clients. The order of the sendices listed determines in
which order the name seryice sources gre consulted to retrieve information.

Marne Service Switch

hosts: files
namermap: Idap
Eroup: Idap
neteroup: ldap
passwd: Idap

Services

dns

filas

files

filas

filas

nis

nis

nis

LDAP ist die primare Quelle von Benutzerinformationen fiir Name Services und Namenszuweisung auf

dieser SVM.

Uberpriifen Sie den NFS-Zugriff von einem UNIX-Administrationshost aus

Nachdem Sie den NFS-Zugriff auf die Storage Virtual Machine (SVM) konfiguriert haben,

sollten Sie die Konfiguration Uberprufen. Dazu mussen Sie sich bei einem NFS-

Administrationshost anmelden und die Daten aus dem lesen und auf die SVM schreiben.

Bevor Sie beginnen

» Das Clientsystem muss Uber eine IP-Adresse verfigen, die durch die zuvor angegebene Exportregel

zulassig ist.

» Sie mussen die Anmeldedaten fiir den Root-Benutzer haben.

Schritte

1. Melden Sie sich als Root-Benutzer am Client-System an.

2. Eingabe cd /mnt/ So andern Sie das Verzeichnis in den Mount-Ordner.

3. Erstellen und Mounten eines neuen Ordners unter Verwendung der IP-Adresse der SVM:

a. Eingabe mkdir /mnt/folder Um einen neuen Ordner zu erstellen.

b. Eingabe mount -t nfs -o nfsvers=3,hard IPAddress:/volume name /mnt/folder Um

das Volume in diesem neuen Verzeichnis zu mounten.

C. Eingabe cd folder So andern Sie das Verzeichnis in den neuen Ordner.

Die folgenden Befehle erstellen einen Ordner namens test1, mounten Sie das vol1-Volume an der IP-

Adresse 192.0.2.130 im Ordner test1-Mount und wechseln Sie in das neue test1-Verzeichnis:
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host# mkdir /mnt/testl
host# mount -t nfs -o nfsvers=3,hard 192.0.2.130:/voll /mnt/testl
host# cd /mnt/testl

4. Erstellen Sie eine neue Datei, Uberprifen Sie, ob sie vorhanden ist, und schreiben Sie Text in die Datei:

a. Eingabe touch filename Zum Erstellen einer Testdatei.
b. Eingabe 1s -1 filename Um zu Uberprifen, ob die Datei vorhanden ist.

C. Eingabe cat >filename, Geben Sie einen Text ein, und dricken Sie dann Strg+D, um Text in die
Testdatei zu schreiben.

d. Eingabe cat filename Um den Inhalt der Testdatei anzuzeigen.
€. Eingabe rm filename Um die Testdatei zu entfernen.

f. Eingabe cd .. Um zum Ubergeordneten Verzeichnis zuriickzukehren.

host# touch myfilel

host# 1s -1 myfilel

-rw-r--r—-—- 1 root root 0O Sep 18 15:58 myfilel
host# cat >myfilel

This text inside the first file

host# cat myfilel

This text inside the first file

host# rm -r myfilel

host# cd ..

Ergebnisse
Sie haben bestétigt, dass Sie den NFS-Zugriff auf die SVM aktiviert haben.

Konfiguration und Uberpriifung des NFS-Client-Zugriffs (konfigurieren des NFS-
Zugriffs auf eine vorhandene SVM)

Wenn Sie bereit sind, konnen Sie ausgewahlten Clients Zugriff auf die Freigabe
gewahren, indem Sie UNIX-Dateiberechtigungen auf einem UNIX-Administrationshost
festlegen und eine Exportregel in System Manager hinzufigen. Anschliel3end sollten Sie
testen, ob die betroffenen Benutzer oder Gruppen auf das Volume zugreifen kdnnen.

Schritte
1. Legen Sie fest, welche Clients und Benutzer oder Gruppen Zugriff auf die Freigabe erhalten.

2. Verwenden Sie auf einem UNIX-Administrationshost den Root-Benutzer, um die UNIX-Eigentumsrechte
und Berechtigungen auf dem Volume festzulegen.

3. Fugen Sie in System Manager der Exportrichtlinie Regeln hinzu, damit NFS-Clients auf die Freigabe
zugreifen kdnnen.

a. Wahlen Sie die Storage Virtual Machine (SVM) aus und klicken Sie auf SVM Settings.
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b. Klicken Sie im Fensterbereich Richtlinien auf Richtlinien exportieren.
c. Wahlen Sie die Exportrichtlinie mit demselben Namen wie das Volume aus.

d. Klicken Sie auf der Registerkarte Exportregeln auf Hinzufiigen und geben Sie einen Satz von Clients
an.

e. Wahlen Sie 2 fir den Regelindex aus, damit diese Regel nach der Regel ausgeflihrt wird, die den
Zugriff auf den Administrationshost ermoglicht.

f. Wahlen Sie NFSv3 aus.

g. Geben Sie die gewlinschten Zugriffsdaten an, und klicken Sie auf OK.

Sie kénnen den Clients vollstandigen Lese-/Schreibzugriff gewahren, indem Sie das Subnetz eingeben
10.1.1.0/24 Als Client Specification und alle Zugangskasten aulRer Superuser Access zulassen
auswahlen.

Create Export Rule ¥

Client Specification: | 10.1.1.0/24

. Y
Rule Index: 2 -
Access Protocols: L) CIFS
| NF3 ¥ NFSv3 | NFSwv4
| Flexcache
If you do not zelect any profocol, sccess iz provided
through any of the above profocolz (CIFS, NF5, or
FlexCache) configured on the Storage Virusl Machine
SV
Arccess Details: #| Read-Onhy | Read’\rite
UM Ll bl
Kerberos 5 +| L
Kerberos Si Ll |
MTLHM Ll bl

| Allow Superuser AcCcess

Superuzer sccess iz zef fo all

4. Melden Sie sich auf einem UNIX-Client als einer der Benutzer an, der nun Zugriff auf das Volume hat, und
Uberprifen Sie, ob Sie das Volume mounten und eine Datei erstellen kdnnen.

Fugen Sie ein NFS-Volume zu einer NFS-fahigen SVM hinzu

Zum Hinzuflugen eines NFS-Volumes zu einer SVM mit NFS-Aktivierung miassen ein
Volume erstellt und konfiguriert, eine Exportrichtlinie erstellt und der Zugriff von einem
UNIX-Administrationshost Uberprift werden. Sie kdnnen dann den NFS-Client-Zugriff
konfigurieren.

Bevor Sie beginnen
NFS muss auf der SVM vollstandig eingerichtet sein.
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Erstellung und Konfiguration eines Volume

Sie mussen ein FlexVol Volume erstellen, damit diese |hre Daten enthalt. Optional
kénnen Sie den Standardsicherheitsstil des Volumes andern, der vom Sicherheitsstil des
Root-Volumes Ubernommen wird. Optional kdnnen Sie auch den Standardspeicherort
des Volumes im Namespace andern, der sich im Root-Volume der SVM (Storage Virtual
Machine) befindet.

Schritte
1. Navigieren Sie zum Fenster Volumes.

2. Klicken Sie auf Erstellen > FlexVol erstellen.
Das Dialogfeld Volume erstellen wird angezeigt.

3. Wenn Sie den Standardnamen andern méchten, der mit einem Datum- und Zeitstempel endet, geben Sie
einen neuen Namen an, z. B. vol1l.

4. Wahlen Sie ein Aggregat fur das Volume aus.

5. Geben Sie die GroRe des Volumes an.

6. Klicken Sie Auf Erstellen.
Jedes in System Manager erstellte neue Volume wird standardmaRig auf dem Root-Volume gemountet.

Dabei wird der Volume-Name als Verbindungspame verwendet. NFS Clients verwenden beim Mounten
des Volume den Verbindungspfad und den Verbindungsnamen.

7. Wenn sich das Volume nicht im Root-Verzeichnis der SVM befinden soll, &ndern Sie den Speicherort des
neuen Volumes im vorhandenen Namespace:
a. Navigieren Sie zum Fenster Namespace.
b. Wahlen Sie im Dropdown-Meni die Option SVM aus.
Klicken Sie Auf Mount.

3]

d. Geben Sie im Dialogfeld Mount Volume das Volume, den Namen des Verbindungspfades und den
Verbindungspfad an, auf dem das Volume angehangt werden soll.

e. Uberpriifen Sie den neuen Verbindungspfad im Fenster Namespace.

Falls Sie bestimmte Volumes unter dem Hauptvolume ,data” organisieren méchten, konnen Sie das
neue Volume ,vol1® vom Root-Volume auf das ,data“-Volume verschieben.

Path - Storage Object Path - Storage Object

a3/ B vslexamplecom_root a3 B velexamplecom_root
§ data B data 4 7L data 5 data
% voll B voll = voll B will

8. Uberpriifen Sie den Sicherheitsstil des Volumes, und &ndern Sie ihn ggf.:

a. Wahlen Sie im Fenster Volume den gerade erstellten Datentrager aus und klicken Sie auf Bearbeiten.

Das Dialogfeld Volume bearbeiten wird angezeigt und zeigt den aktuellen Sicherheitsstil des Volumes
an, der vom Sicherheitstyp des SVM-Root-Volumes Gibernommen wurde.
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b. Stellen Sie sicher, dass der Sicherheitsstil UNIX ist.

Edit Volume X

General Storage Efficiency | Advanced

MName: voll
Security style: NTFS e
o NTFS e
UMK permissions Read Virite Execute
UMD
/ner
Mixed

Exportrichtlinie fur das Volume erstellen

Bevor NFS-Clients auf ein Volume zugreifen konnen, mussen Sie eine Exportrichtlinie fur

das Volume erstellen, eine Regel hinzufligen, die den Zugriff durch einen

Administrationshost ermoglicht, und die neue Exportrichtlinie auf das Volume anwenden.

Schritte
1. Navigieren Sie zum Fenster SVMs.

2. Klicken Sie auf die Registerkarte SVM Settings.

3. Neue Exportrichtlinie erstellen:

a. Klicken Sie im Fensterbereich Richtlinien auf Richtlinien exportieren und dann auf Erstellen.
b. Geben Sie im Fenster Exportrichtlinie erstellen einen Richtliniennamen an.

c. Klicken Sie unter Exportregeln auf Hinzufiigen, um der neuen Richtlinie eine Regel hinzuzufiigen.

| Create Export Policy

Policy Mame: ExportPolicy

| Copy Rules from

Export Rules;
L_.{';.". A '_._ { Edit - X
Rule Index Client Access Protocols | Read-Only Rule

4. Erstellen Sie im Dialogfeld Exportregel erstellen eine Regel, die einem Administrator vollen Zugriff auf
den Export Gber alle Protokolle ermdglicht:

a. Geben Sie die IP-Adresse oder den Clientnamen an, z. B. admin_Host, von dem das exportierte
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Volume verwaltet wird.
b. Wahlen Sie NFSv3 aus.

c. Stellen Sie sicher, dass alle Lesen/Schreiben Zugriffsdaten ausgewahlt sind, sowie Superuser
Access zulassen.

Create Export Rule *

Client Specification: | admin_host

Access Protocols: # CIFS
Ll NFS  |## NFSv3 ] NFSw4
|| Flexcache
If you do not 2elect any profocol, sccess iz provided
through any of the above protocolz [CIFS, NF5, or

FlexCache) configured on the Storage Virual Machine

[SVI).

Access Detals: | Read-Only |#| Readirite
UMD - [+
Kerberoz 5 I |w#]
Kerberos Si I |w#]
NTLM L ]

|#*| Allow Superuser Access

Superuzer sccess iz zef fo all

d. Klicken Sie auf OK und dann auf Erstellen.

Die neue Exportrichtlinie wird zusammen mit ihrer neuen Regel erstellt.

5. Wenden Sie die neue Exportrichtlinie auf das neue Volume an, damit der Administratorhost auf das Volume
zugreifen kann:
a. Navigieren Sie zum Fenster Namespace.
b. Wahlen Sie das Volume aus und klicken Sie auf Exportrichtlinie andern.

c. Wahlen Sie die neue Richtlinie aus und klicken Sie auf Andern.
Verwandte Informationen

Uberprifen des NFS-Zugriffs von einem UNIX Administrationshost aus

Uberpriifen Sie den NFS-Zugriff von einem UNIX-Administrationshost aus

Nachdem Sie den NFS-Zugriff auf die Storage Virtual Machine (SVM) konfiguriert haben,
sollten Sie die Konfiguration Uberprufen. Dazu mussen Sie sich bei einem NFS-
Administrationshost anmelden und die Daten aus dem lesen und auf die SVM schreiben.

Bevor Sie beginnen

« Das Clientsystem muss Uber eine IP-Adresse verfigen, die durch die zuvor angegebene Exportregel
zulassig ist.
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» Sie mussen die Anmeldedaten fiir den Root-Benutzer haben.

Schritte
1. Melden Sie sich als Root-Benutzer am Client-System an.

2. Eingabe cd /mnt/ So andern Sie das Verzeichnis in den Mount-Ordner.

3. Erstellen und Mounten eines neuen Ordners unter Verwendung der IP-Adresse der SVM:

a. Eingabe mkdir /mnt/folder Um einen neuen Ordner zu erstellen.

b. Eingabe mount -t nfs -o nfsvers=3,hard IPAddress:/volume name /mnt/folder Um
das Volume in diesem neuen Verzeichnis zu mounten.

C. Eingabe cd folder So andern Sie das Verzeichnis in den neuen Ordner.

Die folgenden Befehle erstellen einen Ordner namens test1, mounten Sie das vol1-Volume an der IP-
Adresse 192.0.2.130 im Ordner test1-Mount und wechseln Sie in das neue test1-Verzeichnis:

host# mkdir /mnt/testl
host# mount -t nfs -o nfsvers=3,hard 192.0.2.130:/voll /mnt/testl
host# cd /mnt/testl

4. Erstellen Sie eine neue Datei, Uberprifen Sie, ob sie vorhanden ist, und schreiben Sie Text in die Datei:

a. Eingabe touch filename Zum Erstellen einer Testdatei.
b. Eingabe 1s -1 filename Um zu Uberprifen, ob die Datei vorhanden ist.

C. Eingabe cat >filename, Geben Sie einen Text ein, und driicken Sie dann Strg+D, um Text in die
Testdatei zu schreiben.

d. Eingabe cat filename Um den Inhalt der Testdatei anzuzeigen.
€. Eingabe rm filename Um die Testdatei zu entfernen.

f. Eingabe cd .. Um zum Ubergeordneten Verzeichnis zurlickzukehren.

host# touch myfilel

host# 1ls -1 myfilel

-rw-r--r-- 1 root root 0O Sep 18 15:58 myfilel
host# cat >myfilel

This text inside the first file

host# cat myfilel

This text inside the first file

host# rm -r myfilel

host# cd

Ergebnisse
Sie haben bestatigt, dass Sie den NFS-Zugriff auf die SVM aktiviert haben.

25



NFS-Client-Zugriff konfigurieren und uberprifen (NFS-Volume zu einer SVM mit
NFS-Aktivierung hinzufugen)

Wenn Sie bereit sind, konnen Sie ausgewahlten Clients Zugriff auf die Freigabe
gewahren, indem Sie UNIX-Dateiberechtigungen auf einem UNIX-Administrationshost
festlegen und eine Exportregel in System Manager hinzufigen. Anschliel3end sollten Sie
testen, ob die betroffenen Benutzer oder Gruppen auf das Volume zugreifen kdnnen.

Schritte

1.
2.

26

Legen Sie fest, welche Clients und Benutzer oder Gruppen Zugriff auf die Freigabe erhalten.

Verwenden Sie auf einem UNIX-Administrationshost den Root-Benutzer, um die UNIX-Eigentumsrechte
und Berechtigungen auf dem Volume festzulegen.

. Fugen Sie in System Manager der Exportrichtlinie Regeln hinzu, damit NFS-Clients auf die Freigabe

zugreifen kdnnen.

a.
b.

3]

Wahlen Sie die Storage Virtual Machine (SVM) aus und klicken Sie auf SVM Settings.
Klicken Sie im Fensterbereich Richtlinien auf Richtlinien exportieren.
Wahlen Sie die Exportrichtlinie mit demselben Namen wie das Volume aus.

Klicken Sie auf der Registerkarte Exportregeln auf Hinzufiigen und geben Sie einen Satz von Clients
an.

Wahlen Sie 2 fir den Regelindex aus, damit diese Regel nach der Regel ausgefihrt wird, die den
Zugriff auf den Administrationshost ermdglicht.

Wahlen Sie NFSv3 aus.
Geben Sie die gewtinschten Zugriffsdaten an, und klicken Sie auf OK.
Sie kénnen den Clients vollstandigen Lese-/Schreibzugriff gewahren, indem Sie das Subnetz eingeben

10.1.1.0/24 Als Client Specification und alle Zugangskasten aulRer Superuser Access zulassen
auswahlen.



Create Export Rule w

Client Specification: | 10.1.1.0/24

Rule Index:

Access Protocols: [ CFS
[ nFs W NFSv3 [ NFSvd
[l Flexcache

If you do not eelect any profocol, sccese iz provided
through any of the above protocolz (CIFS, NF5, or
FlexCache) configured on the Storage Virusl Machine
[SVM)

Access Details: |Z| Read-0Onby |Z| Readn\rite

UMD
Kerberos 5

Kerberos Si

NN & &
AR NN

HTLM

[l Allow Superuser Access

Superuzer secess iz 2ef fo &l

4. Melden Sie sich auf einem UNIX-Client als einer der Benutzer an, der nun Zugriff auf das Volume hat, und

Uberprifen Sie, ob Sie das Volume mounten und eine Datei erstellen kdnnen.
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