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NFS-Konfiguration fur ESXi mithilfe von VSC

NFS-Konfiguration fiir ESXi mit VSC Ubersicht

Uber die klassische Schnittstelle des ONTAP System Manager (ONTAP 9.7 und friiher)
konnen Sie schnell NFS-Zugriff fur ESXi Hosts fur Datastores mithilfe von ONTAP
Volumes einrichten.

Gehen Sie folgendermalen vor, wenn:

 Sie verwenden eine unterstiitzte Version von Virtual Storage Console fir VMware vSphere (VSC), um
einen Datenspeicher bereitzustellen und ein Volume zu erstellen.

> Ab VSC 7.0 gehort die VSC Bestandteil der "ONTAP Tools fur VMware vSphere" Virtuelle Appliance
mit VSC, vStorage APIs for Storage Awareness (VASA) Provider und Storage Replication Adapter
(SRA) fur VMware vSphere Funktionen.

> Prifen Sie unbedingt die "NetApp Interoperabilitats-Matrix-Tool" Um die Kompatibilitat zwischen lhren
aktuellen ONTAP und VSC Versionen zu Uberprifen.

* Im Datennetzwerk wird der Standard-IPspace, die Standard-Broadcast-Doméane und die Standard-
Failover-Gruppe verwendet.

Wenn lhr Datennetzwerk fest zugeordnet ist, planen diese Standardobjekte, dass beim Ausfall einer
Verbindung LIFs ein ordnungsgemalier Failover erfolgt. Wenn Sie die Standardobjekte nicht verwenden,
sollten Sie auf lesen "Netzwerkmanagement” Weitere Informationen zur Konfiguration von LIF-Pfad-
Failover.

« Sie mochten das Plug-in fiur VMware VAAI verwenden.

> Mit VMware vStorage APIs fur Array Integration (VAAI) kénnen Sie Copy-Offload und
Speicherplatzreservierungen durchflihren. Das Plug-in fur VMware VAAI verbessert so die Host-
Performance, da der ESXi Host nicht durch den ESXi Host navigieren muss. Dabei werden Platz- und
zeitsparendes Klonen in ONTAP genutzt.

o Eine Best Practice ist der Einsatz von VMware VAAI fir die Bereitstellung von Datenspeichern.
o Das NFS-Plug-in fur VMware VAAI ist bei erhaltlich "NetApp Support" Standort.
* Der NFS-Zugriff erfolgt Gber NFSv3 und NFSv4 zur Verwendung mit VMware VAAI.

Weitere Informationen finden Sie unter "TR-4597: VMware vSphere fur ONTAP" Und der Dokumentation fiir
Ihre VSC Version.

NFS-Client-Konfiguration fur ESXi-Workflow

Wenn Sie Storage uber NFS einem ESXi Host zur Verfugung stellen, stellen Sie ein
Volume mithilfe von fir bereit und verbinden Sie dann mit dem NFS-Export vom ESXi
Host.


https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere/index.html
https://imt.netapp.com/matrix/
https://docs.netapp.com/us-en/ontap/networking/index.html
https://mysupport.netapp.com/site/global/dashboard
https://docs.netapp.com/us-en/netapp-solutions/virtualization/vsphere_ontap_ontap_for_vsphere.html

Verify that the entire configuration is supported.

v

Complete the NF5 client configuration worksheet.

ra

Install VaC for VMware vSphere and register with vCenter.

—

Add the storage cluster to V5C, if necessary.

ra

Configure the NF5 network for best performance.

|

Configure the ESXI host,

—

Create a new aggregate, if necessary,

here to provision the volume?:

On the storage | | |

cluster Existing 5w with NFS anabled Existing S¥M without MFS gnablad Hew SV
. . Enable MF5 on an existing Create a new SV and
Ve that NF5 bled.
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Provision a datastore and its containing volume.

«—

Verify NFS access from an ESXi host.

On the E3Xi host

—

Install the MetApp MFS Plug-In for Vidware VAAIL

v

Mount the datastore on the ESXi host.

Vergewissern Sie sich, dass die Konfiguration unterstutzt wird

FUr einen zuverlassigen Betrieb missen Sie sicherstellen, dass die gesamte
Konfiguration unterstitzt wird. In sind die unterstutzten Konfigurationen fur NFS und
Virtual Storage Console aufgefuhrt.

Schritte
1. Uberprifen Sie im, ob eine unterstiitzte Kombination der folgenden Komponenten unterstiitzt wird:

"NetApp Interoperabilitats-Matrix-Tool"

o ONTAP Software
o NFS Storage-Protokoll


https://mysupport.netapp.com/matrix

o ESXi-Betriebssystemversion

o Typ und Version des Gast-Betriebssystems
o Fir (VSC) Software

o NFS-Plug-in fur VAAI

2. Klicken Sie auf den Konfigurationsnamen fir die ausgewahlte Konfiguration.
Details zu dieser Konfiguration werden im Fenster Konfigurationsdetails angezeigt.

3. Uberpriifen Sie die Informationen auf den folgenden Registerkarten:

o Hinweise

Listet wichtige Warnmeldungen und Informationen auf, die auf Ihre Konfiguration zugeschnitten sind.

° Richtlinien und Richtlinien

Enthalt allgemeine Richtlinien fur alle NAS-Konfigurationen.

Fullen Sie das Arbeitsblatt fir die NFS-Client-Konfiguration aus

Sie bendtigen Netzwerkadressen und Storage-Konfigurationsinformationen, um NFS
Client-Konfigurationsaufgaben auszufthren.
Zielnetzwerkadressen

Sie bendtigen fiir jeden Node im Cluster ein Subnetz mit zwei IP-Adressen flir NFS-Daten-LIFs. Fir
Hochverfiigbarkeit sollte es zwei separate Netzwerke geben. Die spezifischen |IP-Adressen werden von
ONTAP zugewiesen, wenn Sie die LIFs beim Erstellen der SVM erstellen.

Falls mdglich, separater Netzwerk-Traffic in separaten physischen Netzwerken oder in VLANS.

Host :
]

e oo oo o o= =

]
]
Node 3 :




Subnetz fir LIFs:

Node oder LIF IP-Adresse Netzwerkmaske Gateway VLAN-ID Home Port
mit Port zum
Switch

Node 1/LIF fur
Switch 1

Node 2/LIF zu
Switch 1

Node 3/LIF zu
Switch 1

Node 4/LIF zu
Switch 1

Node 1/LIF flr
Switch 2

Node 2/LIF zu
Switch 2

Node 3/LIF zu
Switch 2

Node 4/LIF zu
Switch 2

Storage-Konfiguration

Wenn das Aggregat und bereits erstellt sind, notieren Sie hier ihre Namen. Ansonsten kdnnen Sie sie nach
Bedarf erstellen:

Knoten zu eigenem NFS-Export

Aggregatname

Name

NFS-Exportinformationen

ExportgroRe

Exportname (optional)

Exportbeschreibung (optional)



SVM-Informationen

Wenn Sie keine vorhandenen verwenden, benétigen Sie die folgenden Informationen, um eine neue zu
erstellen:

SVM-Name
Aggregat fur SVM Root-Volume SVM-Benutzername (optional)
SVM-Passwort (optional) SVM-Management-LIF (optional)
Subnetz:
IP-Adresse:
Netzwerkmaske:
Gateway:
Home-Node:
Installieren

Virtual Storage Console for automatisiert viele Konfigurations- und
Bereitstellungsaufgaben, die fur die Verwendung von Storage mit einem ESXi Host
erforderlich sind. Ist ein Plug-in fir vCenter Server.

Bevor Sie beginnen

Sie mussen Uber Administratoranmeldedaten auf dem vCenter Server verfligen, der zum Verwalten des ESXi-
Hosts verwendet wird.

Uber diese Aufgabe

« Virtual Storage Console wird als virtuelle Appliance mit Funktionen wie Virtual Storage Console, vStorage
APIs for Storage Awareness (VASA) Provider und Storage Replication Adapter (SRA) fir VMware vSphere
installiert.

Schritte

1. Laden Sie die Version herunter, deren Version fir Ihre Konfiguration untersttitzt wird, wie im
Interoperabilitats-Matrix-Tool dargestellt.

"NetApp Support"

2. Implementieren Sie die virtuelle Appliance und konfigurieren Sie sie gemaf den Schritten in Deployment
and Setup Guide.

Fugen Sie den Storage-Cluster zur VSC hinzu

Bevor Sie den ersten Datastore fur einen ESXi Host in [hrem Datacenter bereitstellen
konnen, mussen Sie den Cluster oder eine spezifische Storage Virtual Machine (SVM)


https://mysupport.netapp.com/site/global/dashboard

zur Virtual Storage Console fur VMware vSphere hinzufugen. Durch Hinzufigen des
Clusters konnen Sie Storage auf einer beliebigen SVM im Cluster bereitstellen.

Bevor Sie beginnen

Sie mussen Uber Administratoranmeldedaten fiir das Storage-Cluster oder das, das hinzugefiigt wird,
verfugen.

Uber diese Aufgabe

Je nach Konfiguration wurde dieses Cluster moglicherweise automatisch erkannt oder wurde bereits
hinzugefugt.

Schritte
1. Melden Sie sich beim vSphere Web Client an.

2. Wabhlen Sie Virtual Storage Console.
3. Wahlen Sie Speichersysteme und klicken Sie dann auf das Symbol Hinzufiigen.

4. Geben Sie im Dialogfeld Storage-System hinzufiigen den Hostnamen und die
Administratoranmeldeinformationen fiir den Storage-Cluster ein, oder klicken Sie dann auf OK.

Konfigurieren Sie lhr Netzwerk fiir optimale Leistung

Ethernet-Netzwerke unterscheiden sich in ihrer Leistung stark. Sie konnen die Leistung
des Netzwerks maximieren, indem Sie bestimmte Konfigurationswerte auswahlen.

Schritte
1. Verbinden Sie den Host und die Speicher-Ports mit dem gleichen Netzwerk.

Am besten mit den gleichen Switches verbinden.

2. Wahlen Sie die Ports mit der hochsten Geschwindigkeit aus.
Am besten sind 10 GbE oder schnellere Ports. 1-GbE-Ports sind das Minimum.

3. Aktivieren Sie Jumbo Frames, falls gewinscht und von lhrem Netzwerk unterstitzt.
Jumbo Frames sollten eine MTU von 9000 fiir ESXi Hosts und Storage-Systeme sowie 9216 fir die
meisten Switches aufweisen. Alle Netzwerkgerate im Datenpfad — einschliel3lich ESXi NICs, Storage NICs
und Switches — missen Jumbo Frames unterstitzen und sollten fir ihre maximalen MTU-Werte
konfiguriert sein.
Weitere Informationen finden Sie unter "Uberpriifen Sie die Netzwerkeinstellungen auf den Datenschaltern”
Und der Dokumentation des Switch-Anbieters.

Konfigurieren Sie den ESXi-Host

Das Konfigurieren des ESXi Hosts umfasst die Konfiguration von Ports und vSwitches
sowie die Verwendung von ESXi Host Best Practice-Einstellungen. Nachdem die
Richtigkeit dieser Einstellungen uberpruft wurde, kdnnen Sie dann ein Aggregat erstellen
und entscheiden, wo das neue Volume bereitgestellt werden soll.


https://docs.netapp.com/us-en/ontap/performance-admin/check-network-settings-data-switches-task.html

Konfiguration der Host Ports und vSwitches
Der ESXi Host bendtigt Netzwerkports flr die NFS-Verbindungen zum Storage-Cluster.

Uber diese Aufgabe

Es wird empfohlen, IP Hash als NIC Teaming Policy zu verwenden, fir die ein einziger VMkernel Port auf
einem einzelnen vSwitch erforderlich ist.

Die fur NFS verwendeten Host-Ports und Storage-Cluster-Ports miissen IP-Adressen im selben Subnetz
haben.

In dieser Aufgabe werden die allgemeinen Schritte zur Konfiguration des ESXi-Hosts aufgelistet. Weitere
detaillierte Anweisungen finden Sie in der VMware-Publikation Storage fir Ihre ESXi-Version.

"VMware"

Schritte

1. Melden Sie sich beim vSphere-Client an, und wahlen Sie dann den ESXi-Host aus dem Bereich Inventar
aus.

2. Klicken Sie auf der Registerkarte Verwalten auf Networking.

3. Klicken Sie auf Add Networking und wahlen Sie dann VMkernel und Create a vSphere Standard Switch
aus, um den VMkernel Port und vSwitch zu erstellen.

4. Konfigurieren Sie Jumbo Frames fur den vSwitch (MTU-Grée von 9000, falls verwendet).

Konfigurieren Sie die Best Practice-Einstellungen fiir den ESXi Host

Sie mussen sicherstellen, dass die Best Practice-Einstellungen des ESXi Hosts korrekt
sind, damit der ESXi Host den Verlust einer NFS-Verbindung oder eines Speichers
korrekt managen kann.

Schritte
1. Klicken Sie auf der VMware vSphere Web Client Home Seite auf vCenter > Hosts.

2. Klicken Sie mit der rechten Maustaste auf den Host und wahlen Sie dann Aktionen > NetApp VSC > Set
Empfohlene Werte aus.

3. Stellen Sie im Dialogfeld NetApp Recommended Settings sicher, dass alle Optionen ausgewahlt sind,
und klicken Sie dann auf OK.

MPIO-Einstellungen gelten nicht fir NFS. Wenn Sie jedoch andere Protokolle verwenden, sollten Sie
sicherstellen, dass alle Optionen ausgewahlt sind.

Der vCenter Web Client zeigt den Fortschritt der Aufgabe an.

Erstellen Sie ein Aggregat

Wenn Sie kein vorhandenes Aggregat verwenden mochten, konnen Sie ein neues
Aggregat erstellen, um dem Volume, das Sie bereitstellen, physischen Storage zur
Verfugung zu stellen.

Uber diese Aufgabe
Wenn Sie ein vorhandenes Aggregat verwenden méchten, konnen Sie dieses Verfahren Gberspringen.


http://www.vmware.com

Schritte

1. Geben Sie die URL ein https://IP-address-of-cluster-management-LIF Melden Sie sich in
einem Webbrowser mit den Anmeldedaten des Cluster-Administrators an.

2. Navigieren Sie zum Fenster Aggregate.
3. Klicken Sie Auf Erstellen.

4. Befolgen Sie die Anweisungen auf dem Bildschirm, um das Aggregat mithilfe der standardmaRigen RAID-
DP-Konfiguration zu erstellen, und klicken Sie dann auf Erstellen.

Create Agaregate

To create an aggregate, select a disk type then specify the number of disks.

Name: agor?
ﬁ Disk Type: SAS |-Browse |
Number of Dizks: 8 g Mzx: B fexcluding 1 hot spare), min: 5 for RAID-DP
RAID Configuration: RAID-0DP, RAID group size of 16 disks Change
Mew Usable Capacity: 4963 TB (Estimated)
Ergebnisse

Das Aggregat wird mit der angegebenen Konfiguration erstellt und der Liste der Aggregate im Fenster
Aggregate hinzugefugt.

Legen Sie fest, wo das neue Volume bereitgestellt werden soll

Bevor Sie ein NFS-Volume erstellen, mussen Sie entscheiden, ob es in ein vorhandenes
und wenn ja, wie viel Konfiguration erforderlich ist. Diese Entscheidung bestimmt lhren
Workflow.

Verfahren

* Wenn Sie eine neue Version mochten, befolgen Sie die Schritte zum Erstellen einer NFS-Aktivierung auf
einer vorhandenen SVM.

"Erstellen einer neuen NFS-fahigen SVM"
Sie mussen diese Option auswahlen, wenn NFS auf einer vorhandenen SVM nicht aktiviert ist.

* Wenn Sie ein Volume auf einer vorhandenen SVM mit NFS-Aktivierung bereitstellen mochten, aber nicht
konfiguriert sind, flhren Sie die Schritte aus, die Sie fir die Konfiguration des NFS-Zugriffs auf eine
vorhandene SVM ausflhren.

"Konfiguration des NFS-Zugriffs fur eine vorhandene SVM"

Wenn Sie das Verfahren zum Erstellen der SVM befolgt haben.

* Wenn Sie ein Volume auf einer vorhandenen Infrastruktur bereitstellen méchten, die vollstandig fiir NFS-



Zugriff konfiguriert ist, befolgen Sie diese Schritte, um die Einstellungen auf einer vorhandenen SVM zu
Uberprtfen.

"Uberpriifen der Einstellungen auf einer vorhandenen SVM"

Erstellen Sie eine neue NFS-fahige SVM

Die Einrichtung einer neuen SVM umfasst die Erstellung der neuen SVM und die
Aktivierung von NFS. Sie kdnnen dann den NFS-Zugriff auf dem ESXi Host konfigurieren
und Uberprufen, ob NFS Uber die Virtual Storage Console fur ESXi aktiviert ist.

Bevor Sie beginnen

* Ihr Netzwerk muss konfiguriert und die entsprechenden physischen Ports mit dem Netzwerk verbunden
sein.

« Sie mlUssen wissen, welche der folgenden Netzwerkkomponenten von verwendet werden wird:

> Der Node und der spezifische Port auf diesem Node, auf dem die logische Datenschnittstelle (LIF)
erstellt wird

o Das Subnetz, aus dem die IP-Adresse der Daten-LIF bereitgestellt wird, oder optional die spezifische
IP-Adresse, die Sie der Daten-LIF zuweisen mochten

 Alle externen Firewalls missen entsprechend konfiguriert sein, um den Zugriff auf Netzwerkdienste zu
ermoglichen.

Uber diese Aufgabe

Sie kdnnen einen Assistenten verwenden, der Sie durch die Erstellung der SVM, die Konfiguration von DNS,
die Erstellung einer Daten-LIF und die Aktivierung von NFS fihrt.

Schritte
1. Navigieren Sie zum Fenster SVMs.

2. Klicken Sie Auf Erstellen.
3. Erstellen Sie im Fenster Storage Virtual Machine (SVM) Setup die SVM:

a. Geben Sie einen eindeutigen Namen fir die SVM an.

Der Name muss entweder ein vollstandig qualifizierter Domanenname (FQDN) sein oder einer anderen
Konvention folgen, die eindeutige Namen in einem Cluster sicherstellt.

b. Wahlen Sie NFS flir das Datenprotokoll aus.

Wenn Sie zusatzliche Protokolle fur dieselbe SVM verwenden mochten, sollten Sie sie auch dann
auswahlen, wenn Sie sie nicht sofort konfigurieren mdochten.

c. Behalten Sie die Standardeinstellung C.UTF-8 bei.

Diese Sprache wird von dem Volume Gbernommen, das Sie spéater erstellen, und die Sprache eines
Volumes kann nicht geandert werden.

d. Optional: Wenn Sie das CIFS-Protokoll aktiviert haben, andern Sie den Sicherheitsstil in UNIX.

Wenn Sie das CIFS-Protokoll auswahlen, wird der Sicherheitsstil standardmafig auf NTFS festgelegt.



e. Optional: Wahlen Sie das Root-Aggregat, um das Root-Volumen zu enthalten.

Das Aggregat, das Sie fur das Root-Volume auswahlen, bestimmt nicht den Speicherort des Daten-
Volumes.

Storage Virtual Machine { 5¥M] Setup

o (1) o
Enter SWh basic details

SVM Details

@ Specify a unigue nare and the data protocols for the SYA

SV Marne: wsll.example.cam

@ IPspace: R

(@ Dpataprotocals: W aFs W nFs [T iscsl [0 FOFCoE T

@ Default Language: | CUTF-2[ cutf_2] 7

The language of the 2k specifles the default language encoding setting for the S7M and

Itswolumes. Usinga settingthat Incorporates UTF-& character encoding 15 recommended.

(@) security Style: W]l ¥

Root Aggregate:  data_D1_aggr h

f. Optional: Stellen Sie im Bereich DNS Configuration sicher, dass die Standard-DNS-Suchdomane
und Namensserver die sind, die Sie flr diese SVM verwenden mochten.

DNS Configuration

Specify the DNS domain and name servers. DNS details are regquired to configure CIFS protocol.

2 Search Domains:
2 example.com

'3__} Name Servers: 1892.0.2.145182.0 2146 192.0.2.147

g. Klicken Sie Auf Absenden & Fortfahren.

Das wird erstellt, die Protokolle werden jedoch noch nicht konfiguriert.

4. Geben Sie im Abschnitt Data LIF Configuration der Seite Configure CIFS/NFS Protocol die Details der
ersten Daten-LIF des ersten Datastore an.

a. Weisen Sie der LIF automatisch aus einem Subnetz zu, das Sie angeben oder manuell eingeben.

b. Klicken Sie auf Durchsuchen und wahlen Sie einen Knoten und Port aus, der der logischen
Schnittstelle zugeordnet werden soll.

10



< | Data LIF Configuration

¥ Retain the CIFS data LIFs configuration far MES clients.
Data Interface details for CIF:S

Assign IP Address: | Without a subnet v

IP Address: 10.224.107.188%  Change

2 )Port abccorp_1:elb | Browse... |

Geben Sie zur Bereitstellung eines Volumes keine Informationen ein. Sie kdbnnen Datastores spater mit
bereitstellen

5. Klicken Sie Auf Absenden & Fortfahren.
Folgende Objekte werden erstellt:

° Eine Daten-LIF namens nach dem mit dem Suffix , nfs 1if1"
o Einen NFS-Server

6. Klicken Sie bei allen anderen angezeigten Protokollkonfigurationsseiten auf Skip und konfigurieren Sie das
Protokoll spater.

7. Wenn die Seite SVM Administration angezeigt wird, konfigurieren oder verschieben Sie die Konfiguration
eines separaten Administrators fir diese SVM:

> Klicken Sie auf Uberspringen, und konfigurieren Sie einen Administrator spéater, falls erforderlich.
> Geben Sie die gewlnschten Informationen ein und klicken Sie dann auf Absenden & Fortfahren.
8. Uberprifen Sie die Seite Zusammenfassung, notieren Sie alle Informationen, die Sie spater bendtigen,
und klicken Sie dann auf OK.

NFS Clients missen die IP-Adresse der Daten-LIF kennen.

Ergebnisse
Es wird eine neue SVM mit aktiviertem NFS erstellt.

Fugen Sie einer vorhandenen SVM NFS-Zugriff hinzu

Um einer vorhandenen SVM NFS-Zugriff hinzuzufligen, mussen Sie zuerst eine logische
Datenschnittstelle (LIF) erstellen. Sie kdnnen dann den NFS-Zugriff auf dem ESXi-Host
konfigurieren und Uberprufen, ob NFS fur ESXi mithilfe der Virtual Storage Console
aktiviert ist.

Bevor Sie beginnen

« Sie mlUssen wissen, welche der folgenden Netzwerkkomponenten von verwendet werden wird:
o Der Node und der spezifische Port auf diesem Node, wo die Daten-LIF erstellt wird

o Das Subnetz, aus dem die IP-Adresse der Daten-LIF bereitgestellt wird, oder optional die spezifische
IP-Adresse, die Sie der Daten-LIF zuweisen mdchten

+ Alle externen Firewalls missen entsprechend konfiguriert sein, um den Zugriff auf Netzwerkdienste zu
ermoglichen.

» Das NFS-Protokoll muss auf der SVM zugelassen sein.

11



Dies ist der Fall, wenn Sie dieses Verfahren nicht zur Erstellung der SVM bei der Konfiguration eines
anderen Protokolls befolgt haben.

Schritte
1. Navigieren Sie zum Fenster Details, in dem Sie die Protokolle der SVM konfigurieren kdnnen:

a. Wahlen Sie die SVM aus, die Sie konfigurieren mochten.

b. Klicken Sie im Fensterbereich Details neben Protokollen auf NFS.

Protocols: Fs | ECIFCoE |

2. Erstellen Sie im Dialogfeld Configure NFS Protocol eine Daten-LIF:

a. Weisen Sie der LIF automatisch aus einem Subnetz zu, das Sie angeben oder manuell eingeben.

b. Klicken Sie auf Durchsuchen und wahlen Sie einen Knoten und Port aus, der der logischen
Schnittstelle zugeordnet werden soll.

“ | Data LIF Configuration

¥ Retain the CIFS data LIFs configuration far MES clients.
Data Interface details for CIF:

Assign IP Address: | Without a subnet i

IP Address: 10.224.107.185%  Change

2)Port gbccorp_t:elb | Brovse... |

Geben Sie zur Bereitstellung eines Volumes keine Informationen ein. Sie kdnnen spater Datenspeicher mit
Virtual Storage Console bereitstellen.

3. Klicken Sie auf Absenden & SchlieBRen und dann auf OK.

Vergewissern Sie sich, dass NFS auf einer vorhandenen SVM aktiviert ist

Wenn Sie eine vorhandene SVM verwenden mochten, mussen Sie zuerst sicherstellen,
dass NFS fur die SVM aktiviert ist. AnschlieRend kdénnen Sie den NFS-Zugriff
konfigurieren und mithilfe von Virtual Storage Console Uberprufen, ob NFS fur ESXi
aktiviert ist.

Schritte
1. Navigieren Sie zum Fenster SVMs.

2. Klicken Sie auf die Registerkarte SVM Settings.
3. Klicken Sie im Fenster Protokolle auf NFS.

4. Vergewissern Sie sich, dass NFS als aktiviert angezeigt wird.

Wenn NFS nicht aktiviert ist, missen Sie sie aktivieren oder eine neue SVM erstellen.

Bereitstellung eines Datenspeichers und Erstellung eines zugehorigen Volume

Ein Datastore enthalt Virtual Machines und deren VMDKs auf dem ESXi Host. Der

12



Datastore auf dem ESXi-Host wird auf einem Volume auf dem Storage-Cluster
bereitgestellt.

Bevor Sie beginnen

Die Virtual Storage Console for VMware vSphere for (VSC) muss mit dem vCenter Server installiert und
registriert werden, der den ESXi Host verwaltet.

VSC muss Uber ausreichende Cluster oder Zugangsdaten verfligen, um das Volume auf der angegebenen
SVM zu erstellen.

Uber diese Aufgabe

VSC automatisiert die Datastore-Bereitstellung, einschlieRlich der Erstellung eines Volumes auf der
angegebenen SVM.

Schritte
1. Klicken Sie auf der Seite vSphere Web Client Home auf Hosts und Cluster.

2. Erweitern Sie im Navigationsbereich das Datacenter, an dem Sie den Datenspeicher bereitstellen
mochten.

3. Klicken Sie mit der rechten Maustaste auf den ESXi-Host und wéahlen Sie dann NetApp VSC > Provision
Datastore aus.

Alternativ kénnen Sie bei der Bereitstellung auch mit der rechten Maustaste auf das Cluster klicken, um
den Datenspeicher allen Hosts im Cluster zur Verfliigung zu stellen.

4. Geben Sie die erforderlichen Informationen im Assistenten ein:

" I tottop Datastors Provssoning Wizard b
M Specily the dame and Bype of dalasicde you want Lo provision,

Yiou will Bo atie 1o select Ma sLage Sytinm for vour datasiors in the ned pags of hig wizand

Hama

Tyme & (=) HFS } VMFS

Cancel

Uberpriifen Sie den NFS-Zugriff von einem ESXi Host aus

Nachdem Sie einen Datenspeicher bereitgestellt haben, kdnnen Sie Uberprifen, ob der
ESXi Host Uber NFS-Zugriff verfugt, indem Sie eine Virtual Machine auf dem Datastore
erstellen und diesen einschalten.

Schritte
1. Klicken Sie auf der Seite vSphere Web Client Home auf Hosts und Cluster.

2. Erweitern Sie im Navigationsbereich das Rechenzentrum, um den zuvor erstellten Datenspeicher zu
finden.

3. Klicken Sie auf Neue virtuelle Maschine erstellen und geben Sie die erforderlichen Informationen im
Assistenten an.

Um den NFS-Zugriff zu Gberprtfen, sollten Sie das Rechenzentrum, den ESXi-Host und den
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Datenspeicher auswahlen, das Sie zuvor erstellt haben.
Die virtuelle Maschine wird im vSphere Web Client-Bestand angezeigt.

4. Schalten Sie die Virtual Machine ein.

Implementieren des NFS-Plug-ins fiir VMware VAAI

Das Plug-in ist eine Softwarebibliothek, in der die VMware Virtual Disk Libraries integriert
sind, die auf dem ESXi Host installiert sind. Durch das Herunterladen und Installieren des
NFS-Plug-ins fur VMware VAAI kdnnen Sie die Performance des Klonens mithilfe der
Optionen fur Copy Offload und Speicherplatzreservierung verbessern.

Uber diese Aufgabe

Um konsistenten Zugriff auf die Virtual Machines auf dem ESXi Host zu ermdglichen, auf dem Sie das NFS
Plug-in installieren, kdnnen Sie Virtual Machines migrieren oder das NFS-Plug-in wahrend der geplanten
Wartungsarbeiten installieren.

Schritte
1. Laden Sie das NFS-Plug-in fir VMware VAAI herunter.

"NetApp Support"

Sie sollten das Online Bundle herunterladen (NetAppNasPlugIn.vib) Des neuesten Plug-ins
2. Vergewissern Sie sich, dass VAAI auf jedem ESXi-Host aktiviert ist.

In VMware vSphere 5.0 und hoher ist VAAI standardmafig aktiviert.

3. Gehen Sie in der virtuellen Speicherkonsole zu Tools > NFS VAAI Tools.
4. Klicken Sie auf Datei auswahlen, um das hochzuladen NetAppNasPlugIn.vib Datei:

5. Klicken Sie Auf Upload.
Sie sehen an uploaded successfully Nachricht:

6. Klicken Sie auf Installieren auf Host.

7. Wahlen Sie die ESXi-Hosts aus, auf denen Sie das Plug-in installieren mdchten, klicken Sie auf
Installieren und dann auf OK.

8. Starten Sie den ESXi-Host neu, um das Plug-in zu aktivieren.

Nach der Installation des Plug-ins missen Sie den ESXi-Host neu starten, bevor die Installation
abgeschlossen ist.

Sie missen das Storage-System nicht neu starten.

Mounten Sie Datenspeicher auf Hosts

Durch das Mounten eines Datastore kann ein Host auf den Speicher zugreifen. Wenn
Datastores von bereitgestellt werden, werden sie automatisch auf den Host oder das
Cluster eingebunden. Mdglicherweise mussen Sie einen Datastore auf einem Host
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mounten, nachdem Sie den Host zu Ihrer VMware Umgebung hinzugefugt haben.

Schritte
1. Klicken Sie auf der Seite vSphere Web Client Home auf Hosts und Cluster:

2. Erweitern Sie im Navigationsbereich das Rechenzentrum, das den Host enthalt:

3. Klicken Sie mit der rechten Maustaste auf den Host und wahlen Sie dann NetApp VSC > Mount
Datastores aus.

4. Wahlen Sie die Datenspeicher aus, die Sie mounten méchten, und klicken Sie dann auf OK.
Verwandte Informationen

"Virtual Storage Console, VASA Provider und Storage Replication Adapter fir die VMware vSphere
Administration fur Version 9.6"
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