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Verwalten von Clustern

Dashboard-Fenster für System Manager - ONTAP 9.7 und
früher

Das Dashboard-Fenster in ONTAP System Manager Classic (erhältlich in ONTAP 9.7 und
früher) enthält mehrere Panels, die Ihnen auf einen Blick kumulative Informationen über
Ihr System und seine Performance bieten.

Über das Dashboard-Fenster können Sie Informationen zu wichtigen Warnmeldungen und
Benachrichtigungen, zur Effizienz und Kapazität von Aggregaten und Volumes, zu den in einem Cluster
verfügbaren Nodes, den Status der Nodes in einem HA-Paar, den aktivsten Applikationen und Objekten
anzeigen, Und die Performance-Kennzahlen eines Clusters oder Node.

• Warnungen und Benachrichtigungen

Zeigt alle rot angezeigten Warnmeldungen an, z. B. EMS-Notfallereignisse, Offline-Knotendetails,
fehlerhafte Festplattendetails, risikoreichen Lizenzberechtigungen und Details zum Offline-
Netzwerkanschluss. Zeigt alle Benachrichtigungen in Gelb an, z. B. Benachrichtigungen zur
Systemzustandsüberwachung, die in den letzten 24 Stunden auf Cluster-Ebene aufgetreten sind,
Lizenzberechtigungen mit mittlerem Risiko, nicht zugewiesene Festplattendetails, die Anzahl der migrierten
LIFs, fehlgeschlagene Volume-Verschiebung Und Volume-Ververschiebungsoperationen, die in den letzten
24 Stunden einen administrativen Eingriff erforderlich waren.

Im Bereich Warnungen und Benachrichtigungen werden bis zu drei Benachrichtigungen angezeigt, über
die ein Link Alle anzeigen angezeigt wird. Sie können auf den Link Alle anzeigen klicken, um weitere
Informationen zu den Warnungen und Benachrichtigungen anzuzeigen.

Das Aktualisierungsintervall für das Feld Warnungen und Benachrichtigungen beträgt eine Minute.

• Cluster Übersicht

Zeigt die Aggregate und Volumes an, die sich der Kapazität nähern, die Storage-Effizienz eines Clusters
oder Nodes und die Sicherungsdetails der wichtigsten Volumes.

Auf der Registerkarte Kapazität werden die oberen Online-Aggregate angezeigt, die sich der Kapazität
nähern, in absteigender Reihenfolge des belegten Speicherplatzes.

Die Registerkarte „Kapazität“ enthält einen Link zur Anzahl der Volumes mit der höchsten verwendeten
Kapazität, wenn Sie in das Feld „Volumes, die die genutzte Kapazität überschreiten“ einen gültigen Wert
eingeben. Auf ihm wird außerdem die Menge der inaktiven (kalten) Daten angezeigt, die im Cluster
verfügbar sind.

Auf der Registerkarte „Effizienz“ werden die Storage-Einsparungen für ein Cluster oder Node angezeigt.
Sie können den insgesamt genutzten logischen Speicherplatz, den insgesamt genutzten physischen
Speicherplatz und die Gesamteinsparungen anzeigen. Sie können ein Cluster oder einen bestimmten
Node auswählen, um die Einsparungen durch die Storage-Effizienz anzuzeigen. Bei System Manager 9.5
ist der für Snapshot Kopien verwendete Speicherplatz nicht in den Werten für den insgesamt genutzten
logischen Speicherplatz, den insgesamt genutzten physischen Speicherplatz und die Gesamteinsparungen
enthalten. Ab System Manager 9.6 wird der für Snapshot Kopien verwendete Speicherplatz jedoch in den
Werten für den insgesamt genutzten logischen Speicherplatz, den insgesamt genutzten physischen
Speicherplatz und die Gesamteinsparungen enthalten.
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Das Aktualisierungsintervall für die Cluster-Übersicht beträgt 15 Minuten.

Auf der Registerkarte Schutz werden Informationen zu clusterweiten Volumes angezeigt, die keine
definierten Schutzbeziehungen haben. Es werden nur die FlexVol Volumes und FlexGroup Volumes
angezeigt, die die folgenden Kriterien erfüllen:

◦ Die Volumes sind RW-Volumes und sind online.

◦ Das Aggregat, das die Volumes enthält, ist online.

◦ Die Volumes verfügen über Sicherungsbeziehungen und sind noch nicht initialisiert. Sie können das
Fenster Volumes aufrufen, um die Volumes anzuzeigen, die über keine definierte Sicherungsbeziehung
verfügen.

Auf der Registerkarte Sicherung werden auch die fünf wichtigsten SVMs mit der höchsten Anzahl von
Volumes angezeigt, in denen keine definierten Sicherungsbeziehungen definiert sind.

• Knoten

Zeigt eine Bilddarstellung der Anzahl und Namen der im Cluster verfügbaren Nodes und des Status der in
einem HA-Paar aufgeführten Nodes an. Sie sollten den Mauszeiger über die Bilddarstellung der Nodes
positionieren, um den Status der Nodes in einem HA-Paar anzuzeigen.

Über den Link Knoten können Sie weitere Informationen zu allen Knoten anzeigen. Sie können auch auf
die Bilddarstellung klicken, um das Modell der Nodes und die Anzahl der in den Nodes verfügbaren
Aggregate, Storage Pools, Shelfs und Festplatten anzuzeigen. Sie können die Knoten über den Link
Knoten verwalten verwalten verwalten verwalten verwalten. Sie können die Nodes in einem HA-Paar
mithilfe des HA-Links managen.

Das Aktualisierungsintervall für das Bedienfeld Nodes beträgt 15 Minuten.

• Anwendungen und Objekte

Mit dem Bereich Applikationen und Objekte können Sie Informationen über Applikationen, Clients und
Dateien in einem Cluster anzeigen.

Auf der Registerkarte Applikationen werden Informationen über die fünf wichtigsten Applikationen des
Clusters angezeigt. Sie können die fünf wichtigsten Applikationen entweder auf Basis von IOPS und
Latenz (von niedrig bis hoch oder von hoch zu niedrig) oder der Kapazität (von niedrig bis hoch oder von
hoch bis niedrig) anzeigen.

Klicken Sie auf das entsprechende Balkendiagramm, um weitere Informationen zur Anwendung
anzuzeigen. Der gesamte Speicherplatz, der genutzte Speicherplatz und der verfügbare Speicherplatz
werden für die Kapazität angezeigt, die IOPS-Details werden für IOPS angezeigt und die Latenzdetails
werden für die Latenz angezeigt.

Sie können auf Details anzeigen klicken, um das Anwendungsfenster der jeweiligen Anwendung zu
öffnen.

Auf der Registerkarte Objekte werden Informationen über die fünf wichtigsten aktiven Clients und Dateien
im Cluster angezeigt. Sie können die fünf wichtigsten aktiven Clients und Dateien auf Basis von IOPS oder
Durchsatz anzeigen.

Diese Informationen werden nur für CIFS- und NFS-Protokolle angezeigt.

Das Aktualisierungsintervall für den Bereich Anwendungen und Objekte beträgt eine Minute.
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• Leistung

Zeigt durchschnittliche Performance-Metriken, Metriken zur Lese-Performance und Metriken zur Schreib-
Performance des Clusters basierend auf Latenz, IOPS und Durchsatz an. Die durchschnittlichen
Performance-Metriken werden standardmäßig angezeigt. Sie können auf Lesen oder Schreiben klicken,
um die Metriken zur Lese-Performance bzw. Schreib-Performance anzuzeigen. Sie können die
Performance-Metriken des Clusters oder eines Node anzeigen.

Wenn die Informationen zur Cluster-Performance nicht von ONTAP abgerufen werden können, können Sie
das entsprechende Diagramm nicht anzeigen. In diesen Fällen zeigt der System Manager die spezifische
Fehlermeldung an.

Das Aktualisierungsintervall für die Diagramme im Fenster Leistung beträgt 15 Sekunden.

Monitoring eines Clusters mithilfe des Dashboards

Mit dem Dashboard in System Manager können Sie den Systemzustand und die Performance eines Clusters
überwachen. Sie können auch mithilfe des Dashboards Hardware-Probleme und Probleme bei der Storage-
Konfiguration identifizieren.

Schritte

1. Klicken Sie auf die Registerkarte Dashboard, um die Dashboard-Bereiche für Zustand und Leistung
anzuzeigen.

MetroCluster Umschaltung und zurückwechseln

Über MetroCluster Switchover und Switchback

Seit ONTAP System Manager 9.6 können Sie MetroCluster Switchover und Switchback-
Vorgänge nach einem Ausfall nutzen, wodurch alle Nodes im Quellcluster nicht mehr
erreichbar und ausgeschaltet werden. Zudem kann der Switchover-Workflow für eine
ausgehandelte (geplante) Umschaltung verwendet werden, beispielsweise für Disaster-
Recovery-Tests oder einen Standort, der zu Wartungszwecken offline geschaltet wird.

Über MetroCluster Switchover und Switchback

Ab System Manager 9.6 können Sie MetroCluster Switchover- und Switchback-Vorgänge verwenden, so dass
ein Cluster-Standort die Aufgaben eines anderen Cluster-Standorts übernehmen kann. Diese Funktion
erleichtert Ihnen die Wartung oder das Recovery im Falle von Ausfällen.

Durch einen Switchover-Vorgang kann ein Cluster (Standort A) die Aufgaben übernehmen, die ein anderes
Cluster (Standort B) normalerweise durchführt. Nach der Umschaltung kann das Cluster, das übernommen
wurde (Standort B), zur Wartung oder Reparatur heruntergefahren werden. Nach Abschluss der Wartung kann
Standort B gestartet werden und die Heilungsaufgaben abgeschlossen werden. Sie können einen Switchback-
Vorgang initiieren, über den das reparierte Cluster (Standort B) die üblicherweise durchgeführten Aufgaben
wieder aufnehmen kann.

System Manager unterstützt zwei Arten von Umschalttasoperationen, basierend auf dem Status des Remote-
Cluster-Standorts:

• Eine ausgehandelte (geplante) Umschaltung: Sie initiieren diesen Vorgang, wenn geplante
Wartungsarbeiten an einem Cluster durchgeführt oder Disaster-Recovery-Verfahren getestet werden
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müssen.

• Ein ungeplantes Switchover: Sie initiieren diesen Vorgang, wenn auf einem Cluster ein Ausfall aufgetreten
ist (Standort B), und Sie möchten, dass ein anderer Standort oder Cluster (Standort A) die Aufgaben des
Clusters, der von der Katastrophe betroffen ist (Standort B), während Sie Reparaturen und
Wartungsarbeiten durchführen.

In System Manager werden beide Switchover-Vorgänge über die gleichen Schritte durchgeführt. Wenn ein
Switchover initiiert wird, bestimmt System Manager, ob der Vorgang möglich ist und richtet den Workload
entsprechend aus.

Workflow für MetroCluster-Umschaltung und zurückwechseln

Der Gesamtprozess für den Switchover- und Switch-Workflow umfasst die folgenden drei Phasen:

1. Switchover: Mit dem Switchover-Prozess können Sie die Steuerung des Storage und des Client-Zugriffs
von einem Quell-Cluster-Standort (Standort B) auf einen anderen Cluster-Standort (Standort A)
übertragen. Dank dieses Vorgangs lassen sich unterbrechungsfreie Betriebsabläufe für Tests und Wartung
gewährleisten. Dieser Prozess ermöglicht darüber hinaus ein Recovery nach einem Standortausfall. Bei
Disaster-Recovery-Tests oder geplanten Standortwartungsarbeiten kann ein MetroCluster-Switchover
durchgeführt werden, um die Kontrolle an einen Disaster-Recovery-Standort (DR) zu übertragen (Standort
A). Bevor der Prozess gestartet wird, müssen mindestens ein der verbleibenden Standort-Nodes vor dem
Switchover betriebsbereit sein. Wenn ein Switchover-Vorgang zuvor auf bestimmten Nodes am DR-
Standort fehlgeschlagen ist, kann der Betrieb auf allen diesen Nodes erneut getestet werden.

2. Standort B Betrieb: Nach Abschluss der Umschaltung schließt der System Manager den Heilungsprozess
für die MetroCluster IP-Konfiguration ab. Die Heilung ist ein geplantes Ereignis, das volle Kontrolle über
jeden Schritt gibt, um Ausfallzeiten zu minimieren. Die Reparatur ist ein zweiphasiger Prozess, der für die
Storage- und Controller-Komponenten durchgeführt wird, um die Nodes am reparierten Standort für den
Switchback-Prozess vorzubereiten. In der ersten Phase werden die Aggregate mithilfe der gespiegelten
Plexe neu synchronisiert und anschließend werden die Root-Aggregate erhielt, indem sie zurück zum
Disaster-Standort verschoben werden.

In der zweiten Phase wird der Standort für den Switchback-Prozess vorbereitet.

3. Switchback: Nach der Wartung und Reparatur an Standort B initiieren Sie den Switchback-Betrieb, um die
Kontrolle über den Speicher und den Client-Zugriff von Standort A nach Standort B zurückzugeben Für
einen erfolgreichen Umschalter müssen die folgenden Bedingungen vorliegen:

◦ Die Home-Nodes und Speicher-Shelfs müssen eingeschaltet sein und über Knoten in Standort A
erreichbar sein

◦ System Manager muss die Healing-Phase erfolgreich abgeschlossen haben, bevor Sie den
Switchback-Betrieb starten können.

◦ Alle Aggregate in Standort A sollten den Status „gespiegelt“ aufweisen und können nicht im Status
„beeinträchtigt“ oder „neu synchronisiert“ sein.

◦ Alle früheren Konfigurationsänderungen müssen abgeschlossen sein, bevor Sie einen Switchback-
Vorgang durchführen. Dadurch wird verhindert, dass diese Änderungen mit dem ausgehandelten
Switchover- oder Switchback-Betrieb konkurrieren.

Flussdiagramm zum Umschalten zwischen MetroCluster und Umschalten des Workflows

Im folgenden Flussdiagramm werden die Phasen und Prozesse dargestellt, die beim Starten des
Umschalttaops und des Umschalttaops auftreten.
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Bereiten Sie die Umschalttavorgänge vor und wechseln Sie zurück

Bevor ein Switchover mit ONTAP System Manager Classic 9.6 durchgeführt wird, sollten
die erforderlichen Schritte auf dem betroffenen Standort überprüft werden.

Schritte

1. Wenn Sie eine Wiederherstellung nach einer Katastrophe an Standort B durchführen, müssen Sie die
folgenden Schritte durchführen:

a. Reparieren oder ersetzen Sie beschädigte Festplatten oder Hardware.

b. Stromversorgung wiederherstellen.
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c. Beheben Sie Fehler, die auftreten.

d. Notfallstandort aufbringen.

2. Stellen Sie sicher, dass im Cluster folgende Bedingungen vorhanden sind:

◦ Beide Standorte befinden sich im aktiven Zustand, wenn eine geplante Umschaltung durchgeführt wird.

◦ Das MetroCluster System verwendet den Konfigurationstyp „IP_Fabric“.

◦ Beide Standorte arbeiten mit einer Konfiguration mit zwei Nodes (zwei Nodes pro Cluster). Standorte
mit einer Konfiguration mit einem oder vier Nodes werden mit System Manager nicht für Switchover-
und Switchover-Vorgänge unterstützt.

3. Wenn Sie den Remote-Standort (Standort B) vom lokalen Standort (Standort A) starten, stellen Sie sicher,
dass an Standort B System Manager 9.6 oder eine neuere Version ausgeführt wird.

Benennen Sie die lokale MetroCluster-Website (Standort A) mit System Manager - ONTAP 9.7 und
früher um

Sie können ONTAP System Manager Classic (verfügbar in ONTAP 9.7 und früher) verwenden, um die lokale
MetroCluster-Site (Standort A) in einem Cluster umzubenennen.

Schritte

1. Klicken Sie Auf Konfiguration > Konfigurationsaktualisierungen.

2. Klicken Sie auf Cluster-Name aktualisieren.

3. Aktualisieren Sie den Namen im Textfeld und klicken Sie dann auf Absenden.

Sie können den aktualisierten Namen anzeigen, wenn der Status der MetroCluster-Website A angezeigt
wird.

4. Um den aktualisierten Namen von MetroCluster-Standort A anzuzeigen, wenn Sie ihn vom Remote-
Standort (Standort B) aus anzeigen, führen Sie den folgenden Befehl in der CLI auf dem Remote-Standort
(Standort B) aus: cluster peer modify-local-name

Durchführen einer ausgehandelten Umschaltung

Ab System Manager 9.6 kann eine ausgehandelte (geplante) Umschaltung auf einen
MetroCluster Standort initiiert werden. Dieser Vorgang ist nützlich, wenn Sie Disaster-
Recovery-Tests oder geplante Wartungsarbeiten am Standort durchführen möchten.

Schritte

1. Verwenden Sie in System Manager die Anmeldeinformationen des Clusteradministrators, um sich an der
lokalen MetroCluster-Site (Standort A) anzumelden.

2. Klicken Sie auf Konfiguration > MetroCluster

Das Fenster „MetroCluster Switchover/Switchback Operations“ wird angezeigt.

3. Klicken Sie Auf Weiter.

Im Fenster MetroCluster Switchover und Switch Back Operations werden der Status der Vorgänge
angezeigt und System Manager überprüft, ob eine Umschaltung möglich ist.

4. Führen Sie einen der folgenden Teilschritte durch, wenn der Validierungsprozess abgeschlossen ist:
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◦ Wenn die Validierung erfolgreich ist, fahren Sie mit Schritt fort "5".

◦ Wenn die Validierung fehlschlägt, aber Standort B aktiv ist, ist ein Fehler aufgetreten, z. B. ein Problem
mit einem Subsystem oder die NVRAM-Spiegelung ist nicht synchronisiert. Sie können einen der
folgenden Prozesse ausführen:

▪ Beheben Sie das Problem, das den Fehler verursacht, klicken Sie auf Schließen und starten Sie
dann erneut bei Schritt "1".

▪ Stoppen Sie die Knoten Standort B, klicken Sie auf Schließen und führen Sie die Schritte unter
aus Durchführung einer ungeplanten Umschaltung.

◦ Wenn die Validierung fehlschlägt und Standort B nicht verfügbar ist, liegt wahrscheinlich ein
Verbindungsproblem vor. Überprüfen Sie, ob Standort B wirklich ausgefallen ist, und führen Sie die
Schritte unter aus Durchführung einer ungeplanten Umschaltung.

5. Klicken Sie auf Umschaltung von Standort B zu Standort A, um den Umstellungsprozess zu starten.

Es wird eine Warnmeldung angezeigt, die Sie darauf hinweist, dass durch den Switchover alle Data SVMs
an Standort B angehalten und an Standort A neu gestartet wird

6. Wenn Sie fortfahren möchten, klicken Sie auf Ja.

Der Switchover-Prozess beginnt. Die Zustände von Standort A und Standort B werden über den grafischen
Darstellungen ihrer Konfigurationen angezeigt. Wenn der Umschaltvorgang fehlschlägt, wird eine
Fehlermeldung angezeigt. Klicken Sie Auf Schließen. Beheben Sie alle Fehler, und starten Sie erneut bei
Schritt "1"

7. Warten Sie, bis System Manager zeigt, dass die Reparatur abgeschlossen ist.

Nach Abschluss der Heilung ist Standort B betriebsbereit und die Systeme bereiten den Switchback-
Prozess vor.

Wenn die Vorbereitungen für den Switchback-Prozess abgeschlossen sind, ist die Schaltfläche Switch
Back von Standort A nach Standort B unten im Fenster aktiv.

8. Führen Sie die Schritte in aus, um mit dem Wechsel zurück fortzufahren Zurückwechseln.

Durchführung einer ungeplanten Umschaltung

Ab System Manager 9.6 können Sie eine ungeplante Umschaltung eines MetroCluster
Standorts initiieren. Dieser Vorgang ist nach einem Ausfall oder einem Ausfall hilfreich.

Bevor Sie beginnen

Die MetroCluster wird im normalen Betrieb ausgeführt. Die Nodes im lokalen Cluster (Standort A) sind jedoch
aktiv, die Nodes im Remote-Cluster (Standort B) sind jedoch nicht verfügbar.

Schritte

1. Überprüfen Sie, ob Standort B tatsächlich ausgefallen ist.

Ein Verbindungsfehler kann dazu führen, dass Standort B nicht verfügbar ist.

Der Switchover-Prozess mit Standort B up zu starten kann zu katastrophalen Ergebnissen
führen.

2. Melden Sie sich bei System Manager mithilfe der Anmeldedaten des Cluster-Administrators bei der lokalen
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MetroCluster-Site (Site A) an.

3. Klicken Sie auf Konfiguration > MetroCluster

Das Fenster „MetroCluster Switchover/Switchback Operations“ wird angezeigt.

4. Klicken Sie Auf Weiter.

Im Fenster MetroCluster Switchover/Switch Back Operations wird der Status der Vorgänge angezeigt und
System Manager überprüft, ob eine Umschaltung möglich ist.

5. Wenn der Validierungsprozess abgeschlossen ist, klicken Sie auf Umschaltstelle B zu Standort A, um
den Switchover-Prozess zu initiieren.

Es wird eine Warnmeldung angezeigt, die Sie darauf hinweist, dass der Umschaltvorgang von Standort B
zu Standort A steuert Der Status von Standort B sollte „UNERREICHBAR“ lauten, und alle Knoten von
Standort B werden rot angezeigt.

Wie in Schritt angegeben "1", Standort B muss eigentlich ausgefallen sein und nicht nur
unverbunden. Zudem sollte berücksichtigt werden, dass der Switchover-Vorgang zu
Datenverlust führen kann.

6. Wenn Sie fortfahren möchten, stellen Sie sicher, dass das Kontrollkästchen aktiviert ist, und klicken Sie
dann auf Ja.

Der Switchover-Prozess beginnt. Die Zustände von Standort A und Standort B werden über den grafischen
Darstellungen ihrer Konfigurationen angezeigt. Wenn der Umschaltvorgang fehlschlägt, wird eine
Fehlermeldung angezeigt. Klicken Sie Auf Schließen. Beheben Sie alle Fehler, und starten Sie erneut bei
Schritt "1"

7. Führen Sie alle erforderlichen Wartungsaktivitäten für Standort B. durch

8. Stellen Sie sicher, dass Standort B verfügbar ist.

Der Heilungsprozess beginnt. Wenn der Healing von System Manager angezeigt wird, ist Standort B
betriebsbereit und die Systeme bereiten den Switchback-Prozess vor. Die Schaltfläche Switchback von
Standort A nach Standort B wird unten im Fenster angezeigt.

9. Fahren Sie mit fort Zurückwechseln So starten Sie den Switchback-Betrieb.

Zurückwechseln

Ab System Manager 9.6 können Sie einen Switchback-Vorgang durchführen, der nach
Abschluss des Switchover-Vorgangs die Kontrolle über den ursprünglichen MetroCluster
Standort (Standort B) wiederherstellt.

Bevor Sie beginnen

Bevor Sie einen Switchback-Vorgang durchführen, müssen Sie die folgenden Aufgaben ausführen:

• Sie müssen die MetroCluster-Sites bis vorbereiten Durchführen einer ausgehandelten (geplanten)
Umschaltung Oder Durchführung einer ungeplanten Umschaltung.

• Wenn während des Heilvorgangs Fehler aufgetreten sind, müssen Sie die angezeigten Anweisungen
befolgen, um sie zu beheben.
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• Wenn der Status des Remote-Standorts als „Vorbereitungen für den Wechsel zurück“ angezeigt
wird, werden die Aggregate weiterhin neu synchronisiert. Sie sollten warten, bis der Status des Remote-
Standorts angibt, dass er für den Wechsel bereit ist.

Über diese Aufgabe

Wenn ein Switchover erfolgreich durchgeführt wird, wird das Fenster MetroCluster Switchover und Switch Back
Operations angezeigt. Das Fenster zeigt den Status beider Standorte an und enthält eine Meldung, die Ihnen
anzeigt, dass der Vorgang erfolgreich war.

Schritte

1. Klicken Sie auf Switch Back von Standort A nach Standort B, um den Switchback-Betrieb zu starten.

Eine Warnmeldung gibt an, dass der zurückkehrende Vorgang die Steuerung des MetroCluster an Standort
B zurückgibt und dass der Vorgang möglicherweise eine gewisse Zeit in Anspruch nehmen kann.

2. Wenn Sie fortfahren möchten, klicken Sie auf Ja.

3. Führen Sie einen der folgenden Teilschritte durch, wenn der Switch-Back-Vorgang abgeschlossen ist:

◦ Wenn der Vorgang zum Umkehren erfolgreich war, klicken Sie auf Fertig, um den Abschluss der
MetroCluster-Vorgänge zu bestätigen.

Bis Sie den Abschluss des Vorgangs zum Rückwechseln bestätigen, wird im System
Manager weiterhin die Meldung angezeigt, dass der Vorgang abgeschlossen wurde. Sie
können erst dann einen anderen Vorgang starten oder den nachfolgenden
Umschalttavorgang überwachen, wenn Sie den Abschluss des Switchback-Vorgangs
bestätigen.

◦ Wenn der Vorgang zum zurückwechseln nicht erfolgreich ist, werden oben im Statusbereich
Fehlermeldungen angezeigt. Nehmen Sie ggf. Korrekturen vor, und klicken Sie auf Switch Back von
Standort A nach Standort B, um den Prozess erneut zu versuchen.

Fenster „MetroCluster Switchover“ und „Switchback Operations“

Ab System Manager 9.6 können Sie mithilfe des MetroCluster Switchover- und Switch-
Operations-Fensters eine ausgehandelte (geplante) Umschaltung oder eine ungeplante
Umschaltung von einem Standort oder Cluster (Standort B) zu einem anderen Standort
oder Cluster (Standort A) initiieren. Nachdem Sie an Standort B Wartungsarbeiten oder
Reparaturen durchgeführt haben, können Sie einen Wechsel von Standort A zu Standort
B initiieren und den Status des Vorgangs in diesem Fenster anzeigen.

Befehlsschaltflächen

• Umschalten von Standort B zu Standort A

Initiiert den Prozess, der Standort B zu Standort A umschaltet

• Switch-Back-Standort A an Standort B

Initiiert den Prozess, der Standort A zurück zu Standort B schaltet
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Andere Aktionen

• * Navigieren Sie zum Cluster Standort B*

Geben Sie die Cluster-Management-IP-Adresse von Standort B ein

• Checkbox für ungeplante Umschaltung

Wenn Sie eine ungeplante Umschaltung initiieren möchten, aktivieren Sie das Kontrollkästchen mit nicht
geplanter Umschaltung fortfahren.

Statusbereiche

Während das System sich über- oder zurückschaltet, wird der Status von System Manager mit den folgenden
Methoden angezeigt:

• Grafik der Fortschrittslinie

Zeigt Phasen der Vorgänge an und gibt die Phasen an, die abgeschlossen wurden. Die Phasen lauten
Switchover, Standort B Operations und Switchback.

• Details Anzeigen

Zeigt eine Liste der zeitgestempelten Systemereignisse als Fortschritt des MetroCluster-Betriebs an.

• Lokal: Website A

Zeigt eine Grafik der Konfiguration des Clusters an Standort A an, einschließlich des Status dieser Site,
während sie die Phasen des Vorgangs durchlaufen.

• Fernbedienung: Standort B

Zeigt eine Grafik der Konfiguration des Clusters an Standort B an, einschließlich des Status dieser Site,
während sie die Phasen des Vorgangs durchlaufen.

Wenn Sie sich bei Standort B anmelden und das Fenster MetroCluster-Umschaltung und Switchback-
Vorgänge anzeigen, wird der Status von Standort A als „INAKTIV“ angezeigt und der Status von Standort B
wird als „SWITCHOVER-MODUS“ angezeigt.
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