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Workflow fur Cluster- und SVM-Peering

Sie konnen eine Peering-Beziehung mithilfe des ONTAP System Managers mit ONTAP
9.7 oder fruher einrichten. Das Einrichten einer Peering-Beziehung umfasst die
Vorbereitung jedes Clusters fur Peering, die Erstellung von Intercluster Logical Interfaces
(LIFs) auf jedem Node jedes Clusters, die Einrichtung einer Cluster-Peer-Beziehung und
die Einrichtung einer SVM Peering-Beziehung.

Prepare the clusters for peering.

|

Create intercluster LIFs on every node in the
cluster.

-

Create a cluster peer relationship.

|

Create an SYM peer relationship.

Wenn Sie ONTAP 9.2 oder alter ausfiihren, erstellen Sie eine SVM Peering-Beziehung und erstellen eine
Datensicherungsbeziehung zwischen dem Quell-Volume und dem Ziel-Volume.

Cluster-Peering vorbereiten

Bevor Sie eine Cluster-Peering-Beziehung mithilfe der ONTAP System Manager classic
-Schnittstelle mit ONTAP 9.7 oder einer alteren Version erstellen, missen Sie Uberprifen,
ob die Zeit auf jedem Cluster mit einem externen NTP-Server (Network Time Protocol)
synchronisiert wird, und ermitteln Sie die Subnetze, Ports und Passphrases, die Sie
verwenden mochten.

Schritte

1. Wenn Sie ONTAP 9.2 oder eine frilhere Version verwenden, bestimmen Sie die Passphrase, die Sie fir
jede Cluster-Peer-Beziehung verwenden moéchten.

Die Passphrase muss mindestens acht Zeichen enthalten.



Fir die Beziehung zwischen... Die Passphrase lautet...

Cluster A und Cluster B

Ab ONTAP 9.3 kénnen Sie die Passphrase aus dem Remote-Cluster generieren und gleichzeitig die
Cluster-Peer-Beziehung erstellen.

"Erstellen einer Cluster-Peer-Beziehung (Beginn: ONTAP 9.3)"

2. Identifizieren Sie die Subnetze, IP-Adressen und Ports, die Sie fur Intercluster-LIFs verwenden.
StandardmaRig wird die IP-Adresse automatisch aus dem Subnetz ausgewahlt. Wenn Sie die IP-Adresse
manuell angeben mdéchten, missen Sie sicherstellen, dass die IP-Adresse entweder bereits im Subnetz
verflgbar ist oder spater dem Subnetz hinzugefiigt werden kann. Informationen zu Subnetzen finden Sie
auf der Registerkarte Netzwerk.

Erstellen Sie eine Tabelle ahnlich der folgenden Tabelle, um Informationen zu den Clustern zu erfassen. In

der folgenden Tabelle wird davon ausgegangen, dass jedes Cluster vier Nodes hat. Wenn ein Cluster mehr
als vier Nodes hat, fiigen Sie fur die zusatzlichen Informationen Zeilen hinzu.

Cluster A Cluster B
Subnetz (ONTAP 9.2 oder friher)

IP-Adresse (ab ONTAP 9.3,
optional fir ONTAP 9.2 oder alter)

Node 1-Port
Node 2-Port
Node 3-Port

Node 4-Port

Konfiguration von Peer-Beziehungen (beginnend mit
ONTAP 9.3)

Eine Peer-Beziehung definiert die Netzwerkverbindungen, mit denen Cluster und SVMs
einen sicheren Datenaustausch ermoglichen. Ab ONTAP 9.3 kdnnen Sie bis ONTAP 9.7
mithilfe der Benutzeroberflache des ONTAP System Manager classic eine vereinfachte
Methode zum Konfigurieren von Peer-Beziehungen zwischen Clustern und zwischen
SVMs ausfuhren.

Intercluster-LIFs erstellen (beginnend mit ONTAP 9.3)
Ab ONTAP 9.3 kdnnen Sie bis ONTAP 9.7 uber die ONTAP System Manager classic



Schnittstelle Cluster-Ubergreifende logische Schnittstellen (LIFs) erstellen, sodass das
Cluster-Netzwerk mit einem Node kommunizieren kann. Sie mussen innerhalb jedes
IPspaces, der fur Peering verwendet wird, eine Intercluster LIF erstellen, auf jedem Node
in jedem Cluster, fur den Sie eine Peer-Beziehung erstellen mochten.

Uber diese Aufgabe

Wenn Sie beispielsweise ein Cluster mit vier Nodes haben, das Sie mit Cluster X tber IPspace A Peer mit
Cluster Y Uber IPspace Y erstellen mdchten, bendtigen Sie insgesamt acht Intercluster-LIFs. Vier auf IPspace
A (einer pro Knoten) und vier auf IPspace Y (einer pro Knoten).

Sie mussen dieses Verfahren auf beiden Clustern durchfiihren, fir die Sie eine Peer-Beziehung erstellen
mochten.

Schritte
1. Klicken Sie Auf Konfiguration > Erweitertes Cluster-Setup.

2. Klicken Sie im Fenster Setup Advanced Cluster Features neben der Option Cluster Peering auf
Proceed.

3. Wahlen Sie einen IPspace aus der Liste IPspace aus.

4. Geben Sie fir jeden Node die IP-Adresse, den Port, die Netzwerkmaske und das Gateway ein.
Intercluster LIF Details per Nods
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5. Klicken Sie auf Absenden und fortfahren.

Nachste Schritte

Sie sollten die Cluster-Details im Cluster-Peering-Fenster eingeben, um mit Cluster-Peering fortzufahren.

Cluster-Peer-Beziehung erstellen (beginnend mit ONTAP 9.3)

Ab ONTAP 9.3 kénnen Sie bis ONTAP 9.7 die ONTAP System Manager classic
Schnittstelle verwenden, um eine Cluster-Peer-Beziehung zwischen zwei Clustern zu
erstellen. Dazu wird eine vom System generierte Passphrase und die IP-Adressen der
Intercluster-LIFs des Remote-Clusters bereitgestellt.

Uber diese Aufgabe

Ab ONTAP 9.6 ist die Cluster-Peering-Verschllisselung bei allen neu erstellten Cluster-Peering-Beziehungen
standardmafig aktiviert. Die Cluster-Peering-Verschllisselung muss manuell aktiviert werden, damit die vor
dem Upgrade auf ONTAP 9.6 erstellte Peering-Beziehung Peering durchgefiihrt wird. Die Cluster-Peering-
Verschlisselung ist nicht fir Cluster verfigbar, auf denen ONTAP 9.5 oder eine friihere Version ausgefiihrt
wird. Daher missen beide Cluster in der Peering-Beziehung ONTAP 9.6 ausfuihren, um die Verschlisselung
von Cluster-Peering zu ermoglichen.

Die Cluster-Peering-Verschllisselung verwendet die Transport Security Layer (TLS) zum sicheren Cluster-



Ubergreifenden Peering von Kommunikation fir ONTAP Funktionen wie SnapMirror und FlexCache.

Schritte

1. Geben Sie im Feld Target Cluster Intercluster LIF IP Addresses die IP Adressen der Intercluster LIFs
des Remote Clusters ein.

2.  Generieren einer Passphrase aus dem Remote-Cluster.

a. Geben Sie die Managementadresse des Remote-Clusters an.
b. Klicken Sie auf Management URL, um ONTAP System Manager auf dem Remote-Cluster zu starten.

Melden Sie sich beim Remote-Cluster an.

3]

d. Klicken Sie im Fenster Cluster Peers auf Peering Passphrase generieren.

e. Wahlen Sie das IPspace, die Giiltigkeit der Passphrase und die SVM-Berechtigungen aus.

Sie kdnnen alle SVMs oder ausgewahlte SVMs flr Peering zulassen. Wenn eine SVM-Peer-Anfrage
generiert wird, werden die zuldssigen SVMs automatisch mit den Quell-SVMs Peering durchgefihrt,
ohne dass Sie die Peer-Beziehung der Remote-SVMs akzeptieren mussen.

f. Klicken Sie Auf Erzeugen.

Die Passphrase-Informationen werden angezeigt.

Generate Peering Passphrase

Fassphrase generated successfully

Use the following information for peering based onthe IPspace "Default™

Intercluster LIF IP Address 172216112
Passphrase QSTk+laPY)zoWVSUMPHyHzwD
Passphrase Validity  Valid Until Mon Mo, .. America/Mew Y
WM Permissions ALl

Email passphrase details

Copy passphrase details

a. Klicken Sie auf Passphrase-Details kopieren oder E-Mail-Passphrase-Details.



b. Klicken Sie Auf Fertig.
3. Geben Sie im Quellcluster die generierte Passphrase ein, die Sie in erhalten haben Schritt 2.

4. Klicken Sie Auf Cluster Peering Initiieren.
Die Cluster-Peer-Beziehung wurde erfolgreich erstellt.

5. Klicken Sie Auf Weiter.

Nachste Schritte

Sie sollten die SVM-Details im SVM-Peering-Fenster angeben, um den Peering-Prozess fortzusetzen.

Erstellung von SVM-Peer-Beziehungen

Beginnend mit ONTAP 9.3 bis ONTAP 9.7 kdnnen Sie die ONTAP System Manager
classic Schnittstelle zum Erstellen von SVM-Peer-Beziehungen verwenden. Das Storage
Virtual Machine (SVM)-Peering ermdglicht Ihnen die Einrichtung einer Peer-Beziehung
zwischen zwei SVMs zur Datensicherung.

Schritte
1. Wahlen Sie die Initiator-SVM aus.

2. Wahlen Sie die Ziel-SVM aus der Liste zulassiger SVMs aus.
3. Klicken Sie auf SVM-Peering initiieren.
4. Klicken Sie Auf Weiter.

Nachste Schritte

Im Fenster ,Zusammenfassung“ konnen die Clusterschnittstellen, die Cluster-Peer-Beziehung und die SVM-
Peer-Beziehung angezeigt werden.

Konfiguration von Peer-Beziehungen (ONTAP 9.2 und
fruher)

Erstellen Sie mithilfe der Schnittstelle ONTAP System Manager classic mit ONTAP 9.2
oder einer friheren ONTAP 9 Version SVM Peer-Beziehungen.

Eine Peer-Beziehung definiert Netzwerkverbindungen, mit denen Cluster und SVMs einen sicheren
Datenaustausch ermdéglichen. Sie missen eine Cluster-Peer-Beziehung erstellen, bevor Sie eine SVM-Peer-
Beziehung erstellen kénnen.

Erstellen von Intercluster-Schnittstellen auf allen Nodes (ONTAP 9.2 oder fruher)

Uber die Schnittstelle ONTAP System Manager classic zu ONTAP 9.2 oder einer friiheren
Version von ONTAP 9 kénnen Sie Intercluster LIFs erstellen, die fur das Peering
verwendet werden.

Cluster kommunizieren miteinander Uber logische Schnittstellen (LIFs), die fir die Kommunikation zwischen
Clustern dediziert sind. Sie mussen innerhalb jedes IPspace, der fir Peering verwendet wird, eine Intercluster



LIF erstellen. Die LIFs mussen auf jedem Node in jedem Cluster erstellt werden, flr das Sie eine Peer-
Beziehung erstellen mdchten.

Bevor Sie beginnen

Sie missen das Subnetz und die Ports und optional die IP-Adressen identifiziert haben, die Sie fir die
Intercluster LIFs verwenden mochten.

Uber diese Aufgabe

Sie mussen dieses Verfahren auf beiden Clustern durchfihren, fir die Sie eine Peer-Beziehung erstellen
mdchten. Wenn Sie beispielsweise ein Cluster mit vier Nodes haben, das Sie mit Cluster X Uber IPspace A
Peer mit Cluster Y Uber IPspace Y erstellen mochten, bendtigen Sie insgesamt acht Intercluster-LIFs. Vier auf
IPspace A (einer pro Knoten) und vier auf IPspace Y (einer pro Knoten).

Schritte
1. Erstellen einer intercluster LIF auf einem Knoten des Quellclusters:

a. Navigieren Sie zum Fenster Netzwerkschnittstellen.
b. Klicken Sie Auf Erstellen.

Das Dialogfeld Netzwerkschnittstelle erstellen wird angezeigt.
c. Geben Sie einen Namen fir die Intercluster LIF ein.

Sie konnen ,ic01” fir die Intercluster-LIF auf dem ersten Knoten und ,ic02" fur die Intercluster-LIF
auf dem zweiten Knoten verwenden.

d. Wahlen Sie als Schnittstellenrolle * Intercluster Connectivity* aus.
e. Wahlen Sie das IPspace aus.

f. Wahlen Sie im Dialogfeld Details hinzufiigen in der Dropdown-Liste IP-Adresse zuweisen die Option
tiber ein Subnetz aus, und wahlen Sie dann das Subnetz aus, das Sie flir die Kommunikation
zwischen Clustern verwenden mochten.

StandardmaRig wird die IP-Adresse automatisch aus dem Subnetz ausgewahlt, nachdem Sie auf
Erstellen geklickt haben. Wenn Sie die automatisch ausgewahlte IP-Adresse nicht verwenden
mdchten, missen Sie manuell die IP-Adresse angeben, die der Knoten fiir die Kommunikation
zwischen Clustern verwendet.

g. Wenn Sie die IP-Adresse, die der Knoten fir die Intercluster-Kommunikation verwendet, manuell
angeben moéchten, wahlen Sie Diese IP-Adresse verwenden aus, und geben Sie die IP-Adresse ein.

Sie mussen sicherstellen, dass die IP-Adresse, die Sie verwenden mochten, bereits im Subnetz
verflgbar ist oder spater dem Subnetz hinzugeflgt werden kann.

h. Klicken Sie im Bereich Ports auf den Knoten, den Sie konfigurieren, und wahlen Sie den Port aus, den
Sie flr diesen Knoten verwenden mdchten.

i. Wenn Sie sich entschieden haben, Ports flr die Kommunikation zwischen Clustern und Daten nicht
gemeinsam zu nutzen, bestatigen Sie, dass der ausgewahlte Port in der Spalte Hosted Interface
Count ,0“ anzeigt.



Create Network Interface *

Specify the following detailz to add a new network interface for data and management access of the chozen SV

Name; ficio

Interface Hole: Serves Data

#® Intercluster Connectivity

SV b d
-L, Protocol Access:
-L, Management Access:
Subnet sub ]
® The IP-address is selected from this subnet.
Use this IP Address:
GThis P address will be added to the chosen subnet if the address is
not already present in the subnet available range.
1;. Port: Ports or Adapters = Hosted Interface Count  Speed
4 clusterd-node
elc 3 1000 Mbps
eld 0 10040 Mbps
ele 0 1000 Mbps

j- Klicken Sie Auf Erstellen.
2. Wiederholen Schritt 1 Fur jeden Node im Cluster.

Jeder Node im Cluster verfiigt tGber eine Intercluster-LIF.

3. Notieren Sie sich die IP-Adressen der Intercluster LIFs, sodass Sie sie spater verwenden kénnen, wenn
Sie Peer-Beziehungen mit anderen Clustern erstellen:
a. Klicken Sie im Fenster Netzwerkschnittstellen in der Spalte Role auf ~ Deaktivieren Sie das
Kontrollkastchen * All*, und wahlen Sie dann Intercluster aus.

Im Fenster Netzwerkschnittstellen werden nur LIFs zwischen Clustern angezeigt.

b. Notieren Sie sich die IP-Adressen, die in der Spalte IP-Adressen/WWPN aufgefiihrt sind, oder lassen
Sie das Fenster Netzwerkschnittstellen gedffnet, damit Sie die IP-Adressen spater abrufen kénnen.

Sie kdnnen auf das Spaltenanzeigesymbol klicken (| z1]) Um die Spalten auszublenden, die nicht
angezeigt werden sollen.

Ergebnisse
Alle Nodes in jedem Cluster verfligen Uber Intercluster LIFs, die alle miteinander kommunizieren kénnen.

Cluster-Peer-Beziehung erstellen (ONTAP 9.2 oder alter)
Mithilfe der ONTAP System Manager classic-Schnittstelle mit ONTAP 9.2 oder einer



frGheren Version von ONTAP 9 konnen Sie eine Cluster-Peer-Beziehung zwischen zwei
Clustern erstellen, indem Sie eine vorab festgelegte Passphrase und die IP-Adressen der
Intercluster-LIFs des Remote-Clusters eingeben, Und dann Uberprufen, ob die Beziehung
erfolgreich erstellt wurde.

Bevor Sie beginnen

» Sie mussen die IP-Adressen aller Cluster-Intercluster LIFs der Cluster kennen, die Sie Peer-to-Peer
mochten.

» Sie mussen die Passphrase kennen, die Sie fir jede Peer-Beziehung verwenden.

Uber diese Aufgabe
Sie mussen dieses Verfahren fir jedes Cluster durchfiihren.

Schritte
1. Erstellen Sie aus dem Quell-Cluster eine Cluster-Peer-Beziehung mit dem Ziel-Cluster.

a. Klicken Sie auf die Registerkarte Konfigurationen.
b. Klicken Sie im Fensterbereich Cluster-Einstellungen auf Cluster-Peers.

c. Klicken Sie Auf Erstellen.
Das Dialogfeld * Cluster-Peer erstellen* wird angezeigt.
d. Geben Sie im Bereich Details des zu Peering des Remote-Clusters die Passphrase an, die beide

Peers verwenden werden, um eine authentifizierte Cluster-Peer-Beziehung sicherzustellen.

e. Geben Sie die IP-Adressen aller Cluster-Intercluster LIFs des Ziel-Clusters ein (eine pro Node),
getrennt durch Kommas.

Create Cluster Peer ¥

For a cluster to communicate with another cluster in a peer relationship, enter a passphraze and the intercluster IP addresses of the peer cluster.
Tell me more about cluster peering

Details of the local cluster Details of the remote cluster to be peered

?) Cluster Name:  clusterA ?) Passphrase:

%) Intercluster IP Addresses:

clusterA-node 10.52.52.120 ?) Intercluster IP Addresses:

clusterA-node2 10.52.52.121 10.238.14.32,10.238.14.35

f. Klicken Sie Auf Erstellen.
Der Authentifizierungsstatus lautet ,ausstehend, da nur ein Cluster konfiguriert wurde.

2. Wechseln Sie zum Ziel-Cluster, und erstellen Sie anschliellend eine Cluster-Peer-Beziehung zum Quell-
Cluster:
a. Klicken Sie auf die Registerkarte Konfigurationen.
b. Klicken Sie im Fensterbereich Cluster-Einstellungen auf Cluster-Peers.

c. Klicken Sie Auf Erstellen.



Das Dialogfeld Cluster-Peer erstellen wird angezeigt.

d. Geben Sie im Bereich Details des Remote-Clusters fiir Peered die gleiche Passphrase ein, die Sie in
angegeben haben Schritt 1d Und die IP-Adressen der Intercluster-LIFs des Quellclusters, und klicken
Sie dann auf Erstellen.

Create Cluster Peer *

For a cluster to communicate with another cluster in a peer relationship, enter a passphrase and the intercluster IP addresses of the peer cluster.
Tell me more about cluster peering

Details of the local cluster Details of the remote cluster to be peered

?) Cluster Name: clusterg ?) Passphrase:

?) Intercluster IP Addresses:

clusterB-node 10.238.14.33 ?) Intercluster IP Addresses:

clusterB-node2 10.238.14.28 10.53.52.120,10.53.52.121

3. Vergewissern Sie sich im Fenster * Cluster Peers* des Ziel-Clusters, dass das Quellcluster ,Available"
ist und dass der Authentifizierungsstatus ,0K* lautet.

ﬂ Awailability’ and "Authentication Status’ information might be stale for up to several minutes.

I_;'-‘||]1-'.' Create E Meodify Passphrase E. Modify Peer Metwork Parameter: 3 Delete E Refresh
Peer Cluster T Availability T Authentication Status T
clusters available ok

Sie mussen moglicherweise auf Aktualisieren klicken, um die aktualisierten Informationen anzuzeigen.

Die beiden Cluster sind in einer Peer-Beziehung.

4. Wechseln Sie zum Quell-Cluster, und bestatigen Sie, dass das Ziel-Cluster ,Available” ist und dass der
Authentifizierungsstatus ,,0K" lautet.

Sie mussen mdglicherweise auf Aktualisieren klicken, um die aktualisierten Informationen anzuzeigen.

Nachste Schritte

SVM-Peer-Beziehung zwischen Quell- und Ziel-SVMs erstellen und gleichzeitig eine
Datensicherungsbeziehung zwischen dem Quell-Volume und dem Ziel-Volume erstellen.

"Volume Backup mit SnapVault"

"Vorbereitung der Volume Disaster Recovery"


https://docs.netapp.com/de-de/ontap-system-manager-classic/volume-backup-snapvault/index.html
https://docs.netapp.com/de-de/ontap-system-manager-classic/volume-disaster-recovery/index.html
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