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Cisco Nexus 92300YC
Erste Schritte

Installations- und Einrichtungsworkflow fir Cisco Nexus 92300YC-Switches

Cisco Nexus 92300YC-Switches konnen als Cluster-Switches in lhrem AFF oder FAS
Cluster verwendet werden. Mit Cluster-Switches konnen Sie ONTAP Cluster mit mehr als
zwei Knoten erstellen.

Befolgen Sie diese Arbeitsschritte, um Ihren Cisco Nexus 92300Y C-Switch zu installieren und einzurichten.

o "Konfigurationsanforderungen™

Prifen Sie die Konfigurationsanforderungen fiir den Cluster-Switch 92300YC.

e "Erforderliche Dokumentation”

Lesen Sie die spezifische Switch- und Controller-Dokumentation, um Ihre 92300YC-Switches und den ONTAP
Cluster einzurichten.

e "Anforderungen fiir Smart Call Home"

Uberpriifen Sie die Anforderungen fiir die Cisco Smart Call Home-Funktion, die zur Uberwachung der
Hardware- und Softwarekomponenten in lhrem Netzwerk verwendet wird.

o "Installieren Sie die Hardware"

Installieren Sie die Switch-Hardware.

e "Konfigurieren der Software"

Konfigurieren Sie die Switch-Software.

Konfigurationsanforderungen fur Cisco Nexus 92300YC-Switches

Bei der Installation und Wartung des Cisco Nexus 92300YC Switches sollten Sie
unbedingt alle Konfigurations- und Netzwerkanforderungen uberprufen.

Wenn Sie ONTAP -Cluster mit mehr als zwei Knoten aufbauen mochten, benétigen Sie zwei unterstiitzte
Cluster-Netzwerk-Switches. Sie kdnnen zusatzliche Management-Schalter verwenden, die optional sind.

Konfigurationsanforderungen

Zur Konfiguration lhres Clusters benétigen Sie die entsprechende Anzahl und Art von Kabeln und
Kabelverbindern fir Ihre Switches. Je nach Art des Switches, den Sie initial konfigurieren, miissen Sie mit dem
mitgelieferten Konsolenkabel eine Verbindung zum Konsolenport des Switches herstellen; auRerdem missen


configure-reqs-92300.html
required-documentation-92300.html
smart-call-home-92300.html
install-hardware-workflow.html
configure-software-overview-92300-cluster.html

Sie spezifische Netzwerkinformationen angeben.

Netzwerkanforderungen

Fir alle Switch-Konfigurationen benétigen Sie folgende Netzwerkinformationen:

* IP-Subnetz fir den Verwaltungsnetzwerkverkehr
* Hostnamen und IP-Adressen flr jeden Speichersystem-Controller und alle entsprechenden Switches

» Die meisten Speichersystem-Controller werden Uber die eOM-Schnittstelle verwaltet, indem eine
Verbindung zum Ethernet-Service-Port (Schraubenschlisselsymbol) hergestellt wird. Bei den Systemen
AFF A800 und AFF A700 verwendet die eOM-Schnittstelle einen dedizierten Ethernet-Anschluss.

Siehe die "Hardware Universe" fur die aktuellsten Informationen. Sehen "\Welche zusatzlichen Informationen
bendtige ich fir die Installation meiner Gerate, die nicht in HWU enthalten sind?" Weitere Informationen zu den
Installationsanforderungen des Schalters finden Sie hier.

Was kommt als nachstes

Nachdem Sie die Konfigurationsanforderungen geprift haben, kénnen Sie lhre "Komponenten und
Teilenummern"Die

Komponenten und Teilenummern fiir Cisco Nexus 92300YC-Switches

Bei der Installation und Wartung des Cisco Nexus 92300YC Switches sollten Sie
unbedingt alle Switch-Komponenten und Teilenummern Uberprufen. Siehe die "Hardware
Universe" fur Details. Sehen "Welche zusatzlichen Informationen bendtige ich fur die
Installation meiner Gerate, die nicht in HWU enthalten sind?" Fiur weitere Informationen
zu den Installationsanforderungen des Schalters.

Die folgende Tabelle listet die Teilenummer und Beschreibung fir den Schalter 92300YC, die Lufter und die
Netzteile auf:

Teilenummer Beschreibung

190003 Cisco 92300YC, CLSW, 48Pt10/25GB, 18Pt100G, PTSX (PTSX = Port
Side Exhaust)

190003R Cisco 92300YC, CLSW, 48Pt10/25GB, 18Pt100G, PSIN (PSIN = Port
Side Intake)

X-NXA-FAN-35CFM-B Lufter, Cisco N9K, seitlicher Lufteinlass

X-NXA-FAN-35CFM-F Lufter, Cisco N9K, seitlicher Luftauslass

X-NXA-PAC-650W-B Netzteil, Cisco 650W - Einlass an der Portseite

X-NXA-PAC-650W-F Netzteil, Cisco 650W - Auslasso6ffnung an der Portseite

Details zum Luftstrom des Cisco Nexus 92300YC Switches:


https://hwu.netapp.com
https://kb.netapp.com/Support/General_Support/What_additional_information_do_I_need_to_install_my_equipment_that_is_not_in_HWU
https://kb.netapp.com/Support/General_Support/What_additional_information_do_I_need_to_install_my_equipment_that_is_not_in_HWU
https://hwu.netapp.com/SWITCH/INDEX
https://hwu.netapp.com/SWITCH/INDEX
https://kb.netapp.com/Support/General_Support/What_additional_information_do_I_need_to_install_my_equipment_that_is_not_in_HWU
https://kb.netapp.com/Support/General_Support/What_additional_information_do_I_need_to_install_my_equipment_that_is_not_in_HWU

 Abluftstrom auf der Backbordseite (Standardluft) — Kihle Luft strdmt durch die Lufter- und Netzteilmodule
im Kaltgang in das Gehause und wird durch das Backbordende des Gehauses im Warmgang wieder
ausgestoflen. Abluftstrom auf der Backbordseite mit blauer Farbung.

« Luftansaugung an der Backbordseite (umgekehrte Luftfiihrung) — Kiihle Luft strémt durch die
Backbordseite im Kaltgang in das Gehause und wird durch die Lifter- und Stromversorgungsmodule im
Warmgang wieder ausgestoRen. Lufteinlass auf der Backbordseite mit bordeauxroter Farbung.

Was kommt als nachstes

Nachdem Sie Ihre Komponenten und Teilenummern bestatigt haben, kénnen Sie die folgenden Uberprifen:

"erforderliche Dokumentation"Die

Dokumentationsanforderungen fiir Cisco Nexus 92300YC-Switches

FUr die Installation und Wartung des Cisco Nexus 92300YC Switches sollten Sie
unbedingt die gesamte empfohlene Dokumentation durchlesen.

Switch-Dokumentation

Fir die Einrichtung der Cisco Nexus 92300YC Switches bendtigen Sie die folgende Dokumentation von "Cisco
Nexus 9000 Series Switches Unterstlitzung" Seite:

Dokumenttitel

Hardware-Installationsanleitung fiir
die Nexus 9000-Serie

Softwarekonfigurationshandbiicher
ftir Cisco Nexus 9000 Series
Switches (wahlen Sie das
Handbuch fur die auf lhren
Switches installierte NX-OS-
Version aus)

Cisco Nexus 9000 Series NX-OS
Software Upgrade and Downgrade
Guide (Wahlen Sie den Leitfaden
fur die auf lhren Switches
installierte NX-OS-Version aus)

Cisco Nexus 9000 Serie NX-OS
Befehlsreferenz — Masterindex

Cisco Nexus 9000 MIBs-Referenz

Referenz der NX-OS-
Systemmeldungen der Nexus
9000-Serie

Beschreibung

Bietet detaillierte Informationen zu Standortanforderungen, Hardware-
Details der Schalter und Installationsoptionen.

Liefert die grundlegenden Switch-Konfigurationsinformationen, die Sie
bendtigen, bevor Sie den Switch fiir den ONTAP -Betrieb konfigurieren
koénnen.

Bietet Informationen darlber, wie der Switch gegebenenfalls auf eine
von ONTAP unterstitzte Switch-Software heruntergestuft werden kann.

Bietet Links zu den verschiedenen Befehlsreferenzen von Cisco.

Beschreibt die Management Information Base (MIB)-Dateien fiir die
Nexus 9000 Switches.

Beschreibt die Systemmeldungen fur Switches der Cisco Nexus 9000-
Serie, sowohl die informativen als auch die, die bei der Diagnose von
Problemen mit Verbindungen, interner Hardware oder der
Systemsoftware hilfreich sein kdnnen.


https://www.cisco.com/site/us/en/products/networking/cloud-networking-switches/nexus-9200-series-switches/index.html
https://www.cisco.com/site/us/en/products/networking/cloud-networking-switches/nexus-9200-series-switches/index.html

Dokumenttitel

Cisco Nexus 9000 Series NX-OS
Versionshinweise (wéhlen Sie die
Hinweise fiir die auf Ihren Switches
installierte NX-OS-Version aus)

Informationen zur Einhaltung
gesetzlicher Bestimmungen und
zur Sicherheit fur die Cisco Nexus
9000-Serie

ONTAP-Systemdokumentation

Beschreibung

Beschreibt die Funktionen, Fehler und Einschrankungen der Cisco
Nexus 9000-Serie.

Bietet Informationen zur Einhaltung internationaler behoérdlicher
Vorschriften, zur Sicherheit und zu gesetzlichen Bestimmungen fir die
Switches der Serie Nexus 9000.

Um ein ONTAP -System einzurichten, benétigen Sie die folgenden Dokumente fir Ihre Version des

Betriebssystems von "ONTAP 9" Die

Name

Controllerspezifische Installations-
und Einrichtungsanweisungen

ONTAP-Dokumentation

"Hardware Universe"

Beschreibung

Beschreibt die Installation von NetApp -Hardware.

Bietet detaillierte Informationen zu allen Aspekten der ONTAP Releases.

Bietet Informationen zur NetApp Hardwarekonfiguration und
-Kompatibilitat.

Dokumentation fiir Schienenbausatz und Schrank

Informationen zur Installation eines Cisco Nexus 92300YC Switches in einem NetApp -Schrank finden Sie in
der folgenden Hardware-Dokumentation.

Name

"42U Systemschrank,
Tiefenfiihrung"

"Installieren Sie einen Cisco Nexus
92300YC Switch in einem NetApp
-Schrank"

Beschreibung

Beschreibt die mit dem 42U-Systemschrank verbundenen FRUs und
gibt Anweisungen zur Wartung und zum Austausch der FRUs.

Beschreibt die Installation eines Cisco Nexus 92300YC Switches in
einem NetApp Vier-Pfosten-Schrank.

Anforderungen fiir Smart Call Home

Um Smart Call Home zu verwenden, mussen Sie einen Cluster-Netzwerk-Switch fur die
Kommunikation per E-Mail mit dem Smart Call Home-System konfigurieren. Dartber
hinaus konnen Sie lhren Cluster-Netzwerk-Switch optional so einrichten, dass er die
integrierte Smart Call Home-Supportfunktion von Cisco nutzt.

Smart Call Home tberwacht die Hardware- und Softwarekomponenten in Ihrem Netzwerk. Wenn eine kritische


https://docs.netapp.com/ontap-9/index.jsp
https://hwu.netapp.com
https://library.netapp.com/ecm/ecm_download_file/ECMM1280394
https://library.netapp.com/ecm/ecm_download_file/ECMM1280394

Systemkonfiguration auftritt, wird eine E-Mail-Benachrichtigung generiert und ein Alarm an alle Empfanger
gesendet, die in lhrem Zielprofil konfiguriert sind.

Smart Call Home Uberwacht die Hardware- und Softwarekomponenten in lnrem Netzwerk. Wenn eine kritische
Systemkonfiguration auftritt, wird eine E-Mail-Benachrichtigung generiert und ein Alarm an alle Empfanger
gesendet, die in lhrem Zielprofil konfiguriert sind.

Bevor Sie Smart Call Home verwenden kénnen, beachten Sie die folgenden Anforderungen:

* Ein E-Mail-Server muss vorhanden sein.
* Der Switch muss Uber eine IP-Verbindung zum E-Mail-Server verfligen.

 Der Kontaktname (SNMP-Server-Kontakt), die Telefonnummer und die Strallenadresse mussen
konfiguriert werden. Dies ist erforderlich, um den Ursprung der empfangenen Nachrichten zu ermitteln.

* Eine CCO-ID muss mit einem passenden Cisco SMARTnet Servicevertrag fur Ihr Unternehmen verknUpft
sein.

» FUr die Registrierung des Gerats muss der Cisco SMARTnet-Dienst eingerichtet sein.

Der "Cisco Supportseite" enthalt Informationen zu den Befehlen zur Konfiguration von Smart Call Home.

Installieren der Hardware

Workflow zur Hardwareinstallation fiir Cisco Nexus 92300YC-Switches

Gehen Sie folgendermalen vor, um die Hardware fur einen 92300Y C-Cluster-Switch zu
installieren und zu konfigurieren:

o "Vervollstandigen Sie das Verkabelungsarbeitsblatt"

Das Beispiel-Verkabelungs-Arbeitsblatt enthalt Beispiele fliir empfohlene Portzuweisungen von den Switches
zu den Controllern. Das leere Arbeitsblatt dient als Vorlage, die Sie beim Einrichten lhres Clusters verwenden
konnen.

o "Installieren Sie den Schalter"

Installieren Sie den Schalter 92300YC.

e "Installieren Sie den Switch in einem NetApp -Schrank."
Installieren Sie den 92300YC-Switch und das Durchgangspanel nach Bedarf in einem NetApp Schrank.

o "Kabel und Konfiguration priifen"
Uberpriifen Sie die Unterstiitzung fiir NVIDIA -Ethernet-Ports.

Vollstandiges Verkabelungs-Arbeitsblatt fiir Cisco Nexus 92300YC

Wenn Sie die unterstutzten Plattformen dokumentieren mochten, laden Sie eine PDF-


http://www.cisco.com/c/en/us/products/switches/index.html
setup-worksheet-92300yc.html
install-switch-92300yc.html
install-switch-netapp-cabinet-92300yc.html
cabling-considerations-92300.html

Datei dieser Seite herunter und fullen Sie das Verkabelungsarbeitsblatt aus.

Das Beispiel-Verkabelungs-Arbeitsblatt enthalt Beispiele fliir empfohlene Portzuweisungen von den Switches
zu den Controllern. Das leere Arbeitsblatt dient als Vorlage, die Sie beim Einrichten lhres Clusters verwenden
koénnen.

Beispiel-Verkabelungsarbeitsblatt

Die Beispiel-Portdefinition fiir jedes Switch-Paar lautet wie folgt:

Clusterschalter A Clusterschalter B

Switch-Port Knoten- und Portnutzung  Switch-Port Knoten- und Portnutzung

1

10/25 GbE-Knoten

1

10/25 GbE-Knoten

2 10/25 GbE-Knoten 2 10/25 GbE-Knoten
3 10/25 GbE-Knoten 3 10/25 GbE-Knoten
4 10/25 GbE-Knoten 4 10/25 GbE-Knoten
5 10/25 GbE-Knoten 5 10/25 GbE-Knoten
6 10/25 GbE-Knoten 6 10/25 GbE-Knoten
7 10/25 GbE-Knoten 7 10/25 GbE-Knoten
8 10/25 GbE-Knoten 8 10/25 GbE-Knoten
9 10/25 GbE-Knoten 9 10/25 GbE-Knoten
10 10/25 GbE-Knoten 10 10/25 GbE-Knoten
11 10/25 GbE-Knoten 11 10/25 GbE-Knoten
12 10/25 GbE-Knoten 12 10/25 GbE-Knoten
13 10/25 GbE-Knoten 13 10/25 GbE-Knoten
14 10/25 GbE-Knoten 14 10/25 GbE-Knoten
15 10/25 GbE-Knoten 15 10/25 GbE-Knoten
16 10/25 GbE-Knoten 16 10/25 GbE-Knoten
17 10/25 GbE-Knoten 17 10/25 GbE-Knoten



Clusterschalter A

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

10/25 GbE-Knoten

10/25 GbE-Knoten

10/25 GbE-Knoten

10/25 GbE-Knoten

10/25 GbE-Knoten

10/25 GbE-Knoten

10/25 GbE-Knoten

10/25 GbE-Knoten

10/25 GbE-Knoten

10/25 GbE-Knoten

10/25 GbE-Knoten

10/25 GbE-Knoten

10/25 GbE-Knoten

10/25 GbE-Knoten

10/25 GbE-Knoten

10/25 GbE-Knoten

10/25 GbE-Knoten

10/25 GbE-Knoten

10/25 GbE-Knoten

10/25 GbE-Knoten

10/25 GbE-Knoten

10/25 GbE-Knoten

Clusterschalter B

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

10/25 GbE-Knoten

10/25 GbE-Knoten

10/25 GbE-Knoten

10/25 GbE-Knoten

10/25 GbE-Knoten

10/25 GbE-Knoten

10/25 GbE-Knoten

10/25 GbE-Knoten

10/25 GbE-Knoten

10/25 GbE-Knoten

10/25 GbE-Knoten

10/25 GbE-Knoten

10/25 GbE-Knoten

10/25 GbE-Knoten

10/25 GbE-Knoten

10/25 GbE-Knoten

10/25 GbE-Knoten

10/25 GbE-Knoten

10/25 GbE-Knoten

10/25 GbE-Knoten

10/25 GbE-Knoten

10/25 GbE-Knoten



Clusterschalter A

40

41

42

43

44

45

46

47

48

49

50

51

52

53

54

55

56

57

58

59

60

61

10/25 GbE-Knoten

10/25 GbE-Knoten

10/25 GbE-Knoten

10/25 GbE-Knoten

10/25 GbE-Knoten

10/25 GbE-Knoten

10/25 GbE-Knoten

10/25 GbE-Knoten

10/25 GbE-Knoten

40/100-GbE-Knoten

40/100-GbE-Knoten

40/100-GbE-Knoten

40/100-GbE-Knoten

40/100-GbE-Knoten

40/100-GbE-Knoten

40/100-GbE-Knoten

40/100-GbE-Knoten

40/100-GbE-Knoten

40/100-GbE-Knoten

40/100-GbE-Knoten

40/100-GbE-Knoten

40/100-GbE-Knoten

Clusterschalter B

40

41

42

43

44

45

46

47

48

49

50

51

52

53

54

55

56

57

58

59

60

61

10/25 GbE-Knoten

10/25 GbE-Knoten

10/25 GbE-Knoten

10/25 GbE-Knoten

10/25 GbE-Knoten

10/25 GbE-Knoten

10/25 GbE-Knoten

10/25 GbE-Knoten

10/25 GbE-Knoten

40/100-GbE-Knoten

40/100-GbE-Knoten

40/100-GbE-Knoten

40/100-GbE-Knoten

40/100-GbE-Knoten

40/100-GbE-Knoten

40/100-GbE-Knoten

40/100-GbE-Knoten

40/100-GbE-Knoten

40/100-GbE-Knoten

40/100-GbE-Knoten

40/100-GbE-Knoten

40/100-GbE-Knoten



Clusterschalter A

62

63

64

65

66

40/100-GbE-Knoten

40/100-GbE-Knoten

40/100-GbE-Knoten

100-GbE-ISL-zu-Switch-
B-Port 65

100-GbE-ISL-zu-Switch-
B-Port 66

Leeres Verkabelungsarbeitsblatt

Clusterschalter B

62

63

64

65

66

40/100-GbE-Knoten

40/100-GbE-Knoten

40/100-GbE-Knoten

100-GbE-ISL-zu-Switch-
A-Port 65

100-GbE-ISL-zu-Switch-
A-Port 65

Mithilfe des leeren Verkabelungsarbeitsblatts konnen Sie die Plattformen dokumentieren, die als Knoten in
einem Cluster unterstltzt werden. Der Abschnitt Unterstiitzte Clusterverbindungen der "Hardware Universe"
Definiert die von der Plattform verwendeten Cluster-Ports.

Clusterschalter A
Switch-Port
1

10

11

12

Knoten-/Portnutzung

Clusterschalter B
Switch-Port
1

10

11

12

Knoten-/Portnutzung


https://hwu.netapp.com

Clusterschalter A Clusterschalter B

13 13
14 14
15 15
16 16
17 17
18 18
19 19
20 20
21 21
22 22
23 23
24 24
25 25
26 26
27 27
28 28
29 29
30 30
31 31
32 32
33 33

34 34

10



Clusterschalter A

35

36

37

38

39

40

41

42

43

44

45

46

47

48

49

50

51

52

53

54

55

56

Clusterschalter B

35

36

37

38

39

40

41

42

43

44

45

46

47

48

49

50

51

52

53

54

55

56

11



Clusterschalter A Clusterschalter B

57 57

58 58

59 59

60 60

61 61

62 62

63 63

64 64

65 ISL zum Schalter B Port 65 ISL zum Umschalten von
65 Port 65

66 ISL zum Schalter B Port 66 ISL zum Umschalten von
66 Port 66

Was kommt als nichstes
Nachdem Sie lhre Verkabelungsarbeitsblatter ausgefiillt haben, kdnnen Sie "Installieren Sie den Schalter"Die

Installieren Sie den Cluster-Switch 92300YC

Gehen Sie wie folgt vor, um den Cisco Nexus 92300YC Switch einzurichten und zu
konfigurieren.

Bevor Sie beginnen
Bitte stellen Sie sicher, dass Sie Folgendes haben:

 Zugriff auf einen HTTP-, FTP- oder TFTP-Server am Installationsort, um die entsprechenden NX-OS- und
Referenzkonfigurationsdatei-(RCF)-Versionen herunterzuladen.

» Anwendbare NX-OS-Version, heruntergeladen von "Cisco -Software-Download" Seite.

* Anwendbare Lizenzen, Netzwerk- und Konfigurationsinformationen sowie Kabel.

* Vollendet"Verkabelungs-Arbeitsblatter" Die

* Anwendbare NetApp -Clusternetzwerk- und Managementnetzwerk-RCFs, die von der NetApp -Support
-Website heruntergeladen wurden unter "mysupport.netapp.com” Die Alle Cisco Cluster-Netzwerk- und
Management-Netzwerk-Switches werden mit der standardmaRigen Cisco -Werkskonfiguration ausgeliefert.
Diese Switches verfligen ebenfalls Uber die aktuelle Version der NX-OS-Software, haben jedoch die RCFs
nicht geladen.

» "Erforderliche Switch- und ONTAP Dokumentation".

12


https://software.cisco.com/download/home
setup-worksheet-92300yc.html
http://mysupport.netapp.com/

Schritte

1. Installieren Sie die Cluster-Netzwerk- und Management-Netzwerk-Switches und -Controller.

Wenn Sie die... installieren Dann...

Cisco Nexus 92300YC in einem  Anweisungen zur Installation des Switches in einem NetApp -Schrank

NetApp -Systemschrank finden Sie im Handbuch ,Installieren eines Cisco Nexus 92300YC-
Cluster-Switches und Pass-Through-Panels in einem NetApp
-Schrank®.

Ausrlstung in einem Beachten Sie die in den Hardware-Installationshandblichern fiir

Telekommunikationsrack Switches und den Installations- und Einrichtungsanweisungen von

NetApp beschriebenen Vorgehensweisen.

2. Verbinden Sie die Cluster-Netzwerk- und Management-Netzwerk-Switches mithilfe der ausgefiillten
Verkabelungsarbeitsblatter mit den Controllern.

3. Schalten Sie die Cluster-Netzwerk- und Management-Netzwerk-Switches und -Controller ein.

Wie geht es weiter?

Optional kénnen Sie "Installieren Sie einen Cisco Nexus 3223C-Switch in einem NetApp -Schrank"Die
Ansonsten gehen Sie zu "Kabel und Konfiguration prifen"Die

Installieren Sie einen Cisco Nexus 92300YC-Cluster-Switch in einem NetApp
Schrank

Abhangig von Ihrer Konfiguration mussen Sie den Cisco Nexus 92300Y C-Cluster-Switch
und das Pass-Through-Panel moglicherweise mit den im Lieferumfang des Switches
enthaltenen Standardhalterungen in einem NetApp -Schrank installieren.

Bevor Sie beginnen

 Die anfanglichen Vorbereitungsanforderungen, der Inhalt des Kits und die Sicherheitsvorkehrungen
im"Hardware-Installationshandbuch fur die Cisco Nexus 9000-Serie" Die

* FUr jeden Schalter werden die acht 10-32 oder 12-24 Schrauben und Clipmuttern bendtigt, um die
Halterungen und Gleitschienen an den vorderen und hinteren Gehausepfosten zu befestigen.

 Cisco Standard-Schienenkit zur Installation des Switches in einem NetApp -Schrank.

Die Uberbriickungskabel sind nicht im Durchgangskit enthalten und sollten Ihren Schaltern
@ beiliegen. Falls sie nicht mit den Switches geliefert wurden, kdnnen Sie sie bei NetApp bestellen
(Teilenummer X1558A-R6).

Schritte
1. Installieren Sie die Durchgangsabdeckung im NetApp -Schrank.

Das Durchgangspanel-Kit ist bei NetApp erhaltlich (Teilenummer X8784-R6).
Das NetApp Pass-Through-Panel-Kit enthalt die folgende Hardware:

o Eine Durchgangs-Blindplatte
o Vier 10-32 x 0,75 Schrauben
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> Vier 10-32 Clipmuttern

i. Ermitteln Sie die vertikale Position der Schalter und der Abdeckplatte im Gehause.
Bei diesem Verfahren wird die Abdeckplatte in U40 installiert.

i. Montieren Sie auf jeder Seite zwei Clipmuttern in den entsprechenden quadratischen Lochern fir
die vorderen Schrankschienen.

ii. Zentrieren Sie das Panel vertikal, um ein Eindringen in den angrenzenden Rack-Bereich zu
verhindern, und ziehen Sie dann die Schrauben fest.

iv. Fiihren Sie die weiblichen Stecker beider 48-Zoll-Uberbriickungskabel von der Riickseite des
Bedienfelds durch die Blrstenbaugruppe.

(1) Weiblicher Stecker des Uberbriickungskabels.

1. Installieren Sie die Rackmontagehalterungen am Nexus 92300Y C-Switch-Geh&use.

a. Positionieren Sie eine vordere Rackmontagehalterung auf einer Seite des Switch-Gehauses, sodass
die Montagetse mit der Gehausefrontplatte (auf der Netzteil- oder Liifterseite) ausgerichtet ist, und
befestigen Sie die Halterung dann mit vier M4-Schrauben am Gehause.

~

~ -‘_ T = """; e
e s sl

b. Wiederholen Sie Schritt 2a mit der anderen vorderen Rackmontagehalterung auf der anderen Seite
des Switches.

c. Installieren Sie die hintere Rackmontagehalterung am Switch-Gehause.

d. Wiederholen Sie Schritt 2c mit der anderen hinteren Rackmontagehalterung auf der anderen Seite des
Switches.

2. Installieren Sie die Clipmuttern in den quadratischen Lochpositionen fir alle vier IEA-Pfosten.
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Die beiden 92300YC-Switches werden immer in den oberen 2 HE der Schranke RU41 und 42 montiert.

3. Montieren Sie die Gleitschienen im Schrank.

a. Positionieren Sie die erste Gleitschiene an der Markierung RU42 auf der Rickseite des linken hinteren

Pfostens, setzen Sie Schrauben mit dem passenden Gewinde ein und ziehen Sie die Schrauben dann
mit den Fingern fest.
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(1) Schieben Sie die Gleitschiene vorsichtig und richten Sie sie an den Schraubenléchern im Gestell aus.
(2) Ziehen Sie die Schrauben der Gleitschienen an den Schrankpfosten fest.
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4.

16

a. Wiederholen Sie Schritt 4a fiir den rechten hinteren Pfosten.
b. Wiederholen Sie die Schritte 4a und 4b an den RU41-Positionen am Schrank.

Bauen Sie den Schalter in den Schrank ein.

@ Fir diesen Schritt sind zwei Personen erforderlich: eine Person, die den Schalter von vorne
stlitzt, und eine andere, die den Schalter in die hinteren Gleitschienen fiihrt.

a. Positionieren Sie die Ruckseite des Schalters an der RU41-Schiene.

o\

Position switch and
— rails at U41 and 42

(1) Beim Hineinschieben des Chassis in Richtung der hinteren Pfosten miissen die beiden hinteren
Rack-Montageflihrungen mit den Gleitschienen ausgerichtet werden.

(2) Schieben Sie den Schalter vorsichtig, bis die vorderen Rack-Montagehalterungen biindig mit den
vorderen Pfosten abschliel3en.

b. Befestigen Sie den Schalter am Gehause.

(1) Wahrend eine Person die Vorderseite des Chassis waagerecht halt, sollte die andere Person die vier
hinteren Schrauben an den Gehausepfosten vollstandig festziehen.



a. Wenn das Chassis nun ohne Hilfe gestltzt wird, ziehen Sie die vorderen Schrauben an den Pfosten
vollstandig fest.

b. Wiederholen Sie die Schritte 5a bis 5¢ fur den zweiten Schalter am Standort RU42.

(D Durch die Verwendung des fertig montierten Schalters als Stltze ist es nicht notwendig,
den zweiten Schalter wahrend des Montagevorgangs vorne festzuhalten.

5. Wenn die Schalter installiert sind, schlieBen Sie die Uberbriickungskabel an die Stromeingénge der
Schalter an.

6. SchlieRen Sie die Stecker beider Uberbriickungskabel an die nachstgelegenen verfiigbaren PDU-
Steckdosen an.

@ Um die Redundanz aufrechtzuerhalten, missen die beiden Kabel an verschiedene PDUs
angeschlossen werden.

7. Verbinden Sie den Verwaltungsport an jedem 92300Y C-Switch mit einem der Verwaltungsswitches (falls
bestellt) oder verbinden Sie sie direkt mit lhrem Verwaltungsnetzwerk.

Der Verwaltungsport ist der obere rechte Port auf der Netzteilseite des Switches. Das CAT6-Kabel fiir
jeden Switch muss nach der Installation der Switches durch das Durchgangspanel geflhrt werden, um
eine Verbindung zu den Verwaltungs-Switches oder dem Verwaltungsnetzwerk herzustellen.

Was kommt als nachstes

Nachdem Sie die Switches im NetApp -Schrank installiert haben, kdnnen Sie"Konfigurieren Sie den Switch"
Die

Uberpriifung der Verkabelung und Konfigurationsiiberlegungen

Bevor Sie Ihren Cisco 92300YC Switch konfigurieren, beachten Sie bitte die folgenden
Hinweise.

Unterstitzung fiir NVIDIA CX6-, CX6-DX- und CX7-Ethernet-Anschliisse

Wenn Sie einen Switch-Port mit einem ONTAP Controller tber NVIDIA ConnectX-6 (CX6), ConnectX-6 Dx
(CX6-DX) oder ConnectX-7 (CX7) NIC-Ports verbinden, mussen Sie die Geschwindigkeit des Switch-Ports fest
codieren.

(csl) (config) # interface Ethernetl/19
For 100GbE speed:

(csl) (config-if) # speed 100000

For 40GbE speed:

(csl) (config-if)# speed 40000

(csl) (config-if)# no negotiate auto
(csl) (config-if) # exit

(csl) (config) # exit

Save the changes:

(csl)# copy running-config startup-config
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configure-install-initial.html

Siehe die "Hardware Universe" Weitere Informationen zu Switch-Ports finden Sie hier. Sehen "Welche
zusatzlichen Informationen bendétige ich fur die Installation meiner Gerate, die nicht in HWU enthalten sind?"
Fir weitere Informationen zu den Installationsanforderungen des Schalters.

Konfigurieren der Software

Workflow zur Softwareinstallation fiir Cisco Nexus 92300YC-Cluster-Switches

Um die Software fir einen Cisco Nexus 92300YC-Switch zu installieren und zu
konfigurieren und die Referenzkonfigurationsdatei (RCF) zu installieren oder zu
aktualisieren, gehen Sie wie folgt vor:

o "Konfigurieren Sie den Schalter”
Konfigurieren Sie den Cluster-Switch 92300YC.

e "Bereiten Sie die Installation der NX-OS-Software und des RCF vor."

Die Cisco NX-OS-Software und Referenzkonfigurationsdateien (RCFs) missen auf Cisco 92300YC-Cluster-
Switches installiert werden.

e "Installieren oder aktualisieren Sie die NX-OS-Software."

Laden Sie die NX-OS-Software herunter und installieren oder aktualisieren Sie sie auf dem Cisco 392300YC-
Cluster-Switch.

o "Installieren Sie den RCF"

Installieren Sie das RCF, nachdem Sie den Cisco 92300YC-Switch zum ersten Mal eingerichtet haben.

o "SSH-Konfiguration tiberprifen"

Stellen Sie sicher, dass SSH auf den Switches aktiviert ist, um den Ethernet Switch Health Monitor (CSHM)
und die Protokollerfassungsfunktionen zu verwenden.

Konfigurieren Sie den Cisco Nexus 92300YC-Switch

Gehen Sie wie folgt vor, um den Cisco Nexus 92300YC Switch einzurichten und zu
konfigurieren.

Schritte
1. Verbinden Sie den seriellen Port mit einem Host oder einem seriellen Port.

2. Verbinden Sie den Management-Port (auf der Nicht-Port-Seite des Switches) mit demselben Netzwerk, in
dem sich Ihr SFTP-Server befindet.

3. Nehmen Sie an der Konsole die seriellen Einstellungen auf dem Host vor:
> 9600 Baud
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> 8 Datenbits

> 1 Stoppbit

o Paritat: keine

o Flusssteuerung: keine

4. Beim erstmaligen Hochfahren oder beim Neustart nach dem Léschen der laufenden Konfiguration gerat
der Switch Nexus 92300YC in eine Boot-Schleife. Unterbrechen Sie diesen Vorgang, indem Sie ja
eingeben, um die automatische Stromversorgung abzubrechen.

Die Einrichtung des Systemadministratorkontos wird angezeigt.

Beispiel anzeigen

$ VDC-1 %$ %POAP-2-POAP INFO: - Abort Power On Auto Provisioning
[yes - continue with normal setup, skip - bypass password and basic
configuration, no - continue with Power On Auto Provisioning]
(yes/skip/no) [nol: y

Disabling POAP....... Disabling POAP

2019 Apr 10 00:36:17 switch %$ VDC-1 %$ poap: Rolling back, please
wait... (This may take 5-15 minutes)

-—-—- System Admin Account Setup ----

Do you want to enforce secure password standard (yes/no) [y]:

5. Geben Sie y ein, um den sicheren Passwortstandard zu erzwingen:

Do you want to enforce secure password standard (yes/no) [yl: ¥y

6. Geben Sie das Passwort fur den Benutzer ,admin“ ein und bestatigen Sie es:

Enter the password for "admin":
Confirm the password for "admin":

7. Geben Sie ja ein, um den Dialog ,Systemgrundkonfiguration® aufzurufen.
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Beispiel anzeigen

This setup utility will guide you through the basic configuration of
the system. Setup configures only enough connectivity for management
of the system.

Please register Cisco Nexus9000 Family devices promptly with your
supplier. Failure to register may affect response times for initial
service calls. Nexus9000 devices must be registered to receive
entitled support services.

Press Enter at anytime to skip a dialog. Use ctrl-c at anytime
to skip the remaining dialogs.

Would you like to enter the basic configuration dialog (yes/no):

8. Erstellen Sie ein weiteres Benutzerkonto:

Create another login account (yes/no) [n]:

9. Konfigurieren von schreibgeschitzten und Lese-/Schreib-SNMP-Community-Strings:

Configure read-only SNMP community string (yes/no) [n]:

Configure read-write SNMP community string (yes/no) [n]:

10. Konfigurieren Sie den Cluster-Switch-Namen:

Enter the switch name : cs2

11. Konfigurieren Sie die Out-of-Band-Managementschnittstelle:
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Continue with Out-of-band (mgmt0) management configuration? (yes/no)

[yl: y

MgmtO IPv4 address : 172.22.133.216

MgmtO IPv4 netmask : 255.255.224.0

Configure the default gateway? (yes/no) [yl: y

IPv4 address of the default gateway : 172.22.128.1

12. Erweiterte IP-Optionen konfigurieren:

Configure advanced IP options? (yes/no) [n]: n

13. Telnet-Dienste konfigurieren:

Enable the telnet service? (yes/no) [n]: n

14. Konfigurieren von SSH-Diensten und SSH-Schlisseln:

Enable the ssh service? (yes/no) [y]: y

Type of ssh key you would like to generate (dsa/rsa) [rsa]: rsa

Number of rsa key bits <1024-2048> [1024]: 2048

15. Konfigurieren Sie weitere Einstellungen:

Configure the ntp server? (yes/no) [n]: n

Configure default interface layer (L3/L2) [L2]: L2

Configure default switchport interface state (shut/noshut) [noshut]:

noshut

Configure CoPP system profile (strict/moderate/lenient/dense)
[strict]: strict

16. Schalterinformationen bestatigen und Konfiguration speichern:
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Would you like to edit the configuration? (yes/no) [n]: n
Use this configuration and save it? (yes/no) [y]l: y

[] 100%
Copy complete, now saving to disk (please wait)...
Copy complete.

Wie geht es weiter?

Nachdem Sie lhre Schalter konfiguriert haben, kdnnen Sie "Bereiten Sie die Installation der NX-OS-Software
und RCF vor"Die

Bereiten Sie die Installation der NX-OS-Software und der
Referenzkonfigurationsdatei (RCF) vor.

Bevor Sie die NX-OS-Software und die Referenzkonfigurationsdatei (RCF) installieren,
befolgen Sie bitte diese Schritte.

Bevor Sie beginnen
Bitte stellen Sie sicher, dass Sie Folgendes haben:

« Ein voll funktionsfahiger Cluster (keine Fehler in den Protokollen oder ahnliche Probleme).

+ Geeignete Software und Upgrade-Anleitungen sind erhaltlich bei "Cisco Nexus 9000 Series Switches" Die

Zu den Beispielen

Die Beispiele in diesem Verfahren verwenden zwei Knoten. Diese Knoten nutzen zwei 10GbE-Cluster-
Verbindungsports. e0a Und e0b Die Siehe die "Hardware Universe" um die korrekten Cluster-Ports auf lhren
Plattformen zu Uberprifen.

Die Beispiele in diesem Verfahren verwenden die folgende Schalter- und Knotennomenklatur:

* Die Namen der beiden Cisco Switches lauten: cs1 Und cs2 Die
* Die Knotennamen lauten nodel Und node?2 Die

* Die Cluster-LIF-Namen sind nodel clusl Und nodel clus2 fur Knoten1 und node2 clusl Und
node2 clus2 flr Knoten 2.

* Der clusterl: : *> Die Eingabeaufforderung zeigt den Namen des Clusters an.

Informationen zu diesem Vorgang

Fir dieses Verfahren werden sowohl ONTAP -Befehle als auch Cisco Nexus 9000 Series Switches-Befehle
bendtigt; es werden ONTAP -Befehle verwendet, sofern nicht anders angegeben. Die Befehlsausgaben
koénnen je nach ONTAP Version variieren.

Schritte

1. Andern Sie die Berechtigungsstufe auf ,Erweitert*, indem Sie y eingeben, wenn Sie zur Fortsetzung
aufgefordert werden:

set -privilege advanced
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Die erweiterte Aufforderung(*> ) erscheint.

. Wenn AutoSupport auf diesem Cluster aktiviert ist, unterdriicken Sie die automatische Fallerstellung durch
Aufruf einer AutoSupport -Nachricht:

system node autosupport invoke -node * -type all -message MAINT=xh

wobei x die Dauer des Wartungsfensters in Stunden ist.

Die AutoSupport Meldung benachrichtigt den technischen Support liber diese
Wartungsaufgabe, sodass die automatische Fallerstellung wahrend des Wartungsfensters
unterdrickt wird.

Der folgende Befehl unterdriickt die automatische Fallerstellung fur zwei Stunden:

clusterl:> **system node autosupport invoke -node * -type all -message
MAINT=2h**

. Zeigen Sie an, wie viele Cluster-Verbindungsschnittstellen in jedem Knoten fir jeden Cluster-Verbindungs-
Switch konfiguriert sind: network device-discovery show -protocol cdp

Beispiel anzeigen

clusterl::*> network device-discovery show -protocol cdp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform
node?2 /cdp

ela csl Ethl/2 NOK-
C92300YC

e0b cs?2 Ethl/2 NOK-
C92300YC
nodel /cdp

ela csl Ethl/1 N9K-
C92300YC

e0b cs?2 Ethl/1 NOK-
C92300YC

4 entries were displayed.

4. Prifen Sie den administrativen oder operativen Status jeder Cluster-Schnittstelle.

a. Netzwerkportattribute anzeigen: network port show —-ipspace Cluster
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Beispiel anzeigen

clusterl::*> network port show -ipspace

Node: node?2
Health

Port IPspace
Status

ela Cluster
healthy

eOb Cluster
healthy

Node: nodel
Health

Port IPspace
Status

ela Cluster
healthy

e0b Cluster
healthy

Broadcast Domain

Cluster

Cluster

Broadcast Domain

Cluster

Cluster

4 entries were displayed.

b. Informationen zu den LIFs anzeigen: network interface

Cluster

up

up

up

up

Speed (Mbps)

MTU Admin/Oper

9000 auto/10000
9000 auto/10000
Speed (Mbps)

MTU Admin/Oper

9000 auto/10000

9000 auto/10000

show -vserver Cluster



Beispiel anzeigen

clusterl::*> network interface show

Logical
Current Is
Vserver Interface
Port Home

nodel clusl
ela true

nodel clus2
eOb true

node2 clusl
ela true

node2 clus?2
elb true

4 entries were displayed.

Status

up/up

up/up

up/up

Network

169.254.

169.254.

169.254.

169.254.

5. Uberpriifen Sie die Konnektivitdt der Remote-Cluster-Schnittstellen:

-vserver Cluster

Admin/Oper Address/Mask

209.69/16

49.125/16

47.194/16

19.183/16

Current

Node

nodel

nodel

node?2

node?2
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ONTAP 9.9.1 und héher

Sie kénnen die network interface check cluster-connectivity Befehl zum Starten einer
Zugriffsprufung fur die Clusterkonnektivitat und anschlieRenden Anzeigen der Details:

network interface check cluster-connectivity start Und “network interface
check cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

HINWEIS: Warten Sie einige Sekunden, bevor Sie den Vorgang ausfiihren. show Befehl zum Anzeigen
der Details.

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

Alle ONTAP Versionen

Fir alle ONTAP Versionen kdnnen Sie auch die cluster ping-cluster -node <name> Befehlzum
Uberpriifen der Verbindung:

cluster ping-cluster -node <name>



clusterl::*> cluster ping-cluster -node local
Host is node2

Getting addresses from network interface table...

Cluster nodel clusl 169.254.209.69 nodel ela
Cluster nodel clus2 169.254.49.125 nodel e0b
Cluster node2 clusl 169.254.47.194 node2 ela
Cluster node2 clus2 169.254.19.183 node2 eOb

Local = 169.254.47.194 169.254.19.183
Remote = 169.254.209.69 169.254.49.125
Cluster Vserver Id = 4294967293

Ping status:

Basic connectivity succeeds on 4 path(s)
Basic connectivity fails on 0 path(s)

Detected 9000 byte MTU on 4 path(s):
Local 169.254.19.183 to Remote 169.254.209.69
Local 169.254.19.183 to Remote 169.254.49.125
Local 169.254.47.194 to Remote 169.254.209.69
Local 169.254.47.194 to Remote 169.254.49.125

Larger than PMTU communication succeeds on 4 path(s)

RPC status:

2 paths up, 0 paths down (tcp check)

2 paths up, 0 paths down (udp check)

1. Uberpriifen Sie, ob der Befehl zur automatischen Riicksetzung auf allen Cluster-LIFs aktiviert ist:

network interface show -vserver Cluster -fields auto-revert



Beispiel anzeigen

clusterl::*> network interface show -vserver Cluster -fields auto-

revert

Logical
Vserver Interface Auto-revert
Cluster

nodel clusl true

nodel clus?2 true

node2 clusl true
node2 clus?2 true

4 entries were displayed.

Wie geht es weiter?

Nachdem Sie die Installation der NX-OS-Software und von RCF vorbereitet haben, konnen Sie "Installieren Sie
die NX-OS-Software"Die

Installieren Sie die NX-OS-Software

Gehen Sie wie folgt vor, um die NX-OS-Software auf dem Switch Nexus 92300YC zu
installieren.

NX-OS ist ein Netzwerkbetriebssystem fiir die Nexus-Serie von Ethernet-Switches und die MDS-Serie von
Fibre Channel (FC) Storage Area Network Switches von Cisco Systems.

Uberpriifungsanforderungen

Unterstiitzte Ports und Knotenverbindungen
* Die fiir die Nexus 92300YC Switches unterstitzten Inter-Switch Links (ISLs) sind die Ports 1/65 und 1/66.

* Die fur die Nexus 92300YC Switches unterstitzten Knotenverbindungen sind die Ports 1/1 bis 1/66.

Bevor Sie beginnen
Bitte stellen Sie sicher, dass Sie Folgendes haben:

* Die passende NetApp Cisco NX-OS-Software fiir Ihre Switches finden Sie auf der NetApp Support-
Website. "mysupport.netapp.com”

« Ein voll funktionsfahiger Cluster (keine Fehler in den Protokollen oder dhnliche Probleme).

» "Cisco Ethernet-Switch-Seite". In der Switch-Kompatibilitdtstabelle finden Sie die untersttitzten ONTAP und
NX-OS-Versionen.

Installieren Sie die Software

Die Beispiele in diesem Verfahren verwenden zwei Knoten, aber ein Cluster kann bis zu 24 Knoten umfassen.
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Zu den Beispielen

Die Beispiele in diesem Verfahren verwenden die folgende Schalter- und Knotennomenklatur:

Die Bezeichnungen der Nexus 92300Y C-Switches lauten: cs1 Und cs2 Die
Das in diesem Verfahren verwendete Beispiel startet das Upgrade auf dem zweiten Switch, *cs2*.

Die Cluster-LIF-Namen sind nodel clusl Und nodel clus2 fur Knoten1 und node2 clusl Und
node2 clus2 flr Knoten 2.

Der IPspace-Name lautet: Cluster Die
Der clusterl: : *> Die Eingabeaufforderung zeigt den Namen des Clusters an.

Die Cluster-Ports auf jedem Knoten sind benannt e0a Und e0b Die

Siehe die"Hardware-Universum”_" flr die tatsachlich von Ihrer Plattform unterstitzten Cluster-Ports.
Sehen "Welche zusatzlichen Informationen bendtige ich fir die Installation meiner Gerate, die nicht in
HWU enthalten sind?" Weitere Informationen zu den Installationsanforderungen des Schalters finden Sie
hier.

Schritte
1. Verbinden Sie den Cluster-Switch mit dem Management-Netzwerk.

2. Verwenden Sie die ping Befehl zum Uberprifen der Verbindung zum Server, auf dem die NX-OS-

3.

Software und die RCF gehostet werden.

Beispiel anzeigen

Dieses Beispiel bestatigt, dass der Switch den Server unter der IP-Adresse 172.19.2.1 erreichen
kann:

cs2# ping 172.19.2.1
Pinging 172.19.2.1 with 0 bytes of data:

Reply From 172.19.2.1: icmp seq = 0. time= 5910 usec.

Kopieren Sie die NX-OS-Software und die EPLD-Images auf den Nexus 92300YC-Switch.
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Beispiel anzeigen

cs2# copy sftp: bootflash: vrf management
Enter source filename: /code/nxo0s.9.2.2.bin
Enter hostname for the sftp server: 172.19.2.1
Enter username: userl

Outbound-ReKey for 172.19.2.1:22

Inbound-ReKey for 172.19.2.1:22

userl@172.19.2.1"'s password:

sftp> progress

Progress meter enabled

sftp> get /code/nx0s.9.2.2.bin /bootflash/nxo0s.9.2.2.bin
/code/nx0s.9.2.2.bin 100% 1261MB 9.3MB/s 02:15

sftp> exit

Copy complete, now saving to disk (please wait)...

Copy complete.

cs2# copy sftp: bootflash: vrf management

Enter source filename: /code/n9000-epld.9.2.2.img
Enter hostname for the sftp server: 172.19.2.1
Enter username: userl

Outbound-ReKey for 172.19.2.1:22

Inbound-ReKey for 172.19.2.1:22

userl@172.19.2.1"'s password:

sftp> progress

Progress meter enabled

sftp> get /code/n9000-epld.9.2.2.img /bootflash/n9000-
epld.%9.2.2.img

/code/n9000-epld.9.2.2.img 100% 161MB 9.5MB/s 00:16
sftp> exit

Copy complete, now saving to disk (please wait)...

Copy complete.

4. Uberprifen Sie die laufende Version der NX-OS-Software:

show version
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Beispiel anzeigen

cs2# show version

Cisco Nexus Operating System (NX-0S) Software

TAC support: http://www.cisco.com/tac

Copyright (C) 2002-2018, Cisco and/or its affiliates.

All rights reserved.

The copyrights to certain works contained in this software are
owned by other third parties and used and distributed under their
own

licenses, such as open source. This software is provided "as is,"
and unless

otherwise stated, there is no warranty, express or implied,
including but not

limited to warranties of merchantability and fitness for a
particular purpose.

Certain components of this software are licensed under

the GNU General Public License (GPL) version 2.0 or

GNU General Public License (GPL) version 3.0 or the GNU
Lesser General Public License (LGPL) Version 2.1 or

Lesser General Public License (LGPL) Version 2.0.

A copy of each such license is available at
http://www.opensource.org/licenses/gpl-2.0.php and
http://opensource.org/licenses/gpl-3.0.html and
http://www.opensource.org/licenses/lgpl-2.1.php and
http://www.gnu.org/licenses/old-licenses/library.txt.

Software
BIOS: version 05.31
NXOS: version 9.2(1)
BIOS compile time: 05/17/2018
NXOS image file is: bootflash:///nxo0s.9.2.1.bin
NXOS compile time: 7/17/2018 16:00:00 [07/18/2018 00:21:19]

Hardware
cisco Nexus9000 C92300YC Chassis
Intel (R) Xeon(R) CPU D-1526 @ 1.80GHz with 16337884 kB of memory.
Processor Board ID FD0220329V5

Device name: cs?2
bootflash: 115805356 kB
Kernel uptime is 0 day(s), 4 hour(s), 23 minute(s), 11 second(s)

Last reset at 271444 usecs after Wed Apr 10 00:25:32 2019
Reason: Reset Requested by CLI command reload



System version: 9.2 (1)

Service:

plugin
Core Plugin, Ethernet Plugin

Active Package(s):

cs2#

5. Installieren Sie das NX-OS-Image.

Durch die Installation der Image-Datei wird diese bei jedem Neustart des Switches geladen.
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Beispiel anzeigen

cs2# install all nxos bootflash:nxos.9.2.2.bin

Installer will perform compatibility check first. Please wait.
Installer is forced disruptive

Verifying image bootflash:/nx0s.9.2.2.bin for boot variable "nxos".
[] 100% -- SUCCESS

Verifying image type.
[] 100% -- SUCCESS

Preparing "nxos" version info using image bootflash:/nxos.9.2.2.bin.
[] 100% -- SUCCESS

Preparing "bios" version info using image bootflash:/nxos.9.2.2.bin.
[] 100% -- SUCCESS

Performing module support checks.
[] 100% -- SUCCESS

Notifying services about system upgrade.
[] 100% -- SUCCESS

Compatibility check is done:
Module bootable Impact Install-type Reason

1 yes disruptive reset default upgrade is
not hitless

Images will be upgraded according to following table:

Module Image Running-Version (pri:alt New-
Version Upg-Required

1 nxos 9.2 (1)
9.2(2) yes

1 bios v05.31(05/17/2018) :v05.28(01/18/2018)
v05.33(09/08/2018) yes
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Switch will be reloaded for disruptive upgrade.
Do you want to continue with the installation (y/n)? [n] y

Install is in progress, please wait.

Performing runtime checks.
[l 100% -- SUCCESS

Setting boot variables.
[] 100% -- SUCCESS

Performing configuration copy.
[] 100% -- SUCCESS

Module 1: Refreshing compact flash and upgrading
bios/loader/bootrom.

Warning: please do not remove or power off the module at this time.
[] 100% -- SUCCESS

2019 Apr 10 04:59:35 cs2 %S VDC-1 %$$ SVMAN-2-ACTIVATION STATE:
Successfully deactivated virtual service 'guestshell+'

Finishing the upgrade, switch will reboot in 10 seconds.

6. Uberpriifen Sie nach dem Neustart des Switches die neue Version der NX-OS-Software:

show version
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Beispiel anzeigen

cs2# show version

Cisco Nexus Operating System (NX-0S) Software

TAC support: http://www.cisco.com/tac

Copyright (C) 2002-2018, Cisco and/or its affiliates.

All rights reserved.

The copyrights to certain works contained in this software are
owned by other third parties and used and distributed under their
own

licenses, such as open source. This software is provided "as is,"
and unless

otherwise stated, there is no warranty, express or implied,
including but not

limited to warranties of merchantability and fitness for a
particular purpose.

Certain components of this software are licensed under

the GNU General Public License (GPL) version 2.0 or

GNU General Public License (GPL) wversion 3.0 or the GNU
Lesser General Public License (LGPL) Version 2.1 or

Lesser General Public License (LGPL) Version 2.0.

A copy of each such license is available at
http://www.opensource.org/licenses/gpl-2.0.php and
http://opensource.org/licenses/gpl-3.0.html and
http://www.opensource.org/licenses/lgpl-2.1.php and
http://www.gnu.org/licenses/old-licenses/library.txt.

Software
BIOS: version 05.33
NXOS: version 9.2 (2)
BIOS compile time: 09/08/2018
NXOS image file is: bootflash:///nxo0s.9.2.2.bin
NXOS compile time: 11/4/2018 21:00:00 [11/05/2018 06:11:006]

Hardware
cisco Nexus9000 C92300YC Chassis
Intel (R) Xeon(R) CPU D-1526 @ 1.80GHz with 16337884 kB of memory.
Processor Board ID FD0O220329V5

Device name: cs2
bootflash: 115805356 kB

Kernel uptime is 0 day(s), 0 hour(s), 3 minute(s), 52 second(s)

Last reset at 182004 usecs after Wed Apr 10 04:59:48 2019
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7. Aktualisieren Sie das EPLD-Image und starten Sie den Switch neu.
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Reason: Reset due to upgrade
System version: 9.2 (1)

Service:

plugin
Core Plugin, Ethernet Plugin

Active Package(s) :



Beispiel anzeigen

cs2# show version module 1 epld

EPLD Device Version
MI FPGA 0x7

I0 FPGA 0x17
MI FPGA2 0x2
GEM FPGA 0x2
GEM FPGA 0x2
GEM FPGA 0x2
GEM FPGA 0x2

cs2# install epld bootflash:n9000-epld.9.2.2.img module 1
Compatibility check:

Module Type Upgradable Impact Reason
1 SUP Yes disruptive Module

Upgradable

Retrieving EPLD versions.... Please wait.

Images will be upgraded according to following table:

Module Type EPLD Running-Version New-Version Upg-
Required
1 SUP MI FPGA 0x07 0x07
No
1 SUP IO FPGA O0x17 0x19
Yes
1 SUP MI FPGA2 0x02 0x02
No

The above modules require upgrade.
The switch will be reloaded at the end of the upgrade
Do you want to continue (y/n) ? [n] y

Proceeding to upgrade Modules.
Starting Module 1 EPLD Upgrade

Module 1 : IO FPGA [Programming] : 100.00% ( 64 of !
sectors)

Module 1 EPLD upgrade is successful.

Module Type Upgrade-Result
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1 SUP Success

EPLDs upgraded.

Module 1 EPLD upgrade is successful.

8. Nach dem Neustart des Switches melden Sie sich erneut an und Uberprifen Sie, ob die neue Version von
EPLD erfolgreich geladen wurde.

Beispiel anzeigen

cs2# *show version module 1 epld*

EPLD Device Version
MI FPGA 0x7

IO FPGA 0x19
MI FPGA2 0x2
GEM FPGA 0x2
GEM FPGA 0x2
GEM FPGA 0x2
GEM FPGA 0x2

Wie geht es weiter?
Nach der Installation der NX-OS-Software kdnnen Sie "Installieren Sie die Referenzkonfigurationsdatei"Die

Installieren Sie die Referenzkonfigurationsdatei (RCF).

Sie konnen die RCF-Datei installieren, nachdem Sie den Switch Nexus 92300YC zum
ersten Mal eingerichtet haben. Sie konnen dieses Verfahren auch verwenden, um lhre
RCF-Version zu aktualisieren.

Siehe den Artikel in der Wissensdatenbank."Wie man die Konfiguration eines Cisco Interconnect-Switches
[6scht und gleichzeitig die Remote-Konnektivitat beibehalt” Weitere Informationen zur Installation oder
Aufristung lhres RCF erhalten Sie bei Bedarf.

Informationen zu diesem Vorgang

Die Beispiele in diesem Verfahren verwenden die folgende Schalter- und Knotennomenklatur:

* Die Namen der beiden Cisco Switches lauten: cs1 Und cs2 Die
* Die Knotennamen lauten nodel Und node?2 Die

* Die Cluster-LIF-Namen sind nodel clusl, nodel clus2,node2 clusl, Undnode2 clus2 Die
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* Der clusterl: : *> Die Eingabeaufforderung zeigt den Namen des Clusters an.

» Das Verfahren erfordert die Verwendung sowohl von ONTAP -Befehlen als auch von "Cisco

Nexus 9000 Series Switches" Sofern nicht anders angegeben, werden ONTAP -Befehle
verwendet.

» Bevor Sie diese Prozedur durchflihren, stellen Sie sicher, dass Sie lber eine aktuelle

@ Sicherungskopie der Switch-Konfiguration verfiigen.

» Wahrend dieses Vorgangs ist kein betriebsbereiter Inter-Switch-Link (ISL) erforderlich. Dies
ist beabsichtigt, da RCF-Versionsanderungen die ISL-Konnektivitat voriibergehend
beeintrachtigen kénnen. Um einen unterbrechungsfreien Clusterbetrieb zu gewahrleisten,
migriert das folgende Verfahren alle Cluster-LIFs zum operativen Partner-Switch, wahrend
die Schritte auf dem Ziel-Switch ausgefiihrt werden.

Schritte

1. Zeigen Sie die Cluster-Ports auf jedem Knoten an, die mit den Cluster-Switches verbunden sind: network

device-discovery

Beispiel anzeigen

clusterl::*> *network device-discovery show*

Node/
Protocol
Platform

nodel/cdp

C92300YC

C92300YC
node2/cdp

C92300YC

C92300YC
clusterl::*>

show

Local
Port

ela

eOb

ela

e0b

Discovered

Device

csl

cs2

csl

cs2

ChassisID)

Interface

Ethernetl/1/1

Ethernetl/1/1

Ethernetl/1/2

Ethernetl/1/2

2. Uberpriifen Sie den administrativen und operativen Status jedes Cluster-Ports.

a. Uberpriifen Sie, ob alle Cluster-Ports aktiv und fehlerfrei sind: network port show -ipspace

Cluster

N9K-

NIK-

NIK-

N9K-
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Beispiel anzeigen

clusterl::*> *network port show -ipspace Cluster*
Node: nodel

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper

elc Cluster Cluster up 9000 auto/100000
healthy false
e0d Cluster Cluster up 9000 auto/100000

healthy false
Node: node2

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper

elc Cluster Cluster up 9000 auto/100000
healthy false
e0d Cluster Cluster up 9000 auto/100000

healthy false
clusterl::*>

b. Uberprifen Sie, ob alle Cluster-Schnittstellen (LIFs) am Home-Port angeschlossen sind: network
interface show -vserver Cluster



Beispiel anzeigen

clusterl::*> *network interface show -vserver Cluster*

Logical
Current Current Is
Vserver Interface
Port Home

Cluster

nodel clusl
elc true

nodel clus?2
e0d true

node2 clusl
elc true

node2 clus2
eld true
clusterl::*>

Status

Network

Admin/Oper Address/Mask

up/up

up/up

up/up

up/up

169.254.

169.254.

169.254.

169.254.

3.4/23

3.5/23

3.8/23

3.9/23

Node

nodel

nodel

node?2

node?2

c. Uberpriifen Sie, ob der Cluster Informationen fiir beide Cluster-Switches anzeigt: system cluster-
switch show -is-monitoring-enabled-operational true
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Beispiel anzeigen

clusterl::*> *system cluster-switch show -is-monitoring-enabled

-operational true*
Switch
Model

csl
N9K-C92300YC

Serial Number:

Is Monitored:
Reason:

Software Version:

Software, Version

Type Address

cluster—-network 10.233.205.92
FOXXXXXXXGS

true

None

Cisco Nexus Operating System (NX-0S)

9.3(4)
Version Source: CDP
cs?2 cluster-network 10.233.205.93
N9K-C92300YC
Serial Number: FOXXXXXXXGD
Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating System (NX-0S)
Software, Version
9.3(4)
Version Source: CDP

2 entries were displayed.

Automatische Wiederherstellung der Cluster-LIFs deaktivieren.

clusterl::*> network interface modify -vserver Cluster -1lif * -auto
-revert false

. Schalten Sie auf dem Cluster-Switch cs2 die Ports ab, die mit den Cluster-Ports der Knoten verbunden

sind.

cs2 (config) # interface el/1-64
cs2 (config-if-range)# shutdown

Uberpriifen Sie, ob die Cluster-Ports auf die Ports migriert wurden, die auf dem Cluster-Switch cs1
gehostet werden. Dies kann einige Sekunden dauern. network interface show -vserver



Cluster

Beispiel anzeigen

clusterl::*> *network interface show -vserver Cluster*

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nodel clusl up/up 169.254.3.4/23 nodel
elc true

nodel clus2 up/up 169.254.3.5/23 nodel
elc false

node2 clusl up/up 169.254.3.8/23 node?2
elc true

node2 clus2 up/up 169.254.3.9/23 node?2
elc false

clusterl::*>

6. Uberprifen Sie, ob der Cluster fehlerfrei funktioniert: cluster show

Beispiel anzeigen

clusterl::*> *cluster show*

Node Health Eligibility Epsilon
nodel true true false
node?2 true true false

clusterl::*>

7. Falls Sie dies noch nicht getan haben, speichern Sie eine Kopie der aktuellen Switch-Konfiguration, indem
Sie die Ausgabe des folgenden Befehls in eine Textdatei kopieren:

show running-config

8. Bereinigen Sie die Konfiguration auf Switch CS2 und flhren Sie eine grundlegende Einrichtung durch.

Beim Aktualisieren oder Anwenden eines neuen RCF missen Sie die Schaltereinstellungen
@ I6schen und eine grundlegende Konfiguration durchflihren. Sie missen mit dem seriellen
Konsolenport des Switches verbunden sein, um den Switch erneut einzurichten.
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a. Konfiguration bereinigen:

Beispiel anzeigen

(cs2)# write erase
Warning: This command will erase the startup-configuration.

Do you wish to proceed anyway? (y/n) [n] vy

b. FUhren Sie einen Neustart des Switches durch:

Beispiel anzeigen

(cs2)# reload

Are you sure you would like to reset the system? (y/n) y

9. Kopieren Sie die RCF mit einem der folgenden Ubertragungsprotokolle in den Bootflash des Switches cs2:
FTP, TFTP, SFTP oder SCP. Weitere Informationen zu Cisco -Befehlen finden Sie im entsprechenden
Handbuch im "Cisco Nexus 9000 Series Switches" Fuhrer.

Dieses Beispiel zeigt, wie TFTP verwendet wird, um eine RCF-Datei in den Bootflash des Switches CS2 zu
kopieren:

cs2# copy tftp: bootflash: vrf management
Enter source filename: /code/Nexus 92300YC_RCF v1.0.2.txt
Enter hostname for the tftp server: 172.19.2.1

Enter username: userl

Outbound-ReKey for 172.19.2.1:22

Inbound-ReKey for 172.19.2.1:22

userl@l172.19.2.1's password:

tftp> progress

Progress meter enabled

tftp> get /code/Nexus 92300YC RCF v1.0.2.txt /bootflash/nxos.9.2.2.bin
/code/Nexus 92300YC R 100% 9687 530.2KB/s 00:00

tftp> exit

Copy complete, now saving to disk (please wait)...

Copy complete.

10. Wenden Sie die zuvor heruntergeladene RCF-Datei auf den Bootflash an.

Weitere Informationen zu Cisco -Befehlen finden Sie im entsprechenden Handbuch im "Cisco Nexus 9000
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Series Switches" Fuhrer.

Dieses Beispiel zeigt die RCF-Datei. Nexus 92300YC_RCF v1.0.2.txt wird auf Switch CS2 installiert:

cs2# copy Nexus 92300YC RCF _vl1.0.2.txt running-config echo-commands

Disabling ssh: as its enabled right now:
generating ecdsa key (521 bits)......
generated ecdsa key

Enabling ssh: as it has been disabled

this command enables edge port type (portfast) by default on all
interfaces. You

should now disable edge port type (portfast) explicitly on switched
ports leading to hubs,

switches and bridges as they may create temporary bridging loops.

Edge port type (portfast) should only be enabled on ports connected to a
single

host. Connecting hubs, concentrators, switches, bridges, etc... to
this

interface when edge port type (portfast) is enabled, can cause
temporary bridging loops.

Use with CAUTION

Edge Port Type (Portfast) has been configured on Ethernetl/1 but will

only
have effect when the interface is in a non-trunking mode.

Copy complete, now saving to disk (please wait)...
Copy complete.

11. Uberprifen Sie auf dem Switch, ob die RCF-Datei erfolgreich zusammengefihrt wurde:

show running-config
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cs2# show running-config

!Command: show running-config

'Running configuration last done at: Wed Apr 10 06:32:27 2019
!Time: Wed Apr 10 06:36:00 2019

version 9.2 (2) Bios:version 05.33

switchname cs2

vdc cs2 id 1
limit-resource vlan minimum 16 maximum 4094
limit-resource vrf minimum 2 maximum 4096
limit-resource port-channel minimum 0 maximum 511
limit-resource udroute-mem minimum 248 maximum 248
limit-resource ubroute-mem minimum 96 maximum 96
limit-resource m4route-mem minimum 58 maximum 58

limit-resource méroute-mem minimum 8 maximum 8
feature lacp
no password strength-check
username admin password 5
S5SHY9Kk3F9$YdCZB8iQJ1RtoiEFa0sKP5I0/LNG1k9C41SJfi5kesl
6 role network-admin

ssh key ecdsa 521

banner motd #

*  Nexus 92300YC Reference Configuration File (RCF) wv1.0.2 (10-19-2018)

* Ports 1/1 - 1/48: 10GbE Intra-Cluster Node Ports
* Ports 1/49 - 1/64: 40/100GbE Intra-Cluster Node Ports

* Ports 1/65 - 1/66: 40/100GbE Intra-Cluster ISL Ports

@ Bei der erstmaligen Anwendung des RCF ist die Fehlermeldung ERROR: Failed to write VSH
commands zu erwarten und kann ignoriert werden.

1. Uberpriifen Sie, ob die RCF-Datei die richtige neuere Version ist: show running-config
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Wenn Sie die Ausgabe Uberprifen, um sicherzustellen, dass Sie die richtige RCF-Datei haben, achten Sie
darauf, dass die folgenden Informationen korrekt sind:
o Das RCF-Banner
o Die Knoten- und Porteinstellungen
o Anpassungen
Das Ergebnis variiert je nach Ihrer Website-Konfiguration. Prifen Sie die Port-Einstellungen und

beachten Sie die Versionshinweise, um sich iber etwaige Anderungen zu informieren, die speziell fiir
die von lhnen installierte RCF-Version gelten.

2. Wenden Sie alle zuvor vorgenommenen Anpassungen auf die Switch-Konfiguration erneut an.
Siehe"Uberpriifung der Verkabelung und Konfigurationsiiberlegungen" Einzelheiten zu etwaigen weiteren
erforderlichen Anderungen.

3. Nachdem Sie Uberprift haben, ob die RCF-Versionen und die Schaltereinstellungen korrekt sind, kopieren
Sie die Running-Config-Datei in die Startup-Config-Datei.

Weitere Informationen zu Cisco -Befehlen finden Sie im entsprechenden Handbuch im "Cisco Nexus 9000
Series Switches" Fiihrer.

cs2# copy running-config startup-config
[] 100% Copy complete

4. Neustart des Switches CS2. Sie konnen die auf den Knoten gemeldeten Ereignisse vom Typ ,Cluster-Ports
ausgefallen® ignorieren, wahrend der Switch neu startet.

cs2# reload
This command will reboot the system. (y/n)? [n] y

5. Uberpriifen Sie den Zustand der Cluster-Ports im Cluster.

a. Uberpriifen Sie, ob die e0d-Ports auf allen Knoten im Cluster aktiv und fehlerfrei sind: network port
show -ipspace Cluster

47


cabling-considerations-92300.html
https://www.cisco.com/c/en/us/support/switches/nexus-9000-series-switches/series.html#InstallandUpgrade
https://www.cisco.com/c/en/us/support/switches/nexus-9000-series-switches/series.html#InstallandUpgrade

Beispiel anzeigen

clusterl::*> *network port show -ipspace Cluster*

Node: nodel

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status
ela Cluster Cluster up 9000 auto/10000
healthy false
e0b Cluster Cluster up 9000 auto/10000
healthy false
Node: nodeZ2
Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status
ela Cluster Cluster up 9000 auto/10000
healthy false
elb Cluster Cluster up 9000 auto/10000
healthy false

b. Uberpriifen Sie den Zustand des Switches vom Cluster aus (dabei wird moéglicherweise der Switch cs2
nicht angezeigt, da LIFs nicht auf e0d liegen).



Beispiel anzeigen
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clusterl::*> *network device-discovery show -protocol cdp*

Node/ Local
Protocol Port
Platform
nodel/cdp

ela
N9K-C92300YC

eOb
N9K-C92300YC
node?2/cdp

ela
N9K-C92300YC

eOb

NO9K-C92300YC

clusterl::*> *system cluster-switch show -is-monitoring-enabled

-operational true*
Switch
Model

csl
N9K-C92300YC

Serial Number:
Is Monitored:
Reason:

Software Version:

Software, Version

Version Source:

cs?2
NOK-C92300YC

Serial Number:

Is Monitored:
Reason:

Software Version:

Software, Version

Version Source:

Discovered

Device (LLDP: ChassisID) Interface
csl Ethernetl/1
cs?2 Ethernetl/1
csl Ethernetl/2
cs?2 Ethernetl/2

Type Address

cluster—-network 10.233.205.90

FOXXXXXXXGD

true

None

Cisco Nexus Operating System (NX-0S)

9.3(4)
CDP
cluster-network 10.233.205.91
FOXXXXXXXGS
true
None

Cisco Nexus Operating System (NX-0S)

9.3(4)
CDP

2 entries were displayed.



Je nach der zuvor auf dem Switch geladenen RCF-Version kann die folgende Ausgabe auf
der cs1-Switch-Konsole angezeigt werden.

2020 Nov 17 16:07:18 csl %$ VDC-1 %S $STP-2-

UNBLOCK CONSIST PORT: Unblocking port port-channell on
VLAN0092. Port consistency restored.

2020 Nov 17 16:07:23 csl %S VDC-1 %S $STP-2-BLOCK PVID PEER:
Blocking port-channell on VLANOOOl. Inconsistent peer vlan.
2020 Nov 17 16:07:23 csl %$$ VDC-1 %$ $STP-2-BLOCK PVID LOCAL:
Blocking port-channell on VLANOO092. Inconsistent local vlan.

6. Schalten Sie auf dem Cluster-Switch cs1 die Ports ab, die mit den Cluster-Ports der Knoten verbunden

sind.

Das folgende Beispiel verwendet die Ausgabe des Schnittstellenbeispiels aus Schritt 1:

csl (config) # interface el/1-64

csl (config-if-range) # shutdown

7. Uberpriifen Sie, ob die Cluster-LIFs auf die Ports migriert wurden, die auf Switch cs2 gehostet werden.
Dies kann einige Sekunden dauern. network interface show -vserver Cluster

Beispiel anzeigen

clusterl::*> *network interface show -vserver Cluster*

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nodel clusl up/up 169.254.3.4/23 nodel
eld false

nodel clus2 up/up 169.254.3.5/23 nodel
e0d true

node2 clusl up/up 169.254.3.8/23 node?2
eld false

node2 clus2 up/up 169.254.3.9/23 node?2
e0d true

clusterl::*>

8. Uberprifen Sie, ob der Cluster fehlerfrei funktioniert: cluster show
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Beispiel anzeigen

clusterl::*> *cluster show*

Node Health Eligibility Epsilon
nodel true true false
node?2 true true false

clusterl::*>

9. Wiederholen Sie die Schritte 7 bis 14 auf Switch cs1.

10. Automatische Wiederherstellung der Cluster-LIFs aktivieren.

clusterl::*> network interface modify -vserver Cluster -1lif * -auto
-revert True

11. Neustart des Switches cs1. Dadurch werden die Cluster-LIFs veranlasst, zu ihren urspriinglichen Ports
zurlickzukehren. Sie kénnen die auf den Knoten gemeldeten Ereignisse vom Typ ,Cluster-Ports
ausgefallen ignorieren, wahrend der Switch neu startet.

csl# reload
This command will reboot the system. (y/n)? [n] y

12. Uberprifen Sie, ob die mit den Cluster-Ports verbundenen Switch-Ports aktiv sind.

csl# show interface brief | grep up

Ethernetl/1 1 eth access up none

10G (D) --
Ethernetl/2 1 eth access up none
10G (D) --
Ethernetl/3 1 eth trunk up none
100G (D) --
Ethernetl/4 1 eth trunk wup none
100G (D) --

13. Uberpriifen Sie, ob die ISL-Verbindung zwischen cs1 und cs2 funktionsfahig ist: show port-channel
summary
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Beispiel anzeigen

csl# *show port-channel summary*

Flags: D - Down P - Up in port-channel
I - Individual H - Hot-standby (LACP only)
s — Suspended r - Module-removed
b - BFD Session Wait
S - Switched R - Routed
U - Up (port-channel)
p - Up in delay-lacp mode (member)
M - Not in use. Min-links not met
Group Port- Type Protocol Member Ports
Channel
1 Pol (SU) Eth LACP Ethl/65 (P)
csl#

14. Uberprifen Sie, ob die Cluster-LIFs wieder auf ihren Heimatport zuriickgekehrt sind: network

interface show -vserver Cluster

Beispiel anzeigen

clusterl::*> *network interface show -vserver Cluster*

Current
Vserver
Port

Cluster

e0d

e0d

el0d

e0d

Logical
Is
Interface

nodel clusl
true

nodel clus2
true

node2 clusl
true

node2 clus?2
true

clusterl::*>

Status

Admin/Oper

up/up

up/up

up/up

up/up

(members)

Network
Address/Mask
169.254.3.4/23
169.254.3.5/23
169.254.3.8/23
169.254.3.9/23

Ethl/66 (P)

Current

Node

nodel

nodel

node?2

node?2
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15. Uberpriifen Sie, ob der Cluster fehlerfrei funktioniert: cluster show

Beispiel anzeigen

clusterl::*> *cluster show*

Node Health Eligibility Epsilon
nodel true true false
node?2 true true false

16. Uberprifen Sie die Konnektivitat der Remote-Cluster-Schnittstellen:
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ONTAP 9.9.1 und héher

Sie kénnen die network interface check cluster-connectivity Befehl zum Starten einer
Zugriffsprufung fur die Clusterkonnektivitat und anschlieRenden Anzeigen der Details:

network interface check cluster-connectivity start Und “network interface
check cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

HINWEIS: Warten Sie einige Sekunden, bevor Sie den Vorgang ausfiihren. show Befehl zum Anzeigen
der Details.

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

Alle ONTAP Versionen

Fir alle ONTAP Versionen kdnnen Sie auch die cluster ping-cluster -node <name> Befehlzum
Uberpriifen der Verbindung:

cluster ping-cluster -node <name>
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clusterl::*> cluster ping-cluster -node local
Host is nodel

Getting addresses from network interface table...
Cluster nodel clusl 169.254.3.
Cluster nodel clus2 169.254.
Cluster node2 clusl 169.254.
Cluster node2 clus2 169.254.
Local = 169.254.1.3 169.254.
Remote = 169.254.1.6 169.254.1.7 169.254.3.4 169.254.3.5 169.254.3.8
169.254.3.9

Cluster Vserver Id = 4294967293

Ping status:

nodel e0a
nodel e0b
node?2 ela
node2 e0b

R w W W
R O o U B

Basic connectivity succeeds on 12 path(s)

Basic connectivity fails on 0 path(s)

Detected 9000 byte MTU on 12 path(s):
Local 169.254.1.3 to Remote 169.254.
Local 169.254. to Remote 169.254.
Local 169.254. to Remote 169.254.
Local 169.254. to Remote 169.254.
Local 169.254. to Remote 169.254.
Local 169.254. to Remote 169.254.
Local 169.254. to Remote 169.254.
Local 169.254. to Remote 169.254.
Local 169.254. to Remote 169.254.
Local 169.254. to Remote 169.254.
Local 169.254. to Remote 169.254.
Local 169.254.1.1 to Remote 169.254.

Larger than PMTU communication succeeds on 12 path(s)

RPC status:

6 paths up, 0 paths down (tcp check)

P = T T = S S S Sy oy T S S
PR R R R W W W W W
W W W wWwkE P WwwwweR -
© W Ul o)W U d o

6 paths up, 0 paths down (udp check)

Wie geht es weiter?
Nach der Installation des RCF kénnen Sie "Uberpriifen Sie die SSH-Konfiguration"Die

Uberpriifen Sie Ihre SSH-Konfiguration

Wenn Sie die Funktionen Ethernet Switch Health Monitor (CSHM) und Protokollerfassung
verwenden, Uberprufen Sie, ob SSH und SSH-Schlussel auf den Cluster-Switches
aktiviert sind.

Schritte
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1. Uberprifen Sie, ob SSH aktiviert ist:

(switch) show ssh server
ssh version 2 is enabled

2. Uberpriifen Sie, ob die SSH-Schliissel aktiviert sind:
show ssh key

Beispiel anzeigen

(switch)# show ssh key
rsa Keys generated:Fri Jun 28 02:16:00 2024

ssh-rsa

AAAAB3NzaClyc2EAAAADAQABAAAAGQDiINrD52Q586wTGJIJjFALJBl1FaA23EpDrZ2sDCew
17nwlioC6HBejx1uIObAH8hrW8kR+gj0ZAfPpNeLGTg3AP] /yiPTBoIZZxbWRShywAM5
PayxWwRb7kp9Zt1YHzVuUHYpSO82KUDowKrL6lox/YtpKoZUDZjrZjAp8hTv3JZsPgQ==

bitcount:1024
fingerprint:
SHA256 :aHwhpzo7+YCDSrp3isdv2uVGz+mjMMokgdMeXVVXfdo

could not retrieve dsa key information
ecdsa Keys generated:Fri Jun 28 02:30:56 2024

ecdsa-sha2-nistp521

AAAAE2V])ZHNhLXNoYTItbmlzdHAIMJEAAAATbm] zdHAIMJEAAACFBABJ+ZX5SFKhS57e
vkE273e0Voqgzid/32dt+£14fBuKv80MjMsmLf JKtCWylwgVt1Zi+C5TIBbugpzez529z
kFSFOADb8JaGCoaAYe2HVWR/ f6QLbKbgVIewCdgWgxzrIYS5BPP5GBdxQJMBiOwEdnHgl
u/9Pzh/Vz9cHDcCWIqGET780QHA==

bitcount:521
fingerprint:
SHA256:TFGe2hXn6QIpcs/vyHzftHI7Dceg0vQaULYRAL ZeHwQ

(switch) # show feature include scpServer

I
scpServer 1 enabled
(switch) # show feature | include ssh
sshServer 1 enabled

(switch) #



Wenn Sie FIPS aktivieren, missen Sie die Bitanzahl am Switch mithilfe des Befehls auf 256
andern. ssh key ecdsa 256 force Die Sehen "Konfigurieren Sie die Netzwerksicherheit
mithilfe von FIPS." Weitere Einzelheiten.

Wie geht es weiter?

Nachdem Sie Ihre SSH-Konfiguration Uberprift haben, kénnen Sie "Konfigurieren der Switch-
Integritatstiberwachung"Die

Schalter migrieren

Migrieren Sie zu einem Zwei-Knoten-Switch-Cluster mit einem Cisco Nexus
92300YC-Switch

Wenn Sie bereits eine switchlose Clusterumgebung mit zwei Knoten besitzen, kdnnen
Sie mithilfe von Cisco Nexus 92300YC Switches zu einer switched Clusterumgebung mit
zwei Knoten migrieren, um die Anzahl der Knoten im Cluster auf mehr als zwei zu
erhohen.

Die Vorgehensweise hangt davon ab, ob Sie an jedem Controller zwei dedizierte Cluster-Netzwerkanschlisse
oder an jedem Controller einen einzelnen Clusteranschluss haben. Der dokumentierte Prozess funktioniert fir
alle Knoten, die optische oder Twinax-Anschliisse verwenden, wird jedoch von diesem Switch nicht untersttitzt,
wenn die Knoten Onboard-10Gb BASE-T RJ45-Anschlisse fiur die Cluster-Netzwerkanschlisse verwenden.

Die meisten Systeme bendtigen zwei dedizierte Cluster-Netzwerkanschllisse an jedem Controller.

Nach Abschluss der Migration miissen Sie moglicherweise die erforderliche Konfigurationsdatei
installieren, um den Cluster Switch Health Monitor (CSHM) fiir 92300YC Cluster-Switches zu
unterstiitzen. Sehen"Switch-Zustandsuberwachung (CSHM)" .

Uberpriifungsanforderungen

Bevor Sie beginnen
Bitte stellen Sie sicher, dass Sie Folgendes haben:

Bei einer schalterlosen Konfiguration mit zwei Knoten ist Folgendes sicherzustellen:

» Die Zwei-Knoten-Konfiguration ohne Schalter ist ordnungsgemaf eingerichtet und funktioniert.

» Auf den Knoten lauft ONTAP 9.6 oder héher.

 Alle Cluster-Ports befinden sich im Status up.

« Alle logischen Schnittstellen (LIFs) des Clusters befinden sich im Status up und sind an ihren jeweiligen
Ports angeschlossen.

Fir die Konfiguration des Cisco Nexus 92300YC Switches:

» Beide Switches verfiigen Uber eine Management-Netzwerkanbindung.
* Es besteht Konsolenzugriff auf die Cluster-Switches.

* Die Knoten-zu-Knoten- und Schalter-zu-Schalter-Verbindungen des Nexus 92300YC verwenden Twinax-
oder Glasfaserkabel.
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"Hardware Universe — Schalter"enthalt weitere Informationen zur Verkabelung.

* Inter-Switch Link (ISL)-Kabel sind an die Ports 1/65 und 1/66 beider 92300Y C-Switches angeschlossen.
* Die erste Anpassung beider 92300YC-Switches ist abgeschlossen. Damit die:
o Auf den 92300YC-Switches lauft die neueste Softwareversion.

o Referenzkonfigurationsdateien (RCFs) werden auf die Switches angewendet. Jegliche
standortspezifische Anpassung, wie z. B. SMTP, SNMP und SSH, wird auf den neuen Switches
konfiguriert.

Den Schalter migrieren

Zu den Beispielen

Die Beispiele in diesem Verfahren verwenden die folgende Cluster-Switch- und Knotennomenklatur:

* Die Bezeichnungen der 92300YC-Switches lauten cs1 und cs2.
* Die Namen der Cluster-SVMs lauten node1 und node2.

* Die Namen der LIFs lauten node1_clus1 und node1_clus2 auf Knoten 1 bzw. node2_clus1 und
node2_clus2 auf Knoten 2.

* Der clusterl: : *> Die Eingabeaufforderung zeigt den Namen des Clusters an.

» Die in diesem Verfahren verwendeten Cluster-Ports sind e0a und e0b.

"Hardware Universe"Enthalt die aktuellsten Informationen zu den tatsachlichen Cluster-Ports fur lhre
Plattformen.

Schritt 1: Vorbereitung auf die Migration

1. Andern Sie die Berechtigungsstufe auf ,Erweitert, indem Sie Folgendes eingeben y wenn Sie aufgefordert
werden, fortzufahren:

set -privilege advanced
Die erweiterte Aufforderung(*> ) erscheint.

2. Wenn AutoSupport auf diesem Cluster aktiviert ist, unterdriicken Sie die automatische Fallerstellung durch
Aufruf einer AutoSupport -Nachricht:

system node autosupport invoke -node * -type all -message MAINT=xh

wobei x die Dauer des Wartungsfensters in Stunden ist.

Die AutoSupport Meldung benachrichtigt den technischen Support Giber diese
Wartungsaufgabe, sodass die automatische Fallerstellung wahrend des Wartungsfensters
unterdruckt wird.
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Beispiel anzeigen

Der folgende Befehl unterdriickt die automatische Fallerstellung fur zwei Stunden:

clusterl::*> system node autosupport invoke -node * -type all
-message MAINT=2h

Schritt 2: Kabel und Anschliisse konfigurieren

1. Deaktivieren Sie alle zum Knoten flihrenden Ports (aufder ISL-Ports) an den beiden neuen Cluster-
Switches cs1 und cs2.

Die ISL-Ports dirfen nicht deaktiviert werden.

Beispiel anzeigen

Das folgende Beispiel zeigt, dass die dem Knoten zugewandten Ports 1 bis 64 am Switch cs1
deaktiviert sind:

csl# config

Enter configuration commands, one per line. End with CNTL/Z.
csl (config) # interface e/1-64

csl (config-if-range)# shutdown

2. Uberprifen Sie, ob die ISL und die physischen Ports der ISL zwischen den beiden 92300YC-Switches cs1
und cs2 an den Ports 1/65 und 1/66 aktiv sind:

show port-channel summary
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Beispiel anzeigen

Das folgende Beispiel zeigt, dass die ISL-Ports am Switch cs1 aktiv sind:

csl# show port-channel summary

Flags: D - Down P - Up in port-channel (members)
I - Individual H - Hot-standby (LACP only)
s — Suspended r - Module-removed
b - BFD Session Wait
S - Switched R - Routed
U - Up (port-channel)
p - Up in delay-lacp mode (member)
M - Not in use. Min-links not met
Group Port- Type Protocol Member Ports
Channel
1 Pol (SU) Eth LACP Ethl/65 (P) Ethl/66 (P)

+ Das folgende Beispiel zeigt, dass die ISL-Ports auf Switch cs2 aktiv sind:

+

(cs2)# show port-channel summary

Flags: D - Down P - Up in port-channel (members)
I - Individual H - Hot-standby (LACP only)
s - Suspended r - Module-removed
b - BFD Session Wait
S - Switched R - Routed
U - Up (port-channel)
p - Up in delay-lacp mode (member)
M - Not in use. Min-links not met

Group Port- Type Protocol Member Ports

Channel
1 Pol (SU) Eth LACP Ethl/65 (P) Ethl/66 (P)
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3. Liste der benachbarten Gerate anzeigen:
show cdp neighbors

Dieser Befehl liefert Informationen tber die mit dem System verbundenen Gerate.
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Beispiel anzeigen

Das folgende Beispiel listet die benachbarten Gerate am Switch cs1 auf:

csl# show cdp neighbors

Capability Codes: R - Router, T - Trans-Bridge, B - Source-Route-
Bridge
S - Switch, H - Host, I - IGMP, r - Repeater,
V - VoIP-Phone, D - Remotely-Managed-Device,
s — Supports-STP-Dispute
Device-1ID Local Intrfce Hldtme Capability Platform
Port ID
cs2 (FD0220329V5) Ethl/65 175 RS TIs N9K-C92300YC
Ethl/65
cs2 (FD0220329V5) Ethl/66 175 RSTIs N9K-C92300YC
Ethl/66

Total entries displayed: 2

+ Das folgende Beispiel listet die benachbarten Gerate am Switch cs2 auf:

+

cs2# show cdp neighbors

Capability Codes: R - Router, T - Trans-Bridge, B - Source-Route-

Bridge
S - Switch, H - Host, I - IGMP, r - Repeater,
V - VoIP-Phone, D - Remotely-Managed-Device,
s - Supports-STP-Dispute
Device-ID Local Intrfce Hldtme Capability Platform
Port ID
csl (FDO220329KU) Ethl/65 177 R S I s N9K-C92300YC
Ethl/65
csl (FDO220329KU) Ethl/66 177 R S I s N9K-C92300YC
Ethl/66

Total entries displayed: 2

4. Uberpriifen Sie, ob alle Cluster-Ports aktiv sind:

network port show -ipspace Cluster
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Beispiel anzeigen

Jeder Port sollte angezeigt werden fir Link und gesund fir Health Status Die

clusterl::*> network port show -ipspace Cluster

Node: nodel

Speed (Mbps) Health

Port IPspace Broadcast Domain Link MTU Admin/Oper Status
ela Cluster Cluster up 9000 auto/10000
healthy

e0b Cluster Cluster up 9000 auto/10000
healthy

Node: node?2

Speed (Mbps) Health

Port IPspace Broadcast Domain Link MTU Admin/Oper Status
ela Cluster Cluster up 9000 auto/10000
healthy

e0b Cluster Cluster up 9000 auto/10000
healthy

4 entries were displayed.

5. Uberpriifen Sie, ob alle Cluster-LIFs aktiv und betriebsbereit sind:
network interface show -vserver Cluster

Jeder Cluster-LIF sollte ,true“ anzeigen fir Is Home und haben Status Admin/Oper von oben/aufwarts
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Beispiel anzeigen

clusterl::*> network interface show

Logical
Current Is
Vserver Interface
Port Home

Status

Network

-vserver Cluster

Admin/Oper Address/Mask

Current

Node

nodel clusl
ela true

nodel clus2
eOb true

node2 clusl
ela true

node2 clus?2
elb true

up/up

up/up

up/up

up/up

4 entries were displayed.

169.254.

169.254.

169.254.

169.254.

209.69/16

49.125/16

47.194/16

19.183/16

6. Automatische Wiederherstellung auf allen Cluster-LIFs deaktivieren:

nodel

nodel

node?2

node?2

network interface modify -vserver Cluster -1if * -auto-revert false

Beispiel anzeigen

clusterl::*> network interface modify -vserver Cluster -1lif * -auto

-revert false

Logical
Vserver Interface

auto-revert

Cluster
nodel clusl
nodel clus2
node2 clusl

node2 clus?2

false
false
false

false

4 entries were displayed.

7. Trennen Sie das Kabel vom Cluster-Port eOa auf Knoten 1 und verbinden Sie dann e0a mit Port 1 auf dem
Cluster-Switch cs1. Verwenden Sie dazu die von den 92300Y C-Switches unterstutzten geeigneten Kabel.
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Der "Hardware Universe - Schalter" enthalt weitere Informationen zur Verkabelung.

8. Trennen Sie das Kabel vom Cluster-Port e0a auf Knoten 2 und verbinden Sie dann e0a mit Port 2 auf
Cluster-Switch cs1. Verwenden Sie dazu die von den 92300Y C-Switches unterstitzten Kabel.

9. Aktivieren Sie alle zum Knoten hin ausgerichteten Ports am Cluster-Switch cs1.

Beispiel anzeigen

Das folgende Beispiel zeigt, dass die Ports 1/1 bis 1/64 am Switch cs1 aktiviert sind:

csl# config

Enter configuration commands, one per line. End with CNTL/Z.
csl(config)# interface el/1-64

csl (config-if-range)# no shutdown

10. Uberprifen Sie, ob alle Cluster-LIFs aktiv und betriebsbereit sind und als ,true* angezeigt werden. Is
Home :

network interface show -vserver Cluster

Beispiel anzeigen

Das folgende Beispiel zeigt, dass alle LIFs auf Knoten 1 und Knoten 2 aktiv sind und dass Is Home
Die Ergebnisse sind korrekt:

clusterl::*> network interface show -vserver Cluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node Port
Home
Cluster

nodel clusl up/up 169.254.209.69/16 nodel ela
true

nodel clus2 up/up 169.254.49.125/16 nodel e0b
true

node2 clusl up/up 169.254.47.194/16 node2 ela
true

node2 clus2 up/up 169.254.19.183/16 node?2 eOb
true

4 entries were displayed.
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11. Informationen Uber den Status der Knoten im Cluster anzeigen:
cluster show

Beispiel anzeigen

Das folgende Beispiel zeigt Informationen Uber den Zustand und die Eignung der Knoten im Cluster
an:

clusterl::*> cluster show

Node Health Eligibility Epsilon
nodel true true false
node?2 true true false

2 entries were displayed.

12. Trennen Sie das Kabel vom Cluster-Port eOb auf Knoten 1 und verbinden Sie dann e0Ob mit Port 1 auf
Cluster-Switch cs2. Verwenden Sie dazu die von den 92300Y C-Switches unterstitzten geeigneten Kabel.

13. Trennen Sie das Kabel vom Cluster-Port eOb auf Knoten 2 und verbinden Sie dann eOb mit Port 2 des
Cluster-Switches cs2 unter Verwendung der von den 92300YC-Switches unterstiitzten geeigneten
Verkabelung.

14. Aktivieren Sie alle zum Knoten hin ausgerichteten Ports am Cluster-Switch cs2.
Beispiel anzeigen
Das folgende Beispiel zeigt, dass die Ports 1/1 bis 1/64 am Switch cs2 aktiviert sind:
cs2# config
Enter configuration commands, one per line. End with CNTL/Z.

cs2(config)# interface el/1-64
cs2 (config-if-range) # no shutdown

Schritt 3: Konfiguration liberpriifen

1. Automatische Wiederherstellung der Cluster-LIFs aktivieren.
network interface modify -vserver Cluster -1lif * -auto-revert true
2. Uberpriifen Sie, ob alle Cluster-Ports aktiv sind:

network port show -ipspace Cluster
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Beispiel anzeigen

Das folgende Beispiel zeigt, dass alle Cluster-Ports auf Knoten 1 und Knoten 2 aktiv sind:

clusterl::*> network port show -ipspace Cluster

Node: nodel

Ignore

Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
ela Cluster Cluster up 9000 auto/10000
healthy false
e0b Cluster Cluster up 9000 auto/10000

healthy false

Node: node2

Ignore

Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
ela Cluster Cluster up 9000 auto/10000
healthy false
elb Cluster Cluster up 9000 auto/10000

healthy false

4 entries were displayed.

3. Uberpriifen Sie, ob alle Schnittstellen den Wert ,true“ anzeigen. Is Home :

network interface show -vserver Cluster

@ Dieser Vorgang kann mehrere Minuten dauern.
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Beispiel anzeigen

Das folgende Beispiel zeigt, dass alle LIFs auf Knoten 1 und Knoten 2 aktiv sind und dass Is Home
Die Ergebnisse sind korrekt:

clusterl::*> network interface show -vserver Cluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node Port
Home
Cluster

nodel clusl wup/up 169.254.209.69/16 nodel ela
true

nodel clus2 up/up 169.254.49.125/16 nodel e0b
true

node2 clusl up/up 169.254.47.194/16 node2 ela
true

node2 clus2 up/up 169.254.19.183/16 node2 e0b
true

4 entries were displayed.

4. Uberpriifen Sie, ob beide Knoten jeweils eine Verbindung zu jedem Switch haben:

show cdp neighbors
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Beispiel anzeigen

Das folgende Beispiel zeigt die entsprechenden Ergebnisse fir beide Schalter:



(csl)# show cdp neighbors

T - Trans-Bridge, B - Source-Route-

H - Host, I - IGMP, r - Repeater,

D - Remotely-Managed-Device,

Hldtme Capability Platform

Capability Codes: R - Router,
Bridge

S - Switch,

- VoIP-Phone,

s - Supports-STP-Dispute
Device-1ID Local Intrfce
Port ID
nodel Ethl/1
ela
node?2 Ethl/2
ela
cs2 (FD0220329V5) Ethl/65
Ethl/65
cs2 (FD0220329V5) Ethl/66
Ethl/66

Total entries displayed: 4

(cs2)# show cdp neighbors

133 H FAS2980

133 H FAS2980

175 R S I s NI9K-C92300YC

175 RS TIs N9K-C92300YC
Trans-Bridge, B - Source-Route-

S - Switch, H - Host, I - IGMP, r - Repeater,

D - Remotely-Managed-Device,

Hldtme Capability Platform

Capability Codes: R - Router, T -
Bridge

- VolIP-Phone,

s - Supports-STP-Dispute

Device-1ID Local Intrfce
Port ID
nodel Ethl/1
eOb
node?2 Ethl/2
elb
csl (FD0O220329KU)

Ethl/65
Ethl/65
csl (FDO220329KU)

Ethl/66

Ethl/66

Total entries displayed: 4

133 H FAS2980
133 H FAS2980
175 R S I s NO9K-C92300YC
175 R S I s N9K-C92300YC
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5. Informationen zu den in Ihrem Cluster gefundenen Netzwerkgeraten anzeigen:

6. Uberpriifen Sie, ob die Einstellungen deaktiviert sind:

network device-discovery show -protocol cdp

Beispiel anzeigen

clusterl::*> network device-discovery show -protocol cdp

Node/
Protocol
Platform

c92300YC

C92300YC

nodel

C92300YC

C92300YC

4 entries were displayed.

network options switchless-cluster show

Local
Port

e0b

/cdp
ela

eOb

Discovered

Device

csl

cs2

csl

cs?2

(LLDP:

ChassisID)

Interface

0/2

0/2

0/1

0/1

N9K-

N9K-

N9K-

N9K-

@ Die Ausfuihrung des Befehls kann mehrere Minuten dauern. Warten Sie auf die Ansage

»,Noch 3 Minuten bis zum Ablauf der Glltigkeitsdauer®.

Beispiel anzeigen

Die falsche Ausgabe im folgenden Beispiel zeigt, dass die Konfigurationseinstellungen deaktiviert

sind:

clusterl::*> network options switchless-cluster show
Enable Switchless Cluster:

false

7. Uberpriifen Sie den Status der Knoten im Cluster:
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Beispiel anzeigen

Das folgende Beispiel zeigt Informationen Uber den Zustand und die Eignung der Knoten im Cluster:

clusterl::*> cluster show

Node Health Eligibility Epsilon
nodel true true false
node?2 true true false

8. Uberpriifen Sie die Konnektivitat der Remote-Cluster-Schnittstellen:
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ONTAP 9.9.1 und héher

Sie kénnen die network interface check cluster-connectivity Befehl zum Starten einer
Zugriffsprufung fur die Clusterkonnektivitat und anschlieRenden Anzeigen der Details:

network interface check cluster-connectivity start Und “network interface
check cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

HINWEIS: Warten Sie einige Sekunden, bevor Sie den Vorgang ausfiihren. show Befehl zum Anzeigen
der Details.

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

Alle ONTAP Versionen

Fir alle ONTAP Versionen kdnnen Sie auch die cluster ping-cluster -node <name> Befehlzum
Uberpriifen der Verbindung:

cluster ping-cluster -node <name>



clusterl::*> cluster ping-cluster -node local

Host is node?2

Getting addresses from network interface table...
Cluster nodel clusl 169.254.209.69 nodel e0a
Cluster nodel clus2 169.254.49.125 nodel eOb
Cluster node2 clusl 169.254.47.194 node2 eOa
Cluster node2 clus2 169.254.19.183 node2 e0Ob
Local = 169.254.47.194 169.254.19.183

Remote = 169.254.209.69 169.254.49.125

Cluster Vserver Id = 4294967293

Ping status:

Basic connectivity succeeds on 4 path(s)

Basic connectivity fails on 0 path(s)

Detected 9000 byte MTU on 4 path(s):

Local 169.254.47.
Local 169.254.47.
Local 169.254.19.
Local 169.254.19.

Larger than PMTU
RPC status:

2 paths up, 0 paths down
2 paths up, 0 paths down

194 to Remote
194 to Remote
183 to Remote
183 to Remote

communication

169.254.209.69
169.254.49.125
169.254.209.69
169.254.49.125
succeeds on 4 path(s)

(tcp check)
(udp check)

1. Falls Sie die automatische Fallerstellung unterdriickt haben, aktivieren Sie sie wieder, indem Sie eine
AutoSupport Nachricht aufrufen:

system node autosupport invoke -node * -type all -message MAINT=END

Beispiel anzeigen

clusterl::*> system node autosupport invoke -node * -type all
-message MAINT=END

2. Andern Sie die Berechtigungsstufe wieder auf Administrator:

set -privilege admin

Wie geht es weiter?

Nachdem Sie Ihre SSH-Konfiguration Uberprift haben, kdnnen Sie "Konfigurieren der Switch-

Integritatsuberwachung"Die
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https://docs.netapp.com/de-de/ontap-systems-switches/switch-cshm/config-overview.html
https://docs.netapp.com/de-de/ontap-systems-switches/switch-cshm/config-overview.html

Schalter austauschen

Ersetzen Sie einen Cisco Nexus 92300YC-Switch

Der Austausch eines defekten Nexus 92300Y C-Switches in einem Clusternetzwerk ist ein
nicht-unterbrechendes Verfahren (NDU).

Uberpriifungsanforderungen

Bevor Sie beginnen
Vor dem Austausch des Schalters stellen Sie bitte Folgendes sicher:

* In der bestehenden Cluster- und Netzwerkinfrastruktur:

o Der bestehende Cluster wurde als voll funktionsfahig verifiziert, wobei mindestens ein Cluster-Switch
vollstandig angeschlossen ist.

o Alle Cluster-Ports sind aktiv.

> Alle logischen Schnittstellen (LIFs) des Clusters sind aktiv und an ihren jeweiligen Ports
angeschlossen.

o Der Befehl ONTAP cluster ping-cluster -node node1 muss anzeigen, dass die grundlegende
Konnektivitat und die Kommunikation gréRer als PMTU auf allen Pfaden erfolgreich sind.

» FUr den Ersatzschalter Nexus 92300YC:
> Die Management-Netzwerkanbindung des Ersatz-Switches ist funktionsfahig.
> Der Konsolenzugriff auf den Ersatzschalter ist eingerichtet.
> Die Knotenverbindungen sind die Ports 1/1 bis 1/64.
o Alle Inter-Switch Link (ISL)-Ports sind an den Ports 1/65 und 1/66 deaktiviert.

> Die gewlinschte Referenzkonfigurationsdatei (RCF) und das NX-OS-Betriebssystem-Image werden auf
den Switch geladen.

> Die erste Anpassung des Schalters ist abgeschlossen, wie in der folgenden Beschreibung detailliert
aufgefiihrt:"Konfigurieren Sie den Cisco Nexus 92300YC-Switch" Die

Alle zuvor vorgenommenen Anpassungen am Standort, wie z. B. STP, SNMP und SSH, werden auf
den neuen Switch kopiert.

Konsolenprotokollierung aktivieren

NetApp empfiehlt dringend, die Konsolenprotokollierung auf den verwendeten Geraten zu aktivieren und beim
Austausch lhres Switches die folgenden MalRnahmen zu ergreifen:

» Lassen Sie AutoSupport wahrend der Wartungsarbeiten aktiviert.

* Ldésen Sie vor und nach der Wartung einen Wartungs AutoSupport aus, um die Fallerstellung fir die Dauer
der Wartung zu deaktivieren. Siehe diesen Wissensdatenbankartikel "SU92: Wie man die automatische
Fallerstellung wahrend geplanter Wartungsfenster unterdrtickt" fir weitere Einzelheiten.

+ Aktivieren Sie die Sitzungsprotokollierung fur alle CLI-Sitzungen. Anweisungen zum Aktivieren der
Sitzungsprotokollierung finden Sie im Abschnitt ,,Protokollierung der Sitzungsausgabe® in diesem
Wissensdatenbankartikel. "Wie konfiguriert man PuTTY flr eine optimale Verbindung zu ONTAP
-Systemen?" Die
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configure-install-initial.html
https://kb.netapp.com/Support_Bulletins/Customer_Bulletins/SU92
https://kb.netapp.com/Support_Bulletins/Customer_Bulletins/SU92
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Tauschen Sie den Schalter aus.

Zu den Beispielen
Die Beispiele in diesem Verfahren verwenden die folgende Schalter- und Knotennomenklatur:

» Die Namen der vorhandenen Nexus 92300YC Switches lauten cs1 und cs2.
* Der neue Switch Nexus 92300YC tragt den Namen newcs2.

* Die Knotennamen lauten Knoten1 und Knoten2.

* Die Cluster-Ports auf jedem Knoten tragen die Namen eOa und e0b.

* Die Cluster-LIF-Namen lauten node1_clus1 und node1_clus2 fir Knoten 1 sowie node2_clus1 und
node2 clus2 fir Knoten 2.

+ Die Aufforderung zum Andern aller Clusterknoten lautet cluster1::*>

Informationen zu diesem Vorgang

Sie mussen den Befehl zur Migration eines Cluster-LIF von dem Knoten ausfiihren, auf dem der Cluster-LIF
gehostet wird.

Das folgende Verfahren basiert auf der folgenden Cluster-Netzwerktopologie:
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Topologie anzeigen

clusterl::*> network port show -ipspace Cluster

Node: nodel

Ignore

Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
ela Cluster Cluster up 9000 auto/10000 healthy
false
e0b Cluster Cluster up 9000 auto/10000 healthy
false

Node: node2

Ignore

Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
ela Cluster Cluster up 9000 auto/10000 healthy
false
e0b Cluster Cluster up 9000 auto/10000 healthy
false

4 entries were displayed.

clusterl::*> network interface show -vserver Cluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node Port
Home
Cluster

nodel clusl up/up 169.254.209.69/16 nodel ela
true

nodel clus2 up/up 169.254.49.125/16 nodel eOb
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true

true

true

4 entries were displayed.

clusterl:

Node/
Protocol

C92300YC

C92300YC
nodel

C92300YC

c92300YC

4 entries

csl# show cdp neighbors

Capability Codes:

Device-1ID

ID
nodel

node?2

cs2 (FD0220329V5)

Ethl/65

node2 clusl up/up 169.254.47.194/16 node?2 ela
node2 clus2 up/up 169.254.19.183/16 node2 e0b
:*> network device-discovery show -protocol cdp
Local Discovered
Port Device (LLDP: ChassisID) Interface Platform
/cdp
ela csl Ethl/2 NI9K-
e0b cs2 Ethl/2 NO9K-
/cdp
ela csl Ethl/1 NO9K-
e0b cs?2 Ethl/1 NOK-
were displayed.
R - Router, T - Trans-Bridge, B - Source-Route-Bridge
S - Switch, H - Host, I - IGMP, r - Repeater,
V - VoIP-Phone, D - Remotely-Managed-Device,
s - Supports-STP-Dispute
Local Intrfce Hldtme Capability Platform Port
Ethl/1 144 H FAS2980 ela
Ethl/2 145 H FAS2980 ela
Ethl/65 176 R ST s N9K-C92300YC
Ethl/66 176 R ST s N9K-C92300YC

cs2 (FD0220329V5)

Ethl/66

Total entries displayed: 4
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cs2# show cdp neighbors

Capability Codes:

Device-1ID

1D

nodel

node?2

csl (FDO220329KU)
Ethl/65

csl (FD0O220329KU)
Ethl/66

n < n w

- Router, T - Trans-Bridge,
I - IGMP, r - Repeater,
D - Remotely-Managed-Device,

Local Intrfce
Ethl/1
Ethl/2
Ethl/65

Ethl/66

Total entries displayed: 4

Schritt 1: Vorbereitung auf den Austausch

Switch, H - Host,
VoIP-Phone,
Supports-STP-Dispute

B - Source-Route-Bridge

Hldtme Capability Platform Port
139 H FAS2980 e0b
124 H FAS2980 e0b
178 R S I s N9K-C92300YC

178

R S I s

N9K-C92300YC

1. Installieren Sie die entsprechende RCF-Datei und das Image auf dem Switch newcs2 und treffen Sie alle
notwendigen Vorbereitungen vor Ort.
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Prifen, laden und installieren Sie gegebenenfalls die entsprechenden Versionen der RCF- und NX-OS-
Software fur den neuen Switch. Wenn Sie Uberprift haben, dass der neue Switch korrekt eingerichtet ist
und keine Aktualisierungen der RCF- und NX-OS-Software erforderlich sind, fahren Sie mit Schritt 2 fort.

a. Gehen Sie auf der NetApp Support-Website zur Seite ,NetApp Cluster and Management Network
Switches Reference Configuration File Description Page®.

b. Klicken Sie auf den Link zur Kompatibilitdtsmatrix fiir Cluster- und Managementnetzwerke und notieren
Sie sich anschliel3end die erforderliche Switch-Softwareversion.

c. Klicken Sie auf den Zuruck-Pfeil Ihres Browsers, um zur Beschreibungsseite zurtickzukehren, klicken
Sie auf WEITER, akzeptieren Sie die Lizenzvereinbarung und gehen Sie dann zur Download-Seite.

d. Folgen Sie den Anweisungen auf der Downloadseite, um die korrekten RCF- und NX-OS-Dateien flr
die Version der ONTAP -Software herunterzuladen, die Sie installieren.

Melden Sie sich auf dem neuen Switch als Administrator an und fahren Sie alle Ports herunter, die mit den
Knotenclusterschnittstellen verbunden werden (Ports 1/1 bis 1/64).

Wenn der zu ersetzende Schalter nicht funktionsfahig und ausgeschaltet ist, fahren Sie mit Schritt 4 fort.
Die LIFs auf den Clusterknoten sollten bereits fir jeden Knoten auf den anderen Clusterport umgeschaltet

haben.



Beispiel anzeigen

newcs2# config

Enter configuration commands, one per line. End with CNTL/Z.
newcs?2 (config) # interface el/1-64

newcs?2 (config-if-range) # shutdown

3. Uberpriifen Sie, ob fiir alle Cluster-LIFs die automatische Riicksetzung aktiviert ist:
network interface show -vserver Cluster -fields auto-revert

Beispiel anzeigen

clusterl::> network interface show -vserver Cluster -fields auto-

revert

Logical
Vserver Interface Auto-revert
Cluster nodel clusl true
Cluster nodel clus2 true
Cluster node2 clusl true
Cluster node2 clus2 true

4 entries were displayed.

4. Uberprifen Sie die Konnektivitat der Remote-Cluster-Schnittstellen:
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ONTAP 9.9.1 und héher

Sie kénnen die network interface check cluster-connectivity Befehl zum Starten einer
Zugriffsprufung fur die Clusterkonnektivitat und anschlieRenden Anzeigen der Details:

network interface check cluster-connectivity start Und “network interface
check cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

HINWEIS: Warten Sie einige Sekunden, bevor Sie den Vorgang ausfiihren. show Befehl zum Anzeigen
der Details.

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

Alle ONTAP Versionen

Fir alle ONTAP Versionen kdnnen Sie auch die cluster ping-cluster -node <name> Befehlzum
Uberpriifen der Verbindung:

cluster ping-cluster -node <name>



clusterl::*> cluster ping-cluster -node local

Host 1s node?2

Getting addresses from network interface table...
Cluster nodel clusl 169.254.209.69 nodel eOa
Cluster nodel clus2 169.254.49.125 nodel eOb
Cluster node2 clusl 169.254.47.194 node2 e0a
Cluster node2 clus2 169.254.19.183 node2 e0Ob
Local = 169.254.47.194 169.254.19.183

Remote = 169.254.209.69 169.254.49.125

Cluster Vserver Id = 4294967293

Ping status:

Basic connectivity succeeds on 4 path(s)

Basic connectivity fails on 0 path(s)

Detected 9000 byte MTU on 4 path(s):

Local 169.254.47.
Local 169.254.47.
Local 169.254.19.
Local 169.254.19.

Larger than PMTU
RPC status:

2 paths up, 0 paths down
2 paths up, 0 paths down

194 to Remote
194 to Remote
183 to Remote
183 to Remote

communication

Schritt 2: Kabel und Anschliisse konfigurieren

169.254.209.69
169.254.49.125
169.254.209.69
169.254.49.125
succeeds on 4 path(s)

(tcp check)
(udp check)

1. Schalten Sie die ISL-Ports 1/65 und 1/66 am Switch Nexus 92300YC cs1 ab:

Beispiel anzeigen

csl# configure

Enter configuration commands, one per line. End with CNTL/Z.

csl (config) # interface el/65-66

csl (config-if-range)# shutdown

csl (config-if-range) #

2. Entfernen Sie alle Kabel vom Nexus 92300YC cs2-Switch und schlief3en Sie sie dann an dieselben Ports
am Nexus 92300YC newcs2-Switch an.

3. Aktivieren Sie die ISL-Ports 1/65 und 1/66 zwischen den Switches cs1 und newcs2 und Uberprifen Sie
dann den Betriebsstatus des Portkanals.

Port-Channel sollte Po1(SU) und Member Ports sollten Eth1/65(P) und Eth1/66(P) anzeigen.
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Beispiel anzeigen

Dieses Beispiel aktiviert die ISL-Ports 1/65 und 1/66 und zeigt die Port-Kanal-Zusammenfassung auf

Switch cs1 an:

csl# configure

Enter configuration commands, one per line. End with CNTL/Z.

csl (config) # int el/65-66
csl (config-if-range)# no shutdown

csl (config-if-range)# show port-channel summary
Flags: D - Down P - Up in port-channel

(members)

- Individual H - Hot-standby (LACP only)

I
s — Suspended r - Module-removed
b - BFD Session Wait

S - Switched R - Routed

U - Up (port-channel)

p - Up in delay-lacp mode (member)
M - Not in use. Min-links not met

Group Port- Type Protocol Member Ports
Channel
1 Pol (SU) Eth LACP Ethl/65 (P)

csl (config-if-range) #

4. Uberpriifen Sie, ob Port eOb auf allen Knoten aktiv ist:

network port show ipspace Cluster
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Beispiel anzeigen

Die Ausgabe sollte in etwa wie folgt aussehen:

clusterl::*> network port show -ipspace Cluster
Node: nodel

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status

ela Cluster Cluster up 9000 auto/10000
healthy false
e0b Cluster Cluster up 9000 auto/10000

healthy false

Node: node2

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status

ela Cluster Cluster up 9000 auto/10000
healthy false

eOb Cluster Cluster up 9000 auto/auto =
false

4 entries were displayed.

5. Auf demselben Knoten, den Sie im vorherigen Schritt verwendet haben, stellen Sie die Cluster-LIF, die
dem Port im vorherigen Schritt zugeordnet ist, mit dem Befehl network interface revert wieder her.



6.
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Beispiel anzeigen

In diesem Beispiel wird LIF node1_clus2 auf node1 erfolgreich zurlickgesetzt, wenn der Wert Home
true ist und der Port e0b lautet.

Die folgenden Befehle geben LIF zurlick. nodel clus2 An nodel zum Heimathafen e0a und zeigt
Informationen Uber die LIFs auf beiden Knoten an. Das Hochfahren des ersten Knotens ist
erfolgreich, wenn die Spalte ,Is Home* fiir beide Cluster-Schnittstellen den Wert ,true“ aufweist und
die korrekten Portzuweisungen angezeigt werden. e0a Und e0b auf Knoten1.

clusterl::*> network interface show -vserver Cluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nodel clusl up/up 169.254.209.69/16 nodel
ela true

nodel clus2 up/up 169.254.49.125/16 nodel
e0b true

node2 clusl wup/up 169.254.47.194/16 node2
ela true

node2 clus2 up/up 169.254.19.183/16 node2
ela false

4 entries were displayed.

Informationen Uber die Knoten in einem Cluster anzeigen:
cluster show

Beispiel anzeigen

Dieses Beispiel zeigt, dass der Knotenstatus fir Knoten 1 und Knoten 2 in diesem Cluster ,true® ist:

clusterl::*> cluster show

Node Health Eligibility
nodel false true
node?2 true true



7. Uberpriifen Sie, ob alle physischen Cluster-Ports aktiv sind:
network port show ipspace Cluster

Beispiel anzeigen

clusterl::*> network port show -ipspace Cluster

Node: nodel

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status
ela Cluster Cluster up 9000 auto/10000
healthy false
elb Cluster Cluster up 9000 auto/10000
healthy false
Node: nodeZ2
Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status
ela Cluster Cluster up 9000 auto/10000
healthy false
elb Cluster Cluster up 9000 auto/10000
healthy false

4 entries were displayed.

Schritt 3: SchlieBen Sie den Vorgang ab.

1. Uberpriifen Sie die Konnektivitat der Remote-Cluster-Schnittstellen:
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ONTAP 9.9.1 und héher

Sie kénnen die network interface check cluster-connectivity Befehl zum Starten einer
Zugriffsprufung fur die Clusterkonnektivitat und anschlieRenden Anzeigen der Details:

network interface check cluster-connectivity start Und “network interface
check cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

HINWEIS: Warten Sie einige Sekunden, bevor Sie den Vorgang ausfiihren. show Befehl zum Anzeigen
der Details.

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

Alle ONTAP Versionen

Fir alle ONTAP Versionen kdnnen Sie auch die cluster ping-cluster -node <name> Befehlzum
Uberpriifen der Verbindung:

cluster ping-cluster -node <name>



clusterl::*> cluster ping-cluster -node local
Host is node2

Getting addresses from network interface table...
Cluster nodel clusl 169.254.209.69 nodel eOa
Cluster nodel clus2 169.254.49.125 nodel eOb
Cluster node2 clusl 169.254.47.194 node2 e0a
Cluster node2 clus2 169.254.19.183 node2 e0Ob
Local = 169.254.47.194 169.254.19.183

Remote = 169.254.209.69 169.254.49.125
Cluster Vserver Id = 4294967293

Ping status:

Basic connectivity succeeds on 4 path(s)
Basic connectivity fails on 0 path(s)
Detected 9000 byte MTU on 4 path(s):

Local 169.254.47.194 to Remote 169.254.209.69
Local 169.254.47.194 to Remote 169.254.49.125
Local 169.254.19.183 to Remote 169.254.209.69
Local 169.254.19.183 to Remote 169.254.49.125
Larger than PMTU communication succeeds on 4 path(s)
RPC status:

2 paths up, 0 paths down (tcp check)

2 paths up, 0 paths down (udp check)

1. Bestatigen Sie die folgende Cluster-Netzwerkkonfiguration:

network port show



Beispiel anzeigen

clusterl::*> network port show -ipspace Cluster
Node: nodel

Ignore

Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
ela Cluster Cluster up 9000 auto/10000
healthy false
elb Cluster Cluster up 9000 auto/10000
healthy false
Node: node?2
Ignore

Speed (Mbps) Health

Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
ela Cluster Cluster up 9000 auto/10000
healthy false
elb Cluster Cluster up 9000 auto/10000

healthy false

4 entries were displayed.

clusterl::*> network interface show -vserver Cluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nodel clusl up/up 169.254.209.69/16 nodel
ela true

nodel clus2 up/up 169.254.49.125/16 nodel



eOb true

node2 clusl

ela true

node2 clus2

e0b true

4 entries were displayed.

up/up

up/up

169.254.47.194/16 node?2

169.254.19.183/16 node2

clusterl::> network device-discovery show -protocol cdp

Node/
Protocol
Platform

Local
Port

Discovered
vice (LLDP:

De

ChassisID) Inter

face

c92300YC

C92300YC
nodel

C92300YC

C92300YC

e0b

/cdp
ela

elOb

Cs

ne

CS

ne

1

wCs2

1

wCs2

4 entries were displayed.

csl# show cdp neighbors

Capability Codes:

Bridge

Device-1ID
Port ID
nodel

ela

node?2

ela

newcs?2 (FDO296348FU)

Ethl/65

newcs?2 (FD0296348FU)

Router,

Switch,
VoIP-Phone,

0/2

0/2

0/1

0/1

T - Trans-Bridge, B

H - Host,

I - IGMP,

Supports-STP-Dispute

Local Intrfce

Ethl/1

Ethl/2

Ethl/65

Ethl/66

144

145

176

176

H

R ST s

R S I s

N9K-

N9K-

NO9K-

NO9K-

- Source—-Route-

r - Repeater,

D - Remotely-Managed-Device,

Hldtme Capability Platform

FAS2980

FAS2980

N9K-C92300YC

NOK-C92300YC
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Ethl/66

Total entries displayed: 4

cs2# show cdp neighbors

Capability Codes: R - Router, T - Trans-Bridge, B - Source-Route-

Bridge
S - Switch, H - Host, I - IGMP, r - Repeater,
V - VoIP-Phone, D - Remotely-Managed-Device,
s - Supports-STP-Dispute
Device-1ID Local Intrfce Hldtme Capability Platform
Port ID
nodel Ethl/1 139 H FAS2980
elb
node?2 Ethl/2 124 H FAS2980
eOb
csl (FDO220329KU) Ethl/65 178 R ST s N9K-C92300YC
Ethl/65
csl (FD0O220329KU) Ethl/66 178 R S I s NOK-C92300YC
Ethl/66

Total entries displayed: 4

Wie geht es weiter?

Nachdem Sie Ihre SSH-Konfiguration Uberprift haben, kdnnen Sie "Konfigurieren der Switch-
Integritatstiberwachung"Die

Ersetzen Sie Cisco Nexus 92300YC Cluster-Switches durch switchlose
Verbindungen.

FUr ONTAP 9.3 und hoher kdnnen Sie von einem Cluster mit einem Switched-Cluster-
Netzwerk zu einem Cluster migrieren, in dem zwei Knoten direkt miteinander verbunden
sind.

Uberpriifungsanforderungen

Richtlinien

Bitte beachten Sie die folgenden Richtlinien:

 Die Migration zu einer Zwei-Knoten-Clusterkonfiguration ohne Switches ist ein unterbrechungsfreier
Vorgang. Die meisten Systeme verfligen Uber zwei dedizierte Cluster-Interconnect-Ports pro Knoten.
Dieses Verfahren kann aber auch flr Systeme mit einer gréReren Anzahl dedizierter Cluster-Interconnect-
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Ports pro Knoten angewendet werden, beispielsweise vier, sechs oder acht.
» Die Funktion ,Switchless Cluster Interconnect” kann nicht mit mehr als zwei Knoten verwendet werden.

* Wenn Sie Uber einen bestehenden Zwei-Knoten-Cluster verfiigen, der Cluster-Interconnect-Switches
verwendet und auf dem ONTAP 9.3 oder hdher lauft, kbnnen Sie die Switches durch direkte Back-to-Back-
Verbindungen zwischen den Knoten ersetzen.

Bevor Sie beginnen
Bitte stellen Sie sicher, dass Sie Folgendes haben:

 Ein gesunder Cluster, der aus zwei Knoten besteht, die Uber Cluster-Switches verbunden sind. Auf den

Knoten muss die gleiche ONTAP Version laufen.

« Jeder Knoten verfligt Gber die erforderliche Anzahl dedizierter Cluster-Ports, die redundante Cluster-
Verbindungen bereitstellen, um lhre Systemkonfiguration zu unterstiitzen. Beispielsweise gibt es zwei
redundante Ports fir ein System mit zwei dedizierten Cluster-Verbindungsports auf jedem Knoten.

Migrieren Sie die Schalter

Informationen zu diesem Vorgang

Das folgende Verfahren entfernt die Cluster-Switches in einem Zwei-Knoten-Cluster und ersetzt jede
Verbindung zum Switch durch eine direkte Verbindung zum Partnerknoten.

Nodel ClusterSwitch Node2

\_/_\I ClusterSwitch? [—/\J

Zu den Beispielen

Die Beispiele im folgenden Verfahren zeigen Knoten, die "e0a" und "e0Ob" als Cluster-Ports verwenden. lhre
Knoten verwenden mdglicherweise unterschiedliche Cluster-Ports, da diese je nach System variieren.

Schritt 1: Vorbereitung auf die Migration

1. Andern Sie die Berechtigungsstufe auf ,Erweitert*, indem Sie Folgendes eingeben y wenn Sie aufgefordert
werden, fortzufahren:

set -privilege advanced
Die erweiterte Aufforderung *> erscheint.

2. ONTAP 9.3 und hoéher unterstitzt die automatische Erkennung von switchlosen Clustern, die
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standardmalig aktiviert ist.

Sie kdnnen Uberprifen, ob die Erkennung von Clustern ohne Switch aktiviert ist, indem Sie den Befehl mit
erweiterten Berechtigungen ausfihren:

network options detect-switchless-cluster show

Beispiel anzeigen

Die folgende Beispielausgabe zeigt, ob die Option aktiviert ist.

cluster::*> network options detect-switchless-cluster show
(network options detect-switchless-cluster show)
Enable Switchless Cluster Detection: true

Wenn "Schalterlose Clustererkennung aktivieren" false Wenden Sie sich an den NetApp Support.

. Wenn AutoSupport auf diesem Cluster aktiviert ist, unterdriicken Sie die automatische Fallerstellung durch

Aufruf einer AutoSupport -Nachricht:

system node autosupport invoke -node * -type all -message
MAINT=<number of hours>h

Wo h ist die Dauer des Wartungsfensters in Stunden. Die Meldung informiert den technischen Support
Uber diese Wartungsaufgabe, damit dieser die automatische Fallerstellung wahrend des Wartungsfensters
unterdricken kann.

Im folgenden Beispiel unterdriickt der Befehl die automatische Fallerstellung flr zwei Stunden:

Beispiel anzeigen

cluster::*> system node autosupport invoke -node * -type all
-message MAINT=2h

Schritt 2: Anschliisse und Verkabelung konfigurieren

1.
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Ordnen Sie die Cluster-Ports an jedem Switch in Gruppen ein, sodass die Cluster-Ports in Gruppe 1 an
Cluster-Switch 1 und die Cluster-Ports in Gruppe 2 an Cluster-Switch 2 angeschlossen werden. Diese
Gruppen werden im weiteren Verlauf des Verfahrens bendétigt.

Identifizieren Sie die Cluster-Ports und Uberpriifen Sie den Verbindungsstatus und die Integritat:
network port show -ipspace Cluster
Im folgenden Beispiel fur Knoten mit Cluster-Ports ,e0a“ und ,e0b“ wird eine Gruppe als ,node1:e0a“ und

,node2:e0a“ und die andere Gruppe als ,node1:e0b*“ und ,node2:e0b“ identifiziert. Inre Knoten verwenden
moglicherweise unterschiedliche Cluster-Ports, da diese je nach System variieren.



Node1 ClustErSwil.ch 1 Node2

ClusterSwitch2

>

Uberpriifen Sie, ob die Ports den Wert haben. up fiir die Spalte ,Link* und einen Wert von healthy fir die
Spalte ,Gesundheitszustand®.

Beispiel anzeigen

cluster::> network port show -ipspace Cluster
Node: nodel

Ignore

Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
ela Cluster Cluster up 9000 auto/10000 healthy
false
e0b Cluster Cluster up 9000 auto/10000 healthy
false

Node: node2

Ignore

Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
ela Cluster Cluster up 9000 auto/10000 healthy
false
eOb Cluster Cluster up 9000 auto/10000 healthy
false

4 entries were displayed.

3. Vergewissern Sie sich, dass alle Cluster-LIFs an ihren jeweiligen Heimatports angeschlossen sind.
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Uberprifen Sie, ob die Spalte ,is-home* t rue fiir jeden der Cluster-LIFs:

network interface show -vserver Cluster -fields is-home

Beispiel anzeigen

cluster::
(network

vserver

Cluster
Cluster
Cluster

*> net int show -vserver Cluster -fields is-home

interface show)

1if

nodel clusl
nodel clus2
node2 clusl
node2 clus2

is-home

true

4 entries were displayed.

Falls Cluster-LIFs vorhanden sind, die sich nicht auf ihren Heimatports befinden, werden diese LIFs wieder

auf ihre Heimatports zurlickgesetzt:

network interface revert

-vserver Cluster -1if *

4. Automatische Wiederherstellung der Cluster-LIFs deaktivieren:

96

network interface modify -vserver Cluster -1if * -auto-revert false

Uberpriifen Sie, ob alle im vorherigen Schritt aufgefiihrten Ports mit einem Netzwerk-Switch verbunden

sind:

network device-discovery show -port cluster port

In der Spalte ,Erkanntes Gerat* sollte der Name des Cluster-Switches stehen, mit dem der Port verbunden

ist.



Beispiel anzeigen

Das folgende Beispiel zeigt, dass die Cluster-Ports "e0a" und "e0b" korrekt mit den Cluster-Switches
"cs1" und "cs2" verbunden sind.

cluster::> network device-discovery show -port ela|eOb
(network device-discovery show)

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface Platform
nodel/cdp
ela csl 0/11 BES-53248
elb cs?2 0/12 BES-53248
node2/cdp
ela csl 0/9 BES-53248
e0b cs2 0/9 BES-53248

4 entries were displayed.

6. Uberpriifen Sie die Konnektivitat der Remote-Cluster-Schnittstellen:
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ONTAP 9.9.1 und héher

Sie kénnen die network interface check cluster-connectivity Befehl zum Starten einer
Zugriffsprufung fur die Clusterkonnektivitat und anschlieRenden Anzeigen der Details:

network interface check cluster-connectivity start Und “network interface
check cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

HINWEIS: Warten Sie einige Sekunden, bevor Sie den Vorgang ausfiihren. show Befehl zum Anzeigen
der Details.

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

Alle ONTAP Versionen

Fir alle ONTAP Versionen kdnnen Sie auch die cluster ping-cluster -node <name> Befehlzum
Uberpriifen der Verbindung:

cluster ping-cluster -node <name>



cluster
Host is
Getting
Cluster
Cluster
Cluster
Cluster
Local =
Remote

Cluster
Ping st

Basic c
Basic c

Detecte
Local 1
Local 1
Local 1
Local 1
Larger

RPC sta
2 paths
2 paths

1. [[Schritt 7]]

1::*> cluster ping-cluster -node local
node?2
addresses from network interface table...

nodel clusl 169.254.209.69 nodel e0a
nodel clusZ 169.254.49.125 nodel eOb
node2 clusl 169.254.47.194 node2 eQa
node2 clus2 169.254.19.183 node2 e0b
169.254.47.194 169.254.19.183

= 169.254.209.69 169.254.49.125
Vserver Id = 4294967293

atus:

onnectivity succeeds on 4 path(s)
onnectivity fails on 0 path(s)

d 9000 byte MTU on 4 path(s):

69.254.47.194 to Remote 169.254.209.69
69.254.47.194 to Remote 169.254.49.125
69.254.19.183 to Remote 169.254.209.69
69.254.19.183 to Remote 169.254.49.125

than PMTU communication succeeds on 4 path(s)
tus:

up, O paths down (tcp check)

up, 0 paths down (udp check)

Uberpriifen Sie, ob der Cluster fehlerfrei funktioniert:

cluster ring show

Alle Einheiten missen entweder Master- oder Sekundareinheiten sein.

2. Richten Sie die switchlose Konfiguration fir die Ports in Gruppe 1 ein.

Um mogliche Netzwerkprobleme zu vermeiden, missen Sie die Ports von Gruppe trennen
und sie so schnell wie moglich wieder direkt miteinander verbinden, zum Beispiel in
weniger als 20 Sekunden.

a. Trennen Sie gleichzeitig alle Kabel von den Anschlissen in Gruppe 1.

Im folgenden Beispiel werden die Kabel an Port ,,e0a“ auf jedem Knoten getrennt, und der Cluster-
Datenverkehr wird weiterhin tber den Switch und Port ,,e0b* auf jedem Knoten abgewickelt:
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3.

4.
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Nodel Node2

ClusterSwitch1
ela eda
&b ClusterSwitch2 &0

b. Verbinden Sie die Ports in Gruppe 1 Riicken an Ricken.

Im folgenden Beispiel ist "e0a" auf Knoten 1 mit "e0a" auf Knoten 2 verbunden:

Nodel Node2

alla ala

@0b ClusterSwitch2 a0

>

Die Option fir ein schalterloses Clusternetzwerk wechselt von false Zu true Die Dies kann bis zu 45
Sekunden dauern. Vergewissern Sie sich, dass die Option ,Schalterlos” aktiviert ist. true :

network options switchless-cluster show

Das folgende Beispiel zeigt, dass der switchlose Cluster aktiviert ist:

cluster::*> network options switchless-cluster show
Enable Switchless Cluster: true

Uberpriifen Sie die Konnektivitat der Remote-Cluster-Schnittstellen:



ONTAP 9.9.1 und héher

Sie kénnen die network interface check cluster-connectivity Befehl zum Starten einer
Zugriffsprufung fur die Clusterkonnektivitat und anschlieRenden Anzeigen der Details:

network interface check cluster-connectivity start Und “network interface
check cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

HINWEIS: Warten Sie einige Sekunden, bevor Sie den Vorgang ausfiihren. show Befehl zum Anzeigen
der Details.

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

Alle ONTAP Versionen

Fir alle ONTAP Versionen kdnnen Sie auch die cluster ping-cluster -node <name> Befehlzum
Uberpriifen der Verbindung:

cluster ping-cluster -node <name>
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cluster
Host is
Getting
Cluster
Cluster
Cluster
Cluster
Local =
Remote

Cluster
Ping st

Basic c
Basic c

Detecte
Local 1
Local 1
Local 1
Local 1
Larger

RPC sta
2 paths
2 paths

1::*> cluster ping-cluster -node local
node?2
addresses from network interface table...

nodel clusl 169.254.209.69 nodel e0a
nodel clusZ 169.254.49.125 nodel eOb
node2 clusl 169.254.47.194 node2 eQa
node2 clus2 169.254.19.183 node2 e0b
169.254.47.194 169.254.19.183
= 169.254.209.69 169.254.49.125
Vserver Id = 4294967293
atus:

onnectivity succeeds on 4 path(s)
onnectivity fails on 0 path(s)

d 9000 byte MTU on 4 path(s):

69.254.47.194 to Remote 169.254.209.69
69.254.47.194 to Remote 169.254.49.125
69.254.19.183 to Remote 169.254.209.69
69.254.19.183 to Remote 169.254.49.125

than PMTU communication succeeds on 4 path(s)
tus:

up, O paths down (tcp check)

up, 0 paths down (udp check)

Bevor Sie mit dem nachsten Schritt fortfahren, missen Sie mindestens zwei Minuten warten,
um eine funktionierende Back-to-Back-Verbindung in Gruppe 1 zu bestatigen.

Richten Sie die switchlose Konfiguration fur die Ports in Gruppe 2 ein.

Um mogliche Netzwerkprobleme zu vermeiden, mussen Sie die Ports von Gruppe 2 trennen
und sie so schnell wie moglich wieder direkt miteinander verbinden, zum Beispiel in
weniger als 20 Sekunden.

a. Trennen Sie gleichzeitig alle Kabel von den Anschlissen in Gruppe 2.

Im folgenden Beispiel werden die Kabel von Port "eOb" an jedem Knoten getrennt, und der Cluster-
Datenverkehr wird tber die direkte Verbindung zwischen den Ports "e0a" fortgesetzt:



Nodel

ela

elb

ClusterSwitch2

=

b. Verbinden Sie die Ports in Gruppe 2 Riicken an Ricken.

MNode2

ela

alb

Im folgenden Beispiel ist "e0a" auf Knoten 1 mit "e0a" auf Knoten 2 verbunden und "e0b" auf Knoten 1

ist mit "eOb" auf Knoten 2 verbunden:

MNodel

ela

elb

Schritt 3: Konfiguration tiberpriifen

1. Uberpriifen Sie, ob die Ports an beiden Knoten korrekt verbunden sind:

network device-discovery show -port cluster port

Node2

alb
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Beispiel anzeigen

Das folgende Beispiel zeigt, dass die Cluster-Ports ,e0a“ und ,e0b“ korrekt mit dem entsprechenden
Port des Cluster-Partners verbunden sind:

cluster::> net device-discovery show -port elalelOb
(network device-discovery show)
Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface Platform

nodel/cdp

ela node?2 ela AFF-A300

eOb node?2 elb AFF-A300
nodel/11dp

ela node?2 (00:a0:98:da:16:44) ela =

e0b node?2 (00:a0:98:da:16:44) e0b =
node2/cdp

ela nodel ela AFF-A300

eOb nodel eOb AFF-A300
node2/11dp

ela nodel (00:a0:98:da:87:49) ela =
e0b nodel (00:a0:98:da:87:49) eOb —
8 entries were displayed.

2. Automatische Rulcksetzung fir die Cluster-LIFs wieder aktivieren:
network interface modify -vserver Cluster -1if * -auto-revert true
3. Uberpriifen Sie, ob alle LIFs zu Hause sind. Dies kann einige Sekunden dauern.

network interface show -vserver Cluster -1if 1if name
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Beispiel anzeigen

Die LIFs wurden zuriickgesetzt, wenn die Spalte ,Ist zu Hause" den Wert ,Ist zu Hause" aufweist.
true , wie gezeigt fir nodel clus2 Und node2 clus2 im folgenden Beispiel:

cluster::> network interface show -vserver Cluster -fields curr-
port, is-home

vserver 1if curr-port is-home
Cluster nodel clusl ela true
Cluster nodel clus2 e0b true
Cluster node2 clusl ela true
Cluster node2 clus2 e0b true

4 entries were displayed.

Falls Cluster-LIFS nicht zu ihren Heimatports zurtickgekehrt sind, setzen Sie sie manuell vom lokalen
Knoten aus zurlck:

network interface revert -vserver Cluster -1if 1if name
4. Uberprifen Sie den Clusterstatus der Knoten Uber die Systemkonsole eines der beiden Knoten:
cluster show

Beispiel anzeigen

Das folgende Beispiel zeigt, dass epsilon an beiden Knoten gleich ist. false:

Node Health Eligibility Epsilon

nodel true true false
node?2 true true false
2 entries were displayed.

5. Uberprifen Sie die Konnektivitat der Remote-Cluster-Schnittstellen:
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ONTAP 9.9.1 und héher

Sie kénnen die network interface check cluster-connectivity Befehl zum Starten einer
Zugriffsprufung fur die Clusterkonnektivitat und anschlieRenden Anzeigen der Details:

network interface check cluster-connectivity start Und “network interface
check cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

HINWEIS: Warten Sie einige Sekunden, bevor Sie den Vorgang ausfiihren. show Befehl zum Anzeigen
der Details.

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

Alle ONTAP Versionen

Fir alle ONTAP Versionen kdnnen Sie auch die cluster ping-cluster -node <name> Befehlzum
Uberpriifen der Verbindung:

cluster ping-cluster -node <name>
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clusterl::*> cluster ping-cluster -node local
Host is node2

Getting addresses from network interface table...
Cluster nodel clusl 169.254.209.69 nodel eOa
Cluster nodel clus2 169.254.49.125 nodel eOb
Cluster node2 clusl 169.254.47.194 node2 e0a
Cluster node2 clus2 169.254.19.183 node2 e0Ob
Local = 169.254.47.194 169.254.19.183

Remote = 169.254.209.69 169.254.49.125
Cluster Vserver Id = 4294967293

Ping status:

Basic connectivity succeeds on 4 path(s)
Basic connectivity fails on 0 path(s)

Detected 9000 byte MTU on 4 path(s):

Local 169.254.47.194 to Remote 169.254.209.69

Local 169.254.47.194 to Remote 169.254.49.125

Local 169.254.19.183 to Remote 169.254.209.69

Local 169.254.19.183 to Remote 169.254.49.125
Larger than PMTU communication succeeds on 4 path(s)
RPC status:

2 paths up, 0 paths down (tcp check)

2 paths up, 0 paths down (udp check)

1.  Falls Sie die automatische Fallerstellung unterdriickt haben, aktivieren Sie sie wieder, indem Sie eine
AutoSupport Nachricht aufrufen:

system node autosupport invoke -node * -type all -message MAINT=END

Weitere Informationen finden Sie unter "NetApp KB-Artikel 1010449: So unterdricken Sie die automatische
Fallerstellung wahrend geplanter Wartungsfenster".

2. Andern Sie die Berechtigungsstufe wieder auf Administrator:

set -privilege admin
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