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Migrieren Sie die Switches

Migrieren Sie CN1610 Cluster-Switches zu BES-53248
Cluster-Switches

Um die CN1610-Cluster-Switches in einem Cluster zu von Broadcom unterstutzten BES-
53248-Cluster-Switches zu migrieren, die Migrationsanforderungen zu prufen und
anschlie®end den Migrationsvorgang zu befolgen.

Folgende Cluster-Switches werden unterstitzt:

* CN1610
» BES-53248

Prufen Sie die Anforderungen

Stellen Sie sicher, dass lhre Konfiguration die folgenden Anforderungen erfullt:

* Einige der Ports auf BES-53248-Switches sind fiir den Betrieb mit 10 GbE konfiguriert.

* Die 10-GbE-Konnektivitat von den Nodes zu BES-53248 Cluster-Switches wurde geplant, migriert und
dokumentiert.

» Das Cluster funktioniert voll (es sollten keine Fehler in den Protokollen oder ahnlichen Problemen geben).
* Die erste Anpassung der BES-53248-Switches ist abgeschlossen, so dass:

o BES-53248-Switches verwenden die neueste empfohlene Version der EFOS-Software.

> Auf die Switches wurden Referenzkonfigurationsdateien (RCFs) angewendet.

o Anpassung von Websites, z. B. DNS, NTP, SMTP, SNMP, Und SSH werden auf den neuen Switches
konfiguriert.

Node-Verbindungen

Die Cluster-Switches unterstiitzen die folgenden Node-Verbindungen:
* NetApp CN1610: Ports 0/1 bis 0/12 (10 GbE)
» BES 53248: 0/16 Ports (10 GbE)

@ Zusatzliche Ports kdnnen durch den Kauf von Portlizenzen aktiviert werden.

ISL-Ports

Bei den Cluster-Switches werden die folgenden Inter-Switch-Link-Ports (ISL) verwendet:

* NetApp CN1610: Ports 0/13 bis 0/16 (10 GbE)
» BES-53248: Ports 0/55-0/56 (100 GbE)

Der "NetApp Hardware Universe" Enthalt Informationen zur ONTAP-Kompatibilitat, zu unterstitzter EFOS-
Firmware und zur Verkabelung mit BES-53248-Cluster-Switches.


https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index

ISL-Verkabelung

Die entsprechende ISL-Verkabelung lautet wie folgt:
* Beginn: fiir CN1610 bis CN1610 (SFP+ auf SFP+), vier SFP+-Glasfaserkabel oder Kupfer-Direct-Attach-
Kabel.

» Endfassung: fir BES-53248 bis BES-53248 (QSFP28 zu QSFP28), zwei optische QSFP28-
Transceiver/Glasfaser oder Kupfer-Direct-Attach-Kabel.

Migrieren Sie die Switches
Gehen Sie folgendermalfen vor, um CN1610 Cluster-Switches auf BES-53248 Cluster-Switches zu migrieren.

Zu den Beispielen
Die Beispiele in diesem Verfahren verwenden die folgende Nomenklatur fir Switches und Knoten:

* Die Beispiele verwenden zwei Nodes, die jeweils zwei 10-GbE-Cluster-Interconnect-Ports implementieren:
el0a Und e0b.

» Die Ausgaben fir die Befehle kénnen je nach Versionen der ONTAP Software variieren.

* Die zu ersetzenden CN1610-Schalter sind C1.1 Und CL2.

* Die BES-53248-Switches als Ersatz fur die CN1610-Switches sind cs1 Und cs?2.

* Die Nodes sind nodel Und node?2.
* Der Schalter CL2 wird zuerst durch cs2 ersetzt, gefolgt von CL1 durch cs1.

» Die BES-53248-Switches sind mit den unterstiitzten Versionen von Reference Configuration File (RCF)
und Ethernet Fabric OS (EFOS) vorinstalliert, wobei ISL-Kabel an den Ports 55 und 56 angeschlossen
sind.

* Die LIF-Namen des Clusters sind nodel clusl Und nodel clus2 Fur Node1, und node2 clusl Und
node2 clus2 Fir Knoten 2.

Uber diese Aufgabe
Dieses Verfahren umfasst das folgende Szenario:

« Zu Beginn des Clusters sind zwei mit zwei CN1610 Cluster-Switches verbundene Nodes verbunden.
* CN1610-Switch CL2 wird durch BES-53248-Schalter cs2 ersetzt:

o Fahren Sie die Ports zu den Cluster-Nodes herunter. Alle Ports missen gleichzeitig heruntergefahren
werden, um eine Instabilitdt von Clustern zu vermeiden.

o Trennen Sie die Kabel von allen Cluster-Ports auf allen mit CL2 verbundenen Nodes, und schlief3en
Sie die Ports mit den unterstltzten Kabeln wieder an den neuen Cluster-Switch cs2 an.

* CN1610-Schalter CL1 wird durch BES-53248-Schalter cs1 ersetzt:

o Fahren Sie die Ports zu den Cluster-Nodes herunter. Alle Ports missen gleichzeitig heruntergefahren
werden, um eine Instabilitdt von Clustern zu vermeiden.

o Trennen Sie die Kabel von allen Cluster-Ports auf allen mit CL1 verbundenen Nodes, und schlief3en
Sie die Ports mit den unterstltzten Kabeln wieder an den neuen Cluster-Switch cs1 an.



Bei diesem Verfahren ist keine betriebsbereite ISL (Inter Switch Link) erforderlich. Dies ist von
Grund auf so, dass Anderungen der RCF-Version die ISL-Konnektivitat voriibergehend
@ beeintrachtigen kénnen. Um einen unterbrechungsfreien Clusterbetrieb zu gewahrleisten,
werden mit dem folgenden Verfahren alle Cluster-LIFs auf den betriebsbereiten Partner-Switch
migriert, wahrend die Schritte auf dem Ziel-Switch ausgefihrt werden.
Schritt: Bereiten Sie sich auf die Migration vor

1. Wenn AutoSupport in diesem Cluster aktiviert ist, unterdriicken Sie die automatische Erstellung eines Falls
durch Aufrufen einer AutoSupport Meldung:

system node autosupport invoke -node * -type all -message MAINT=xh

Wobei x die Dauer des Wartungsfensters in Stunden ist.

Die AutoSupport Meldung wird vom technischen Support dieser Wartungsaufgabe
benachrichtigt, damit die automatische Case-Erstellung wahrend des Wartungsfensters
unterdrickt wird.

Mit dem folgenden Befehl wird die automatische Case-Erstellung fir zwei Stunden unterdrtickt:

clusterl::*> system node autosupport invoke -node * -type all -message
MAINT=2h

2. Andern Sie die Berechtigungsebene in Erweitert, und geben Sie y ein, wenn Sie dazu aufgefordert werden,
fortzufahren:
set -privilege advanced

Die erweiterte Eingabeaufforderung (*>) wird angezeigt.

Schritt: Ports und Verkabelung konfigurieren

1. Vergewissern Sie sich bei den neuen Switches, dass die ISL zwischen den Switches cs1 und cs2 verkabelt
und ordnungsgemalf funktioniert:

show port-channel



Beispiel anzeigen

Das folgende Beispiel zeigt, dass die ISL-Ports up auf Switch cs1 sind:

(csl)# show port-channel 1/1

Local Interface. ... it ettt et teeenaannn. 1/1

Channel Name. . ... oi it tieteeeeeeeeeeeeaneeeeans Cluster-ISL
Link State. . i ittt ittt ittt ettt Up

Admin MOde . c v v ittt ittt et ettt ettt eeeenoeaaesens Enabled
Y e e e e et e e e et oee e e enneeesoneeeeaneeesaneensaans Dynamic
Port channel Min-links........ii i ennnnn 1

Load Balance Option. ... et teeneteeeeeeeennennns 7

(Enhanced hashing mode)

Mbr Device/ Port Port

Ports Timeout Speed Active

0/55 actor/long 100G Full True
partner/long

0/56 actor/long 100G Full True
partner/long

(csl) #

Das folgende Beispiel zeigt, dass die ISL-Ports up auf Switch cs2 sind:

(cs2)# show port-channel 1/1

Local Interface. ...ttt ittt ieennannn. 1/1

Channel Name. . ..ot it it teneeeeeeeeeeaneeeenns Cluster-ISL
Link State. ..ttt ittt ittt ittt iee et Up

Admin MOde . c v v it ittt ittt et ettt eeeenoeanesens Enabled
Y e e e e e e e e e e e e ee e eneeeseneeeeaneeeeaneeneans Dynamic
Port channel Min-links........ii i ennnnn 1

Load Balance Option. .. et teeneteeeneeeeneenens 7

(Enhanced hashing mode)

Mbr Device/ Port Port

Ports Timeout Speed Active

0/55 actor/long 100G Full True
partner/long

0/56 actor/long 100G Full True
partner/long

2. Zeigen Sie die Cluster-Ports auf jedem Node an, der mit den vorhandenen Cluster-Switches verbunden ist:



network device-discovery show -protocol cdp

Beispiel anzeigen

Im folgenden Beispiel wird angezeigt, wie viele Cluster-Interconnect-Schnittstellen in jedem Node fiir
jeden Cluster-Interconnect-Switch konfiguriert wurden:

clusterl
Node/

Protocol
Platform

CN1610

CN1l610
nodel

CN1610

::*> network device-discovery show -protocol cdp

Local
Port

e0b

/cdp
ela

Discovered

Device (LLDP: ChassisID) Interface
CL1 0/2

CL2 0/2

CL1 0/1

CL2 0/1

CN1610

elOb

3. Legen Sie den Administrations- oder Betriebsstatus der einzelnen Cluster-Schnittstellen fest.

a. Vergewissern Sie sich, dass alle Cluster-Ports vorhanden sind up Mit einem healthy Status:

network port show -ipspace Cluster



Beispiel anzeigen

clusterl::*> network port show -ipspace Cluster

Node: nodel

Ignore

Health

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

ela
healthy
e0b
healthy

Cluster
false
Cluster

false

Node: node2

Ignore

Health

Cluster up 9000 auto/10000
Cluster up 9000 auto/10000
Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

ela
healthy
eOb
healthy

Cluster
false

Cluster
false

Cluster up 9000 auto/10000

Cluster up 9000 auto/10000

b. Vergewissern Sie sich, dass sich alle Cluster-Schnittstellen (LIFs) auf ihren Home-Ports befinden:

network interface show -vserver Cluster



Beispiel anzeigen

clusterl::*> network interface show -vserver Cluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nodel clusl up/up 169.254.209.69/16 nodel
ela true

nodel clus2 up/up 169.254.49.125/16 nodel
e0b true

node2 clusl up/up 169.254.47.194/16 node2
ela true

node2 clus2 up/up 169.254.19.183/16 node?2
eOb true

4. Vergewissern Sie sich, dass auf dem Cluster Informationen fiir beide Cluster-Switches angezeigt werden:



ONTAP 9.8 und héher

Ab ONTAP 9.8 verwenden Sie den Befehl: system switch ethernet show -is-monitoring
—-enabled-operational true

clusterl::*> system switch ethernet show -is-monitoring-enabled

-operational true

Switch Type Address Model
CL1 cluster-network 10.10.1.101 CN1610
Serial Number: 01234567
Is Monitored: true
Reason:
Software Version: 1.3.0.3
Version Source: ISDP
CL2 cluster-network 10.10.1.102 CN1610
Serial Number: 01234568
Is Monitored: true
Reason:
Software Version: 1.3.0.3
Version Source: ISDP

clusterl::*>

ONTAP 9.7 und frither

Verwenden Sie fir ONTAP 9.7 und frihere Versionen den folgenden Befehl: system cluster-switch
show -is-monitoring-enabled-operational true



clusterl::*> system cluster-switch show -is-monitoring-enabled

-operational true

Switch Type Address Model
CL1 cluster-network 10.10.1.101 CN1610
Serial Number: 01234567
Is Monitored: true
Reason:
Software Version: 1.3.0.3
Version Source: ISDP
CL2 cluster-network 10.10.1.102 CN1610
Serial Number: 01234568
Is Monitored: true
Reason:
Software Version: 1.3.0.3
Version Source: ISDP

clusterl::*>

1. Deaktivieren Sie die automatische Zurticksetzung auf den Cluster-LIFs.

clusterl::*> network interface modify -vserver Cluster -1lif * -auto
-revert false

2. Fahren Sie bei Cluster-Switch CL2 die Ports herunter, die mit den Cluster-Ports der Nodes verbunden sind,
um ein Failover der Cluster-LIFs zu ermoglichen:

( ) # configure

(CL2) (Config)# interface 0/1-0/16
(CL2) (Interface 0/1-0/16) # shutdown
(CL2) (Interface 0/1-0/16)# exit

( ) (

( ) #

CL2) (Config) # exit

3. Vergewissern Sie sich, dass fiir die Cluster-LIFs ein Failover zu den auf dem Cluster-Switch CL1
gehosteten Ports durchgefliihrt wurde. Dies kann einige Sekunden dauern.

network interface show -vserver Cluster



Beispiel anzeigen

clusterl::*> network interface show -vserver Cluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nodel clusl up/up 169.254.209.69/16 nodel
ela true

nodel clus2 up/up 169.254.49.125/16 nodel
ela false

node2 clusl up/up 169.254.47.194/16 node?2
ela true

node2 clus2 up/up 169.254.19.183/16 node2
ela false

4. Vergewissern Sie sich, dass das Cluster sich in einem ordnungsgemafen Zustand befindet:
cluster show

Beispiel anzeigen

clusterl::*> cluster show

Node Health Eligibility Epsilon
nodel true true false
node?2 true true false

5. Verschieben Sie alle Clusterknoten-Verbindungskabel vom alten CL2-Switch auf den neuen cs2-Switch.

6. Bestatigen Sie den Funktionszustand der Netzwerkverbindungen, die zu cs2 verschoben wurden:

network port show -ipspace Cluster
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Beispiel anzeigen

clusterl::*> network port show -ipspace Cluster

Node: nodel

Ignore

Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
ela Cluster Cluster up 9000 auto/10000
healthy false
elb Cluster Cluster up 9000 auto/10000

healthy false

Node: node?2

Ignore

Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
ela Cluster Cluster up 9000 auto/10000
healthy false
elb Cluster Cluster up 9000 auto/10000

healthy false

Es sollten alle verschobenen Cluster-Ports verwendet werden up.
7. Uberpriifen Sie die ,Neighbor‘-Informationen auf den Cluster-Ports:

network device-discovery show -protocol cdp



Beispiel anzeigen

clusterl::*> network device-discovery show -protocol cdp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform
node2 /cdp
ela CL1 0/2
CN1610
e0b cs2 0/2 BES-
53248
nodel /cdp
ela CL1 0/1
CN1610
e0b cs2 0/1 BES-
53248

8. Vergewissern Sie sich, dass die Switch-Port-Verbindungen aus Sicht von Switch cs2 ordnungsgemal sind:

cs2# show interface all
cs2# show isdp neighbors

9. Fahren Sie bei Cluster-Switch CL1 die Ports herunter, die mit den Cluster-Ports der Nodes verbunden sind,
um ein Failover der Cluster-LIFs zu erméglichen:

configure
Config)# interface 0/1-0/16

#
CL1) (
(Interface 0/1-0/16) # shutdown
(
(
#

CL1
CL1
CL1

Interface 0/13-0/16)# exit

(
(
(
(
( Config)# exit
(

)
)
)
)
)
)

Bei allen Cluster-LIFs wird ein Failover zum cs2-Switch durchgefiihrt.

10. Vergewissern Sie sich, dass fur die Cluster-LIFs ein Failover zu den auf Switch cs2 gehosteten Ports
durchgefiihrt wurde. Dies kann einige Sekunden dauern:

network interface show -vserver Cluster
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Beispiel anzeigen

clusterl::*> network interface show -vserver Cluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nodel clusl up/up 169.254.209.69/16 nodel
eOb false

nodel clus2 up/up 169.254.49.125/16 nodel
eOb true

node2 clusl up/up 169.254.47.194/16 node?2
eOb false

node2 clus2 up/up 169.254.19.183/16 node2
e0b true

11. Vergewissern Sie sich, dass das Cluster sich in einem ordnungsgemafen Zustand befindet:
cluster show

Beispiel anzeigen

clusterl::*> cluster show

Node Health Eligibility Epsilon
nodel true true false
node?2 true true false

12. Verschieben Sie die Verbindungskabel des Clusterknoten von CL1 zum neuen cs1-Switch.

13. Bestatigen Sie den Funktionszustand der Netzwerkverbindungen, die zu cs1 verschoben wurden:

network port show -ipspace Cluster

13



Beispiel anzeigen

clusterl::*> network port show -ipspace Cluster

Node: nodel

Ignore

Health

Port IPspace
Status

ela Cluster
healthy false
elb Cluster

healthy false

Node: node?2

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up 9000

Cluster up 9000

auto/10000

auto/10000

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Ignore

Health

Port IPspace
Status

ela Cluster
healthy false
elb Cluster

healthy false

Cluster up 9000

Cluster up 9000

Es sollten alle verschobenen Cluster-Ports verwendet werden up.

14. Uberprifen Sie die ,Neighbor“-Informationen auf den Cluster-Ports:

14

network device-discovery show

auto/10000

auto/10000

Health

Status

Health

Status



Beispiel anzeigen

clusterl::
Node/
Protocol
Platform

53248

53248
node?2

53248

53248

*> network device-discovery show -protocol cdp
Local Discovered
Port Device (LLDP: ChassisID) Interface

/cdp
ela csl 0/1
elb cs?2 0/1
/cdp
ela csl 0/2
e0b cs?2 0/2

BES-

BES-

BES-

BES-

15. Vergewissern Sie sich, dass die Switch-Port-Verbindungen aus Sicht von Switch cs1 ordnungsgemaf sind:

csl# show interface all

csl# show isdp neighbors

16. Vergewissern Sie sich, dass die ISL zwischen cs1 und cs2 weiterhin funktionsfahig ist:

show port-channel

15



Beispiel anzeigen

Das folgende Beispiel zeigt, dass die ISL-Ports up auf Switch cs1 sind:

(csl)# show port-channel 1/1

Local Interface. ... it ettt et teeenaannn. 1/1

Channel Name. . ... oi it tieteeeeeeeeeeeeaneeeeans Cluster-ISL
Link State. . i ittt ittt ittt ettt Up

Admin MOde . c v v ittt ittt et ettt ettt eeeenoeaaesens Enabled
Y e e e e et e e e et oee e e enneeesoneeeeaneeesaneensaans Dynamic
Port channel Min-links........ii i ennnnn 1

Load Balance Option. ... et teeneteeeeeeeennennns 7

(Enhanced hashing mode)

Mbr Device/ Port Port

Ports Timeout Speed Active

0/55 actor/long 100G Full True
partner/long

0/56 actor/long 100G Full True
partner/long

(csl) #

Das folgende Beispiel zeigt, dass die ISL-Ports up auf Switch cs2 sind:

(cs2)# show port-channel 1/1

Local Interface. ...ttt ittt ieennannn. 1/1

Channel Name. . ..ot it it teneeeeeeeeeeaneeeenns Cluster-ISL
Link State. ..ttt ittt ittt ittt iee et Up

Admin MOde . c v v it ittt ittt et ettt eeeenoeanesens Enabled
Y e e e e e e e e e e e e ee e eneeeseneeeeaneeeeaneeneans Dynamic
Port channel Min-links........ii i ennnnn 1

Load Balance Option. .. et teeneteeeneeeeneenens 7

(Enhanced hashing mode)

Mbr Device/ Port Port

Ports Timeout Speed Active

0/55 actor/long 100G Full True
partner/long

0/56 actor/long 100G Full True
partner/long

17. Loschen Sie die ausgetauschten CN1610-Switches aus der Switch-Tabelle des Clusters, wenn sie nicht
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automatisch entfernt werden:

ONTAP 9.8 und hoher

Ab ONTAP 9.8 verwenden Sie den Befehl: system switch ethernet delete -device device-
name

cluster::*> system switch ethernet delete -device CL1
cluster::*> system switch ethernet delete -device CL2

ONTAP 9.7 und frither

Verwenden Sie fur ONTAP 9.7 und frihere Versionen den folgenden Befehl: system cluster-switch
delete -device device-name

cluster::*> system cluster-switch delete -device CL1
cluster::*> system cluster-switch delete -device CL2

Schritt 3: Uberpriifen Sie die Konfiguration

1. Aktivieren Sie die Funktion zum automatischen Zurlicksetzen auf den Cluster-LIFs.

clusterl::*> network interface modify -vserver Cluster -1lif * -auto
-revert true

2. Uberpriifen Sie, ob die Cluster-LIFs auf ihnre Home-Ports zuriickgesetzt wurden (dies kann eine Minute
dauern):

network interface show -vserver Cluster
Wenn die Cluster-LIFs nicht auf inren Home-Port zurlickgesetzt wurden, setzen Sie sie manuell zurtick:
network interface revert -vserver Cluster -1if *
3. Vergewissern Sie sich, dass das Cluster sich in einem ordnungsgemafen Zustand befindet:
cluster show

4. Uberprifen Sie die Konnektivitat der Remote-Cluster-Schnittstellen:
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ONTAP 9.9.1 und héher

Sie kénnen das verwenden network interface check cluster-connectivity Befehl, um eine
Zugriffsprufung fur die Cluster-Konnektivitat zu starten und dann Details anzuzeigen:

network interface check cluster-connectivity start Und network interface check
cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

HINWEIS: Warten Sie einige Sekunden, bevor Sie den Befehl ausfiihren show, um die Details
anzuzeigen.

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus2 node2 clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus?2 nodel clus2
none

Alle ONTAP Versionen

Sie konnen fir alle ONTAP Versionen auch den verwenden cluster ping-cluster —-node <name>
Befehl zum Uberpriifen der Konnektivitat:

cluster ping-cluster -node <name>



clusterl::*> cluster ping-cluster -node node2
Host is node2

Getting addresses from network interface table...

Cluster nodel clusl 169.254.209.69 nodel ela
Cluster nodel clus2 169.254.49.125 nodel e0b
Cluster node2 clusl 169.254.47.194 node2 ela
Cluster node2 clus2 169.254.19.183 node2 eOb

Local = 169.254.47.194 169.254.19.183
Remote = 169.254.209.69 169.254.49.125
Cluster Vserver Id = 4294967293

Basic connectivity succeeds on 4 path(s)
Basic connectivity fails on 0 path(s)

Detected 9000 byte MTU on 4 path(s):
Local 169.254.19.183 to Remote 169.254.209.69
Local 169.254.19.183 to Remote 169.254.49.125
Local 169.254.47.194 to Remote 169.254.209.69
Local 169.254.47.194 to Remote 169.254.49.125

Larger than PMTU communication succeeds on 4 path(s)

RPC status:

2 paths up, 0 paths down (tcp check)

2 paths up, 0 paths down (udp check)

1.  Wenn Sie die automatische Fallerstellung unterdrickt haben, aktivieren Sie sie erneut, indem Sie eine
AutoSupport-Meldung aufrufen:

system node autosupport invoke -node * -type all -message MAINT=END

cluster::*> system node autosupport invoke -node * -type all -message
MAINT=END

Was kommt als Nachstes?
Nach der Migration lhrer Switches kdnnen Sie "Konfigurieren der Switch-Integritatsiberwachung"Die

Migration zu einer NetApp Cluster-Umgebung mit Switch

Wenn Sie Uber eine vorhandene Cluster-Umgebung mit zwei Nodes (ohne Switch)
verfugen, konnen Sie mit den von Broadcom unterstutzten BES-53248 Cluster-Switches
zu einer 2-Node-Switched-Cluster-Umgebung migrieren. Dadurch kbénnen Sie eine
Skalierung Uber zwei Nodes im Cluster hinaus vornehmen.

Der Migrationsprozess funktioniert bei allen Cluster Node-Ports mit optischen oder Twinax-Ports, wird bei

19


https://docs.netapp.com/de-de/ontap-systems-switches/switch-cshm/config-overview.html

diesem Switch jedoch nicht unterstitzt, wenn Knoten integrierte 10GBASE-T RJ45-Ports fiir die Cluster-
Netzwerk-Ports verwenden.

Prufen Sie die Anforderungen

Prifen Sie die folgenden Anforderungen fur die Cluster-Umgebung.
* Beachten Sie, dass die meisten Systeme auf jedem Controller zwei dedizierte Cluster-Netzwerk-Ports
bendtigen.

* Vergewissern Sie sich, dass der BES-53248-Cluster-Switch wie unter beschrieben eingerichtet ist
"Anforderungen ersetzen" Bevor Sie mit diesem Migrationsprozess beginnen.

* Bei der Konfiguration mit zwei Nodes ohne Switches stellen Sie Folgendes sicher:
> Die Konfiguration mit zwei Nodes ohne Switches ist ordnungsgemaR eingerichtet und funktionsfahig.

o Auf den Knoten wird ONTAP 9.5P8 und héher ausgefiihrt. Die Unterstiitzung fir 40/100-GbE-Cluster-
Ports beginnt mit der EFOS-Firmware-Version 3.4.4.6 und hdher.

o Alle Cluster-Ports haben den Status up.
o Alle logischen Cluster-Schnittstellen (LIFs) befinden sich im up-Zustand und auf ihren Home-Ports.

« Stellen Sie fir die von Broadcom unterstiitzte Konfiguration von BES-53248 Cluster-Switches Folgendes
sicher:

o Der BES-53248 Cluster-Switch funktioniert bei beiden Switches vollstandig.

> Beide Switches verfligen Uber Management-Netzwerk-Konnektivitat.

o Auf die Cluster-Switches kann Uber eine Konsole zugegriffen werden.

o BES-53248 Node-to-Node-Switch und Switch-to-Switch-Verbindungen verwenden Twinax- oder
Glasfaserkabel.

Der "NetApp Hardware Universe" Enthalt Informationen zur ONTAP-Kompatibilitat, zu unterstitzter
EFOS-Firmware und zur Verkabelung mit BES-53248-Switches.
* Inter-Switch Link (ISL)-Kabel sind an beiden BES-53248-Switches mit den Ports 0/55 und 0/56 verbunden.
* Die Erstinstallation der BES-53248 Switches ist damit abgeschlossen. Dadurch erreichen Sie Folgendes:
o Bei BES-53248-Switches wird die neueste Softwareversion ausgefiihrt.
> Beim Kauf von BES-53248 Switches sind optionale Portlizenzen installiert.
o Auf die Switches werden Referenzkonfigurationsdateien (RCFs) angewendet.

* Auf den neuen Switches werden alle Site-Anpassungen (SMTP, SNMP und SSH) konfiguriert.

Geschwindigkeitsbeschrankungen der Portgruppe

* Die 48 10/25-GbE-Ports (SFP28/SFP+) werden wie folgt in 12 x 4-Port-Gruppen kombiniert: Ports 14,
5-8, 9-12, 13-16, 17-20, 21-24, 25-28, 29-32, 33-36, 37-40, 41-44 und 45-48.

* Die Port-Geschwindigkeit von SFP28/SFP+ muss flr alle Ports der 4-Port-Gruppe gleich (10 GbE oder 25
GbE) sein.

» Wenn die Geschwindigkeiten in einer 4-Port-Gruppe unterschiedlich sind, funktionieren die Switch-Ports
nicht ordnungsgemaf.
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In Cluster-Umgebung migrieren

Zu den Beispielen
In den Beispielen dieses Verfahrens wird die folgende Terminologie fiir Cluster-Switch und Node verwendet:

* Die Namen der BES-53248-Switches lauten cs1 Und cs?2.
* Die Namen der Cluster-SVMs lauten nodel Und node?2.

* Die Namen der LIFs sind nodel clusl Und nodel clus2 Auf Node 1, und node2 clusl Und
node2 clus2 Auf Knoten 2.

* Der clusterl: : *> Eine Eingabeaufforderung gibt den Namen des Clusters an.

* Die in diesem Verfahren verwendeten Cluster-Ports sind e0a Und e0b.

Der "NetApp Hardware Universe" Enthalt die neuesten Informationen Uber die tatsdchlichen Cluster-Ports
fur Ihre Plattformen.

Schritt: Bereiten Sie sich auf die Migration vor

1. Wenn AutoSupport in diesem Cluster aktiviert ist, unterdriicken Sie die automatische Erstellung eines Falls
durch Aufrufen einer AutoSupport Meldung:

system node autosupport invoke -node * -type all -message MAINT=xh

Wobei x die Dauer des Wartungsfensters in Stunden ist.

Die AutoSupport Meldung wird vom technischen Support dieser Wartungsaufgabe
benachrichtigt, damit die automatische Case-Erstellung wahrend des Wartungsfensters
unterdrickt wird.

Mit dem folgenden Befehl wird die automatische Case-Erstellung fir zwei Stunden unterdrtickt:

clusterl::*> system node autosupport invoke -node * -type all -message
MAINT=2h

2. Andern Sie die Berechtigungsebene in Erweitert, und geben Sie y ein, wenn Sie dazu aufgefordert werden,
fortzufahren:

set -privilege advanced

Die erweiterte Eingabeaufforderung (**>"Erscheint.

Schritt: Ports und Verkabelung konfigurieren

1. Deaktivieren Sie alle aktivierten Node-Ports (keine ISL-Ports) auf beiden neuen Cluster-Switches cs1 und
cs2.

@ Sie diirfen die ISL-Ports nicht deaktivieren.

Das folgende Beispiel zeigt, dass die Node-Ports 1 bis 16 auf Switch cs1 deaktiviert sind:
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(csl)# configure

(csl) (Config)# interface 0/1-0/16
(csl) (Interface 0/1-0/16)# shutdown
(csl) (Interface 0/1-0/16)# exit
(csl) (Config) # exit

2. Uberpriifen Sie, ob die ISL- und die physischen Ports auf der ISL zwischen den beiden BES-53248-
Switches cs1 und cs2 aktiviert sind:

show port-channel
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Beispiel anzeigen

Das folgende Beispiel zeigt, dass die ISL-Ports auf Switch cs1 aktiv sind:

(csl)# show port-channel 1/1

Local Interface. ... it ettt et teeenaannn. 1/1

Channel Name. . ... oi it tieteeeeeeeeeeeeaneeeeans Cluster-ISL
Link State. . i ittt ittt ittt ettt Up

Admin MOde . c v v ittt ittt et ettt ettt eeeenoeaaesens Enabled
Y e e e e et e e e et oee e e enneeesoneeeeaneeesaneensaans Dynamic
Port channel Min-links........ii i ennnnn 1

Load Balance Option. ... et teeneteeeeeeeennennns 7

(Enhanced hashing mode)

Mbr Device/ Port Port

Ports Timeout Speed Active

0/55 actor/long 100G Full True
partner/long

0/56 actor/long 100G Full True
partner/long

(csl) #

Das folgende Beispiel zeigt, dass die ISL-Ports auf Switch cs2 aktiv sind:

(cs2)# show port-channel 1/1

Local Interface. ...ttt ittt ieennannn. 1/1

Channel Name. . ..ot it it teneeeeeeeeeeaneeeenns Cluster-ISL
Link State. ..ttt ittt ittt ittt iee et Up

Admin MOde . c v v it ittt ittt et ettt eeeenoeanesens Enabled
Y e e e e e e e e e e e e ee e eneeeseneeeeaneeeeaneeneans Dynamic
Port channel Min-links........ii i ennnnn 1

Load Balance Option. .. et teeneteeeneeeeneenens 7

(Enhanced hashing mode)

Mbr Device/ Port Port

Ports Timeout Speed Active

0/55 actor/long 100G Full True
partner/long

0/56 actor/long 100G Full True
partner/long

3. Liste der benachbarten Gerate anzeigen:



show isdp neighbors

Dieser Befehl enthalt Informationen zu den Geraten, die mit dem System verbunden sind.

Beispiel anzeigen

Im folgenden Beispiel sind die benachbarten Gerate auf Switch cs1 aufgefihrt:

(csl) # show isdp neighbors

Capability Codes: R - Router, T - Trans Bridge, B - Source Route

Bridge,

S - Switch, H - Host, I - IGMP, r - Repeater
Device 1ID Intf Holdtime Capability Platform Port ID
cs?2 0/55 176 R BES-53248 0/55
cs2 0/56 176 R BES-53248 0/56

Im folgenden Beispiel sind die benachbarten Gerate auf Switch cs2 aufgefihrt:

(cs2)# show isdp neighbors

Capability Codes: R - Router, T - Trans Bridge, B - Source Route

Bridge,

S - Switch, H - Host, I - IGMP, r - Repeater
Device ID Intf Holdtime Capability Platform Port ID
cs2 0/55 176 R BES-53248 0/55
cs2 0/56 176 R BES-53248 0/56

4. Vergewissern Sie sich, dass alle Cluster-Ports aktiv sind:

network port show -ipspace Cluster
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Beispiel anzeigen

clusterl::*> network port show -ipspace Cluster

Node: nodel

Broadcast Domain

Speed (Mbps) Health
Link MTU Admin/Oper Status

Port IPspace
ela Cluster
healthy
eOb Cluster
healthy

Node: node?2

Cluster

Cluster

Broadcast Domain

up 9000 auto/10000

up 9000 auto/10000

Speed (Mbps) Health
Link MTU Admin/Oper Status

Port IPspace
ela Cluster
healthy
eOb Cluster
healthy

Cluster

Cluster

up 9000 auto/10000

up 9000 auto/10000

5. Vergewissern Sie sich, dass alle Cluster-LIFs betriebsbereit sind und betriebsbereit sind:

network interface show -vserver Cluster
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Beispiel anzeigen

clusterl::*> network interface show -vserver Cluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nodel clusl up/up 169.254.209.69/16 nodel
ela true

nodel clus2 wup/up 169.254.49.125/16 nodel
e0b true

node2 clusl up/up 169.254.47.194/16 node2
ela true

node2 clus2 up/up 169.254.19.183/16 node?2
e0b true

Deaktivieren Sie die automatische Zuriicksetzen auf den Cluster-LIFs.

clusterl::*> network interface modify -vserver Cluster -1lif * -auto
-revert false

. Trennen Sie das Kabel vom Cluster-Port e0a auf node1, und verbinden sie e0a mit Port 1 am Cluster-

Switch cs1. Verwenden Sie dabei die entsprechende Verkabelung, die von den BES-53248-Switches
unterstltzt wird.

Der "NetApp Hardware Universe" Enthalt weitere Informationen zur Verkabelung.
Trennen Sie das Kabel vom Cluster-Port e0a auf node2 und verbinden sie e0a mit Port 2 am Cluster-

Switch cs1. Verwenden Sie dabei die entsprechende Verkabelung, die von den BES-53248-Switches
unterstutzt wird.

Aktivieren Sie alle Ports flr Knoten auf Cluster-Switch cs1.

Das folgende Beispiel zeigt, dass die Ports 1 bis 16 auf Switch cs1 aktiviert sind:

(csl)# configure

(csl) (Config)# interface 0/1-0/16
(csl) (Interface 0/1-0/16)# no shutdown
(csl) (Interface 0/1-0/16)# exit

(csl) (Config) # exit
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10. Vergewissern Sie sich, dass alle Cluster-Ports aktiv sind:

network port show -ipspace Cluster

Beispiel anzeigen

clusterl::*> network port show -ipspace

Node: nodel

Broadcast Domain

Cluster

Speed (Mbps) Health

Link MTU Admin/Oper Status

Ignore

Health

Port IPspace
Status

ela Cluster
healthy false
eOb Cluster
healthy false

Node: node?2

Cluster

Cluster

Broadcast Domain

up 9000 auto/10000

up 9000 auto/10000

Speed (Mbps) Health

Link MTU Admin/Oper Status

Ignore

Health

Port IPspace
Status

ela Cluster
healthy false
e0b Cluster
healthy false

Cluster

Cluster

up 9000 auto/10000

up 9000 auto/10000

11. Vergewissern Sie sich, dass alle Cluster-LIFs betriebsbereit sind und betriebsbereit sind:

network interface show -vserver Cluster
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Beispiel anzeigen

clusterl::*> network interface show

Logical Status Network
Current Is
Vserver Interface Admin/Oper Address/Mask
Home
Cluster

nodel clusl up/up 169.254.209.69/16
false

nodel clus2 up/up 169.254.49.125/16
true

node2 clusl up/up 169.254.47.194/16
false

node2 clus2 up/up 169.254.19.183/16
true

12. Informationen zum Status der Nodes im Cluster anzeigen:

cluster show

Beispiel anzeigen

-vserver Cluster

Current

Node

nodel

nodel

node?2

node?2

Port

ela

eOb

ela

e0b

Im folgenden Beispiel werden Informationen tber den Systemzustand und die Berechtigung der

Nodes im Cluster angezeigt:

clusterl::*> cluster show

Node Health Eligibility Epsilon
nodel true false
node?2 true false

13. Trennen Sie das Kabel von Cluster-Port eOb auf node1, und verbinden Sie dann eOb mit Port 1 am Cluster-
Switch cs2. Verwenden Sie dazu die entsprechende Verkabelung, die von den BES-53248-Switches

unterstutzt wird.

14. Trennen Sie das Kabel von Cluster-Port eOb auf node2, und verbinden Sie dann e0b mit Port 2 am Cluster
Switch cs2. Verwenden Sie dazu die entsprechende Verkabelung, die von den BES-53248-Switches

unterstitzt wird.

15. Aktivieren Sie alle Ports fur Knoten auf Cluster-Switch cs2.
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Das folgende Beispiel zeigt, dass die Ports 1 bis 16 auf Switch cs2 aktiviert sind:

(cs2)# configure

(cs2) (Config)# interface 0/1-0/16
(cs2) (Interface 0/1-0/16) # no shutdown
(cs2) (Interface 0/1-0/16)# exit

(cs2) (Config) # exit

16. Vergewissern Sie sich, dass alle Cluster-Ports aktiv sind:
network port show -ipspace Cluster

Beispiel anzeigen

clusterl::*> network port show -ipspace Cluster

Node: nodel

Ignore

Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
ela Cluster Cluster up 9000 auto/10000
healthy false
elb Cluster Cluster up 9000 auto/10000

healthy false

Node: node2

Ignore

Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
ela Cluster Cluster up 9000 auto/10000
healthy false
elb Cluster Cluster up 9000 auto/10000

healthy false
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Schritt 3: Uberpriifen Sie die Konfiguration

1. Aktivieren Sie die Funktion zum automatischen Zurlicksetzen auf den Cluster-LIFs.

clusterl::*> network interface modify -vserver Cluster -1lif * -auto

-revert true

2. Uberpriifen Sie, ob die Cluster-LIFs auf ihnre Home-Ports zuriickgesetzt wurden (dies kann eine Minute

4. Vergewissern Sie sich, dass beide Knoten jeweils eine Verbindung zu jedem Switch haben:
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dauern):

network interface show -vserver Cluster

Wenn die Cluster-LIFs nicht auf ihren Home-Port zurlickgesetzt wurden, setzen Sie sie manuell zurlick:

network interface revert

-vserver Cluster -1if *

Vergewissern Sie sich, dass alle Schnittstellen angezeigt werden true Fir Is Home:

network interface show -vserver Cluster

@ Dies kann einige Minuten dauern.

Beispiel anzeigen

clusterl::*> network interface show

Current Is
Vserver

Home

Cluster

true

true

true

true

Logical

Interface

nodel clusl

nodel clus?2

node2 clusl

node2 clus2

show isdp neighbors

Status

Network

-vserver Cluster

Admin/Oper Address/Mask

up/up

up/up

up/up

up/up

169.

169.

169.

169.

254.

254.

254

254.

209.69/16

49.125/16

.47.194/16

19.183/16

Current

Node

nodel

nodel

node?2

node2

Port

ela

e0b

ela

eOb



Beispiel anzeigen

Das folgende Beispiel zeigt die entsprechenden Ergebnisse fiir beide Switches:

(csl)# show isdp neighbors

Capability Codes: R - Router, T - Trans Bridge, B - Source Route

Bridge,

S - Switch, H - Host, I - IGMP, r - Repeater
Device ID Intf Holdtime Capability Platform -- Port
ID
nodel 0/1 175 H FAS2750 ela
node?2 0/2 157 H FAS2750 ela
cs2 0/55 178 R BES-53248 0/55
cs2 0/56 178 R BES-53248 0/56
(cs2)# show isdp neighbors
Capability Codes: R - Router, T - Trans Bridge, B - Source Route
Bridge,

S - Switch, H - Host, I - IGMP, r - Repeater
Device ID Intf Holdtime Capability Platform Port
ID
nodel 0/1 137 H FAS2750 elb
node?2 0/2 179 H FAS2750 elb
csl 0/55 175 R BES-53248 0/55
csl 0/56 175 R BES-53248 0/56

5. Zeigen Sie Informationen zu den erkannten Netzwerkgeraten im Cluster an:

network device-discovery show -protocol cdp
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Beispiel anzeigen

clusterl::*> network device-discovery show -protocol cdp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform
node2 /cdp

ela csl 0/2 BES-
53248

e0b cs2 0/2 BES-
53248
nodel /cdp

ela csl 0/1 BES-
53248

e0b cs2 0/1 BES-
53248

6. Vergewissern Sie sich, dass die Einstellungen deaktiviert sind:

network options switchless-cluster show

@ Es kann einige Minuten dauern, bis der Befehl abgeschlossen ist. Warten Sie, bis die
Anklndigung ,,3 Minuten Lebensdauer ablauft ablauft.

Der false Die Ausgabe im folgenden Beispiel zeigt, dass die Konfigurationseinstellungen deaktiviert sind:

clusterl::*> network options switchless-cluster show
Enable Switchless Cluster: false

7. Uberpriifen Sie den Status der Node-Mitglieder im Cluster:

cluster show
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Beispiel anzeigen

Das folgende Beispiel zeigt Informationen Uber den Systemzustand und die Berechtigung der Nodes
im Cluster:

clusterl::*> cluster show

Node Health Eligibility Epsilon
nodel true true false
node?2 true true false

8. Uberpriifen Sie die Konnektivitat der Remote-Cluster-Schnittstellen:
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ONTAP 9.9.1 und héher

Sie kénnen das verwenden network interface check cluster-connectivity Befehl, um eine
Zugriffsprufung fur die Cluster-Konnektivitat zu starten und dann Details anzuzeigen:

network interface check cluster-connectivity start Und network interface check
cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

HINWEIS: Warten Sie einige Sekunden, bevor Sie den Befehl ausfiihren show, um die Details
anzuzeigen.

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus2 node2 clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus?2 nodel clus2
none

Alle ONTAP Versionen

Sie konnen fir alle ONTAP Versionen auch den verwenden cluster ping-cluster —-node <name>
Befehl zum Uberpriifen der Konnektivitat:

cluster ping-cluster -node <name>



clusterl::*> cluster ping-cluster -node node2

Host 1s node?2

Getting addresses from network interface table...
Cluster nodel clusl 169.254.209.69
Cluster nodel clus2 169.254.49.125
Cluster node2 clusl 169.254.47.194
Cluster node2 clus2 169.254.19.183
Local = 169.254.47.194 169.254.19.183
Remote = 169.254.209.69 169.254.49.125
= 4294967293

Cluster Vserver Id

Basic connectivity succeeds

Basic connectivity fails on

Detected 9000
Local 169.
Local 169.
Local 169.
Local 169.

byte MTU on 4

254.
254.
254.
254.

19.183
19.183
47.194
47.194

to
to
to
to

nodel
nodel
node?
node?2

on 4 path(s)
0 path(s)

path(s) :

Remote
Remote
Remote
Remote

169.254
169.254
169.254
169.254

Larger than PMTU communication succeeds on

RPC status:

2 paths up, 0 paths down
2 paths up, 0 paths down

(tcp check)
(udp check)

1. Andern Sie die Berechtigungsebene zuriick zu admin:

set -privilege admin

ela
elb
ela
eOb

.209.69
.49.125
.209.69
.49.125
4 path(s)

2. Wenn Sie die automatische Erstellung eines Cases unterdrickten, kbnnen Sie sie erneut aktivieren, indem

Sie eine AutoSupport Meldung aufrufen:

system node autosupport invoke -node * -type all -message MAINT=END

Beispiel anzeigen

clusterl::*> system node autosupport invoke -node * -type all

-message MAINT=END

Weitere Informationen finden Sie unter: "NetApp KB-Artikel: Wie kann die automatische Case-Erstellung

wahrend geplanter Wartungszeitfenster unterdrtickt werden"

Was kommt als Nachstes?

Nach der Migration |hrer Switches kdnnen Sie "Konfigurieren der Switch-Integritatstiberwachung"Die
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