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Tauschen Sie die Schalter aus

Anforderungen fur den Austausch von Cisco Nexus 3132Q-
V Cluster Switches

Stellen Sie sicher, dass Sie die Konfigurationsanforderungen, Port-Verbindungen und
Verkabelungsanforderungen kennen, wenn Sie Cluster Switches ersetzen.

Anforderungen fiir Cisco Nexus 3132Q-V

Der Cisco Nexus 3132Q-V Cluster-Switch wird unterstitzt.

Die Anzahl der 10 GbE und 40 GbE Ports sind in den Referenzkonfigurationsdateien (RCFs) definiert, die
unter"Cisco® Cluster Network Switch Referenzkonfigurationsdatei Herunterladen" .

Die Cluster-Switches verwenden die Inter-Switch-Link-Ports (ISL) e1/31-32.
Der "Hardware Universe" Enthalt Informationen Gber die unterstitzten Kabel zu Nexus 3132Q-V Switches:

> Die Nodes mit 10 GbE-Cluster-Verbindungen erfordern optische QSFP-Module mit Breakout-
Glasfaserkabeln oder QSFP zu SFP+ Kupfer Breakout-Kabel.

> Die Nodes mit 40-GbE-Cluster-Verbindungen bendtigen unterstitzte optische QSFP/QSFP28-Module
mit Glasfaserkabeln oder QSFP/QSFP28-Kupfer-Direct-Attach-Kabeln.

o Die Cluster-Switches verwenden die entsprechenden ISL-Kabel: 2 QSFP28-Glasfaser- oder Kupfer-
Direct-Attach-Kabel.

Auf Nexus 3132Q-V konnen Sie QSFP-Ports entweder als 40-GB-Ethernet- oder als 4x10-GB-Ethernet-
Modus betreiben.

StandardmaRig befinden sich im 40-GB-Ethernet-Modus 32 Ports. Diese 40-GB-Ethernet-Ports werden in
einer 2-tupel-Namenskonvention nummeriert. Beispielsweise wird der zweite 40-GB-Ethernet-Port mit der
Nummer 1/2 nummeriert. Der Prozess der Anderung der Konfiguration von 40 GB Ethernet zu 10 GB
Ethernet wird Breakout genannt und der Prozess der Anderung der Konfiguration von 10 GB Ethernet zu
40 GB Ethernet wird break genannt. Wenn Sie einen 40-Gbit-Ethernet-Port in 10-Gbit-Ethernet-Ports
aufteilen, werden die resultierenden Ports mit einer 3-Tupel-Namenskonvention nummeriert. Die Breakout-
Ports des zweiten 40-GB-Ethernet-Ports werden beispielsweise als 1/2/1, 1/2/2/2, 1/3 und 1/2/4
nummeriert.

Auf der linken Seite von Nexus 3132Q-V befindet sich ein Satz von vier SFP+ Ports, die auf den ersten
QSFP-Port multipliziert werden.

StandardmaRig ist der RCF so strukturiert, dass der erste QSFP-Port verwendet wird.

Mit dem koénnen Sie vier SFP+-Ports anstelle eines QSFP-Ports fiir Nexus 3132Q-V aktivieren hardware
profile front portmode sfp-plus Befehl. Auf ahnliche Weise konnen Sie Nexus 3132Q-V
zurticksetzen, um einen QSFP-Port anstelle von vier SFP+-Ports mit dem zu verwenden hardware
profile front portmode gsfp Befehl.

Sie mussen einige der Ports auf Nexus 3132Q-V konfiguriert haben, um mit 10 GbE oder 40 GbE zu
laufen.

Sie kdnnen die ersten sechs Ports mit dem in den 4x10 GbE-Modus eingliedern interface breakout
module 1 port 1-6 map 10g-4x Befehl. Auf ahnliche Weise kénnen Sie die ersten sechs QSFP+-
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Ports aus Breakout-Konfiguration mit dem neu gruppieren no interface breakout module 1 port
1-6 map 10g-4x Befehl.

Sie mussen die Planung und Migration durchgefiihrt und die erforderliche Dokumentation tber 10- und 40-
GbE-Konnektivitat von den Nodes zu Nexus 3132Q-V-Cluster-Switches gelesen haben.

"Cisco Ethernet-Switches"enthalt Informationen zu den in diesem Verfahren unterstiitzten ONTAP und NX-
OS-Versionen.

Anforderungen fur Cisco Nexus 5596

Folgende Cluster-Switches werden unterstitzt:
o Nexus 5596
> Nexus 3132Q-V

Die Anzahl der 10 GbE und 40 GbE Ports sind in den Referenzkonfigurationsdateien (RCFs) definiert, die
unter"Cisco® Cluster Network Switch Referenzkonfigurationsdatei Herunterladen" .

Die Cluster-Switches verwenden die folgenden Ports fiir Verbindungen zu den Nodes:
o Ports €1/1-40 (10 GbE): Nexus 5596
o Ports e1/1-30 (40 GbE): Nexus 3132Q-V
Bei den Cluster-Switches werden die folgenden Inter-Switch Link (ISL)-Ports verwendet:
o Ports €1/41-48 (10 GbE): Nexus 5596
o Ports €1/31-32 (40 GbE): Nexus 3132Q-V
Der "Hardware Universe" Enthalt Informationen Uber die unterstitzten Kabel zu Nexus 3132Q-V Switches:

> Nodes mit 10 GbE-Cluster-Verbindungen erfordern QSFP zu SFP+-Breakout-Kabel oder QSFP zu
SFP+-Kupfer-Breakout-Kabel.

o Fur Nodes mit 40 GbE-Cluster-Verbindungen sind unterstitzte QSFP/QSFP28optische Module mit
Glasfaserkabeln oder QSFP/QSFP28 Kupfer-Direct-Attach-Kabeln erforderlich.

Die Cluster-Switches verwenden die entsprechende ISL-Verkabelung:
o Anfang: Nexus 5596 bis Nexus 5596 (SFP+ auf SFP+)
= 8 x SFP+-Glasfaserkabel oder Kupfer-Direct-Attached-Kabel
o Zwischenzeit: Nexus 5596 auf Nexus 3132Q-V (QSFP auf 4xSFP+ Breakout-out)
= 1x Kabel flir QSFP zu SFP+-Ausbruchkabel oder Kupferausbruch
o Finale: Nexus 3132Q-V auf Nexus 3132Q-V (QSFP28 zu QSFP28)
= 2 QSFP28 Glasfaserkabel oder Kupfer-Direct-Attach-Kabel
Auf Nexus 3132Q-V Switches kdnnen Sie QSFP/QSFP28-Ports entweder als 40 Gigabit Ethernet oder als
4 x 10 Gigabit Ethernet-Modus betreiben.

StandardmaRig befinden sich im 40-Gigabit-Ethernet-Modus 32 Ports. Diese 40-Gigabit-Ethernet-Ports
werden in einer 2-tupel-Namenskonvention nummeriert. So wird beispielsweise der zweite 40-Gigabit-
Ethernet-Port mit der Nummer 1/2 nummeriert. Der Prozess der Anderung der Konfiguration von 40 Gigabit
Ethernet zu 10 Gigabit Ethernet wird Breakout genannt und der Prozess der Anderung der Konfiguration
von 10 Gigabit Ethernet zu 40 Gigabit Ethernet wird break genannt. Wenn Sie einen 40-Gigabit-Ethernet-
Port in 10 Gigabit-Ethernet-Ports aufteilen, werden die resultierenden Ports mit einer 3-Tupel-
Namenskonvention nummeriert. Beispielsweise werden die Ausbruchanschliisse des zweiten 40-Gigabit-
Ethernet-Ports mit den Nummern 1/2/1, 1/2/2/2, 1/2/3 und 1/2/4 nummeriert.
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« Auf der linken Seite der Nexus 3132Q-V Switches befindet sich ein Satz von 4 SFP+ Ports, die mit diesem
QSFP28-Port multipliziert wurden.

Das RCEF ist standardmafig so strukturiert, dass es den QSFP28-Port verwendet.

Mit dem kdnnen Sie 4 SFP+-Ports anstelle eines QSFP-Ports fir Nexus 3132Q-V-Switches

aktivieren hardware profile front portmode sfp-plus Befehl. Auf ahnliche Weise
@ konnen Sie Nexus 3132Q-V-Switches zuriicksetzen, um einen QSFP-Port anstelle von 4

SFP+-Ports mit dem zu verwenden hardware profile front portmode gsfp Befehl.

* Sie haben einige der Ports auf Nexus 3132Q-V Switches fur 10 GbE oder 40 GbE konfiguriert.

Sie konnen die ersten sechs Ports mit dem in den 4x10 GbE-Modus versetzen interface

@ breakout module 1 port 1-6 map 10g-4x Befehl. Auf ahnliche Weise kénnen Sie
die ersten sechs QSFP+-Ports aus Breakout-Konfiguration mit dem neu gruppieren no
interface breakout module 1 port 1-6 map 10g-4x Befehl.

« Sie haben die Planung und Migration durchgefiihrt und die erforderliche Dokumentation Gber 10-GbE- und
40-GbE-Konnektivitat von den Nodes zu Nexus 3132Q-V-Cluster-Switches gelesen.

* Die in diesem Verfahren unterstitzten ONTAP und NX-OS-Versionen sind"Cisco Ethernet-Switches" .

Anforderungen von NetApp CN1610

* Folgende Cluster-Switches werden unterstutzt:
> NetApp CN1610
o Cisco Nexus 3132Q-V
* Die Cluster-Switches unterstitzen die folgenden Node-Verbindungen:
> NetApp CN1610: 0/1 bis 0/12 (10 GbE)
o Cisco Nexus 3132Q-V: Ports e1/1-30 (40 GbE)
» Bei den Cluster-Switches werden die folgenden Inter-Switch-Link-Ports (ISL) verwendet:
> NetApp CN1610: 0/13 bis 0/16 (10 GbE)
o Cisco Nexus 3132Q-V: Ports e1/31-32 (40 GbE)
» Der "Hardware Universe" Enthalt Informationen Uber die unterstltzten Kabel zu Nexus 3132Q-V Switches:

> Nodes mit 10 GbE-Cluster-Verbindungen erfordern QSFP zu SFP+-Breakout-Kabel oder QSFP zu
SFP+-Kupfer-Breakout-Kabel

o Fur Nodes mit 40-GbE-Cluster-Verbindungen sind unterstitzte optische QSFP/QSFP28-Module mit
Glasfaserkabeln oder QSFP/QSFP28-Kupfer-Direct-Attach-Kabeln erforderlich

* Die entsprechende ISL-Verkabelung lautet wie folgt:

o Anfang: Bei CN1610 bis CN1610 (SFP+ zu SFP+), vier SFP+-Glasfaserkabeln oder Direct-Attached-
Kabeln fir Kupfer

o Interim: Fir CN1610 auf Nexus 3132Q-V (QSFP zu vier SFP+ Breakout), ein QSFP zu SFP+
Glasfaserkabel oder Kupferkabel

o Finale: FUr Nexus 3132Q-V auf Nexus 3132Q-V (QSFP28 zu QSFP28), zwei QSFP28-Glasfaserkabel
oder Kupfer-Direct-Attach-Kabel

* NetApp Twinax-Kabel sind nicht kompatibel mit Cisco Nexus 3132Q-V Switches.
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Wenn bei lhrer aktuellen CN1610-Konfiguration NetApp Twinax-Kabel fur Cluster-Node-to-Switch-
Verbindungen oder ISL-Verbindungen verwendet werden und Sie Twinax-Losungen in lhrer Umgebung
verwenden mochten, missen Sie Cisco Twinax-Kabel beschaffen. Alternativ kénnen Sie fur die ISL-
Verbindungen und die Cluster-Node-to-Switch-Verbindungen Glasfaserkabel verwenden.

» Auf Nexus 3132Q-V Switches konnen Sie QSFP/QSFP28-Ports entweder als 40-GB-Ethernet oder als 4x
10-GB-Ethernet-Modus betreiben.

StandardmaRig befinden sich im 40-GB-Ethernet-Modus 32 Ports. Diese 40-GB-Ethernet-Ports werden in
einer 2-tupel-Namenskonvention nummeriert. Beispielsweise wird der zweite 40-GB-Ethernet-Port mit der
Nummer 1/2 nummeriert. Der Prozess der Anderung der Konfiguration von 40 GB Ethernet zu 10 GB
Ethernet wird Breakout genannt und der Prozess der Anderung der Konfiguration von 10 GB Ethernet zu
40 GB Ethernet wird break genannt. Wenn Sie einen 40-Gbit-Ethernet-Port in 10-Gbit-Ethernet-Ports
aufteilen, werden die resultierenden Ports mit einer 3-Tupel-Namenskonvention nummeriert. Die Breakout-
Ports des zweiten 40-GB-Ethernet-Ports werden beispielsweise als 1/2/1, 1/2/2/2, 1/3 und 1/2/4
nummeriert.

» Auf der linken Seite von Nexus 3132Q-V Switches befindet sich ein Satz von vier SFP+ Ports, die auf den
ersten QSFP-Port multipliziert werden.

StandardmaRig ist die Referenzkonfigurationsdatei (RCF) so strukturiert, dass der erste QSFP-Port
verwendet wird.

Mit dem koénnen Sie vier SFP+-Ports anstelle eines QSFP-Ports flir Nexus 3132Q-V-Switches aktivieren
hardware profile front portmode sfp-plus Befehl. Aufahnliche Weise kdnnen Sie Nexus
3132Q-V-Switches zurlicksetzen, um einen QSFP-Port anstelle von vier SFP+-Ports mit dem zu
verwenden hardware profile front portmode gsfp Befehl.

@ Wenn Sie die ersten vier SFP+-Ports verwenden, wird der erste 40-GbE-QSFP-Port
deaktiviert.

» Sie mussen einige der Ports auf Nexus 3132Q-V Switches konfiguriert haben, um mit 10 GbE oder 40 GbE
zu laufen.

Sie kénnen die ersten sechs Ports mit dem Befehl in den 4x10 GbE-Modus unterteilen interface
breakout module 1 port 1-6 map 10g-4x.Aufahnliche Weise kénnen Sie die ersten sechs
QSFP+-Ports mit dem Befehl aus der Breakout-Konfiguration neu gruppieren no interface breakout
module 1 port 1-6 map 10g-4x.

» Sie mussen die Planung und Migration durchgefuhrt und die erforderliche Dokumentation tber 10- und 40-
GbE-Konnektivitat von den Nodes zu Nexus 3132Q-V-Cluster-Switches gelesen haben.

* Die in diesem Verfahren unterstiitzten ONTAP und NX-OS-Versionen sind aufgefihrt auf'Cisco Ethernet-
Switches" .

* Die in diesem Verfahren unterstitzten ONTAP und FASTPATH-Versionen sind aufgefihrt auf"NetApp
CN1601 und CN1610 Switches" .

Ersetzen Sie die Cisco Nexus 3132Q-V Cluster Switches

Befolgen Sie diese Vorgehensweise, um einen fehlerhaften Cisco Nexus 3132Q-V Switch
in einem Cluster-Netzwerk zu ersetzen. Beim Austausch handelt es sich um einen
unterbrechungsfreien Vorgang (Non-Disruptive Procedure, NDO).
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Prufen Sie die Anforderungen

Switch-Anforderungen
Uberpriifen Sie die "Anforderungen fiir den Austausch von Cisco Nexus 3132Q-V Cluster Switches".

Bevor Sie beginnen

 Die vorhandene Cluster- und Netzwerkkonfiguration verflgt Gber:

> Die Nexus 3132Q-V Cluster-Infrastruktur ist redundant und funktioniert vollstdndig auf beiden Switches.
"Cisco Ethernet Switch"verfiigt iber die neuesten RCF- und NX-OS-Versionen fiir lhre Switches.

° Alle Cluster-Ports befinden sich im up Bundesland.

o Management-Konnektivitat ist auf beiden Switches vorhanden.

° Alle logischen Cluster-Schnittstellen (LIFs) befinden sich im up Zustand und wurden migriert.
 Stellen Sie beim Nexus 3132Q-V-Ersatzschalter Folgendes sicher:

o Das Management-Netzwerk-Konnektivitat auf dem Ersatz-Switch ist funktionsfahig.

o Der Konsolenzugriff auf den Ersatz-Switch erfolgt.

> Der gewtinschte RZF- und NX-OS-Betriebssystem-Bildschalter wird auf den Switch geladen.

> Die anfangliche Anpassung des Schalters ist abgeschlossen.

» "Hardware Universe"

Aktivieren Sie die Konsolenprotokollierung

NetApp empfiehlt dringend, die Konsolenprotokollierung auf den verwendeten Geraten zu aktivieren und beim
Austausch des Switches die folgenden MalRnahmen zu ergreifen:
» Lassen Sie AutoSupport wahrend der Wartung aktiviert.

» Loésen Sie vor und nach der Wartung einen AutoSupport Wartungsvorgang aus, um die Fallerstellung fir
die Dauer der Wartung zu deaktivieren. Lesen Sie diesen Knowledge Base-Artikel"SU92: Unterdricken der
automatischen Case-Erstellung wahrend geplanter Wartungsfenster" fiir weitere Details.

+ Aktivieren Sie die Sitzungsprotokollierung fur alle CLI-Sitzungen. Anweisungen zum Aktivieren der
Sitzungsprotokollierung finden Sie im Abschnitt ,Protokollieren der Sitzungsausgabe® in diesem Knowledge
Base-Artikel."So konfigurieren Sie PuTTY fir optimale Konnektivitdt zu ONTAP-Systemen" .

Tauschen Sie den Schalter aus

Bei diesem Verfahren wird der zweite Nexus 3132Q-V Cluster Switch CL2 durch den neuen 3132Q-V Switch
C2 ersetzt.

Zu den Beispielen

Die Beispiele in diesem Verfahren verwenden die folgende Nomenklatur fir Switches und Knoten:
* n1_clus1 ist die erste logische Clusterschnittstelle (LIF), die fir Knoten n1 mit Cluster-Switch C1
verbunden ist.
* n1_clus2 ist die erste Cluster-LIF, die mit Cluster-Switch CL2 oder C2 fir Node n1 verbunden ist.
* n1_clus3 ist die zweite logische Schnittstelle, die mit Cluster-Switch C2 fir Node n1 verbunden ist.

* n1_clus4 ist die zweite logische Schnittstelle, die mit Cluster-Switch CL1 fiir Node n1 verbunden ist.
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* Die Anzahl der 10 GbE und 40 GbE Ports sind in den Referenzkonfigurationsdateien (RCFs) definiert, die
unter"Cisco® Cluster Network Switch Referenzkonfigurationsdatei Herunterladen" .

 Die Knoten sind n1, n2, n3 und n4. - Die Beispiele in diesem Verfahren verwenden vier Knoten: Zwei
Knoten verwenden vier 10 GB Cluster Interconnect Ports: e0a, eOb, eOc und e0d. Die anderen beiden
Knoten verwenden zwei 40 GB Cluster Interconnect Ports: e4a und e4e. Siehe "Hardware Universe" Fur
die tatsachlichen Cluster-Ports auf Ihren Plattformen.

Uber diese Aufgabe
Dieses Verfahren umfasst das folgende Szenario:

 Das Cluster beginnt mit vier Nodes, die mit zwei Nexus 3132Q-V Cluster Switches, CL1 und CL2
verbunden sind.

e Cluster-Switch CL2 ist durch C2 zu ersetzen

> Bei jedem Node werden mit CL2 verbundene Cluster-LIFs auf Cluster-Ports migriert, die mit CL1
verbunden sind.

o Trennen Sie die Verkabelung von allen Anschlissen am CL2, und schlief3en Sie die Verkabelung
wieder an die gleichen Ports am Switch C2 an.

o Auf jedem Node werden die migrierten Cluster-LIFs zurtickgesetzt.

Schritt 1: Vorbereitung auf den Austausch

1. Wenn AutoSupport in diesem Cluster aktiviert ist, unterdriicken Sie die automatische Erstellung eines Falls
durch Aufrufen einer AutoSupport Meldung:

system node autosupport invoke -node * -type all - message MAINT=xh

X ist die Dauer des Wartungsfensters in Stunden.

Die AutoSupport Meldung wird vom technischen Support dieser Wartungsaufgabe
@ benachrichtigt, damit die automatische Case-Erstellung wahrend des Wartungsfensters
unterdrickt wird.

2. Informationen zu den Geraten in lhrer Konfiguration anzeigen:

network device-discovery show
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Beispiel anzeigen

cluster::> network device-discovery show
Local Discovered

Node Port Device Interface Platform
nl /cdp
ela CL1 Ethernetl/1/1 N3K-C31320-V
e0b CL2 Ethernetl/1/1 N3K-C3132Q-V
elc CL2 Ethernetl/1/2 N3K-C3132Q-V
e0d CL1 Ethernetl/1/2 N3K-C31320-V
n2 /cdp
ela CL1 Ethernetl/1/3 N3K-C3132Q-V
elb CL2 Ethernetl/1/3 N3K-C3132Q-V
elc CL2 Ethernetl/1/4 N3K-C3132Q-V
e0d CL1 Ethernetl/1/4 N3K-C3132Q-V
n3 /cdp
eda CL1 Ethernetl/7 N3K-C31320-V
ede CL2 Ethernetl/7 N3K-C3132Q-V
n4 /cdp
eda CL1 Ethernetl/8 N3K-C31320-V
ede CL2 Ethernetl/8 N3K-C3132Q-V

12 entries were displayed

3. Legen Sie den Administrations- oder Betriebsstatus fir jede Cluster-Schnittstelle fest:
a. Zeigen Sie die Attribute des Netzwerkports an:

network port show



Beispiel anzeigen

cluster::*> network port show -role cluster

(network port show)

Node: nl
Ignore
Health

Port
Status

Health
IPspace
Status

Broadcast Domain Link MTU

Speed (Mbps)

Admin/Oper

Node: n2

Ignore

Health

Port
Status

Cluster

Cluster

Cluster

Cluster

Health
IPspace
Status

Cluster

Cluster

Cluster

Cluster

Broadcast Domain

up

up

up

up

Link

9000

9000

9000

9000

MTU

auto/10000

auto/10000

auto/10000

auto/10000

Speed (Mbps)

Admin/Oper

Node: n3

Ignore

Health

Cluster

Cluster

Cluster

Health

Cluster

Cluster

Cluster

Cluster

up

up

up

up

9000

9000

9000

9000

auto/10000

auto/10000

auto/10000

auto/10000

Speed (Mbps)



Port IPspace Broadcast Domain Link MTU Admin/Oper

eda Cluster Cluster up 9000 auto/40000 -
ede Cluster Cluster up 9000 auto/40000 -
Node: n4
Ignore

Speed (Mbps)

Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper

eda Cluster Cluster up 9000 auto/40000 -

ede Cluster Cluster up 9000 auto/40000 =

12 entries were displayed.

b. Informationen zu den logischen Schnittstellen anzeigen:

network interface show
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Beispiel anzeigen

cluster::*> network interface show -role cluster

Current
Vserver
Port

Logical
Is

Interface

(network interface show)

Status

Network

Admin/Oper Address/Mask

Cluster

ela

e0b

elc

e0d

ela

e0b

elc

e0d

ela

ele

ela

ele

nl clusl
true

nl clus2
true

nl clus3
true

nl clusé4
true

n2 clusl
true

n2 clus2
true

n2 clus3
true

n2 clus4
true

n3 clusl
true

n3 clus2
true

n4 clusl
true

n4 clus2

true

up/up

up/up

up/up

up/up

up/up

up/up

up/up

up/up

up/up

up/up

up/up

12 entries were displayed.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

.1/24

.2/24

.3/24

.4/24

.5/24

.6/24

.7/24

.8/24

.9/24

.10/24

.11/24

.12/24

c. Zeigen Sie die Informationen auf den erkannten Cluster-Switches an:

system cluster-switch show

Current

Node

nl

nl

nl

nl

n2

n2

n2

n2

n3

n3

n4

n4



Beispiel anzeigen

cluster::> system cluster-switch show

Switch Type Address
Model
CL1 cluster-network 10.10.1.101
NX3132V
Serial Number: FOX000001
Is Monitored: true
Reason:
Software Version: Cisco Nexus Operating System (NX-0S) Software,
Version
7.0(3)I4(1)

Version Source: CDP
CL2 cluster-network 10.10.1.102
NX3132V

Serial Number: FOX000002
Is Monitored: true
Reason:
Software Version: Cisco Nexus Operating System (NX-0S) Software,
Version
7.0(3)I4(1)
Version Source: CDP

2 entries were displayed.

4. Vergewissern Sie sich, dass die entsprechenden RCF und das entsprechende Image auf dem neuen
Nexus 3132Q-V Switch installiert sind, je nach Ihren Anforderungen, und nehmen Sie alle wesentlichen
Standortanpassungen vor.

Sie mussen den Ersatzschalter zu diesem Zeitpunkt vorbereiten. Wenn Sie die RCF und das Image
aktualisieren missen, mussen Sie folgende Schritte ausfihren:

Auf der NetApp Support Site finden Sie"Cisco Ethernet-Switches" .

a.
b. Notieren Sie sich Ihren Switch und die erforderlichen Softwareversionen in der Tabelle auf dieser Seite.

9]

Laden Sie die entsprechende Version des RCF herunter.

d. Klicken Sie auf der Seite Beschreibung auf WEITER, akzeptieren Sie die Lizenzvereinbarung und
befolgen Sie dann die Anweisungen auf der Seite Download, um die RCF herunterzuladen.

e. Laden Sie die entsprechende Version der Bildsoftware herunter.

5. Migrieren Sie die LIFs fur die mit Switch C2 verbundenen Cluster-Ports:
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network interface migrate

Beispiel anzeigen

Dieses Beispiel zeigt, dass die LIF-Migration auf allen Nodes durchgefiihrt wird:

cluster::*> network interface migrate -vserver Cluster
-source-node nl —-destination-node nl -destination-port
cluster::*> network interface migrate -vserver Cluster
-source-node nl —-destination-node nl -destination-port
cluster::*> network interface migrate -vserver Cluster
-source-node n2 -destination-node n2 -destination-port
cluster::*> network interface migrate -vserver Cluster
-source-node n2 -destination-node n2 -destination-port
cluster::*> network interface migrate -vserver Cluster
-source-node n3 —-destination-node n3 -destination-port
cluster::*> network interface migrate -vserver Cluster

-source-node n4 -destination-node n4 -destination-port

6. Uberpriifen Sie den Systemzustand des Clusters:
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network interface show

-1if
ela
-1if
eld
-1if
ela
-1if
e0d
-1if
eda
-1if
eda

nl clus2

nl clus3

n2 clus2

n2 clus3

n3 clus2

n4 clus2



Beispiel anzeigen

cluster::*> network interface show -role cluster
(network interface show)

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nl clusl up/up 10.10.0.1/24 nl
ela true

nl clus2 up/up 10.10.0.2/24 nl
ela false

nl clus3 up/up 10.10.0.3/24 nl
e0d false

nl clus4 up/up 10.10.0.4/24 nl
e0d true

n2 clusl up/up 10.10.0.5/24 n2
ela true

n2 clus2 up/up 10.10.0.6/24 n2
ela false

n2 clus3 up/up 10.10.0.7/24 n2
e0d false

n2 clus4 up/up 10.10.0.8/24 n2
e0d true

n3 clusl up/up 10.10.0.9/24 n3
eda true

n3 clus2 up/up 10.10.0.10/24 n3
eda false

n4 clusl up/up 10.10.0.11/24 n4
eda true

n4 clus2 up/up 10.10.0.12/24 n4
eda false

12 entries were displayed.

7. Fahren Sie die Cluster-Interconnect-Ports herunter, die physisch mit dem Switch CL2 verbunden sind:

network port modify



Beispiel anzeigen

In diesem Beispiel werden die angegebenen Ports angezeigt, die auf allen Nodes heruntergefahren

werden:

cluster::
cluster::
cluster::
cluster:
cluster::
cluster:

*>
W
*>

x>

W

WD

network
network
network
network
network

network

port
port
port
port
port
port

modify
modify
modify
modify
modify
modify

-node
-node
-node
-node
-node
-node

nl
nl
n2
n2
n3
n4

-port
-port
-port
-port
-port
-port

8. Uberpriifen Sie die Konnektivitat der Remote-Cluster-Schnittstellen:
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e0b
elc
eOb
elc
ede
ede

—-up-admin
—up-admin
-up-admin
—-up-admin
—up-admin

-up-admin

false
false
false
false
false
false



ONTAP 9.9.1 und héher

Sie kénnen das verwenden network interface check cluster-connectivity Befehl, um eine
Zugriffsprufung fur die Cluster-Konnektivitat zu starten und dann Details anzuzeigen:

network interface check cluster-connectivity start Und network interface check

cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

HINWEIS: Warten Sie einige Sekunden, bevor Sie den Befehl show ausflhren, um die Details

anzuzeigen.

clusterl::*> network interface check cluster-connectivity show

Source Destination Packet

Node Date LIF LIF Loss
nl

3/5/2022 19:21:18 -06:00 nl clus2 n2 clusl none

3/5/2022 19:21:20 -06:00 nl clus2 n2 clus2 none
n2

3/5/2022 19:21:18 -06:00 n2 clus2 nl clusl none

3/5/2022 19:21:20 -06:00 n2 clus?2 nl clus2 none
n3
n4

Alle ONTAP Versionen

Sie kdnnen fiir alle ONTAP Versionen auch den verwenden cluster ping-cluster -node <name>

Befehl zum Uberpriifen der Konnektivitat:

cluster ping-cluster -node <name>

cluster::*> cluster ping-cluster -node nl

Host is nl

Getting addresses from network interface table...
Cluster nl clusl nl ela 10.10.0.1

Cluster nl clus2 nl eOb 10.10.0.2

Cluster nl clus3 nl eOc 10.10.0.3

Cluster nl clus4 nl e0d 10.10.0.4

Cluster n2 clusl n2 ela 10.10.0.5

15



Cluster n2Z2 clus2 n2 e0b 10.10.0.6
Cluster n2 clus3 n2 e0c 10.10.0.7
Cluster n2 clus4 n2 e0d 10.10.0.8
Cluster n3 clusl n4 ela 10.10.0.9
Cluster n3 clus2 n3 ele 10.10.0.10
Cluster n4 clusl n4 efa 10.10.0.11
Cluster n4 clus2 n4 ele 10.10.0.12

Local = 10.10.0.1 10.10.0.2 10.10.0.3 10.10.0.4

Remote = 10.10.0.5 10.10.0.6 10.10.0.7 10.10.0.8 10.10.0.9 10.10.0.10
10.10.0.11 10.10.0.12

Cluster Vserver Id = 4294967293

Ping status:

Basic connectivity succeeds on 32 path(s)
Basic connectivity fails on 0 path(s)

Detected 1500 byte MTU on 32 path(s):

Local 10.10.0.1 to Remote 10.10.0.5
Local 10.10.0.1 to Remote 10.10.0.6
Local 10.10.0.1 to Remote 10.10.0.7
Local 10.10.0.1 to Remote 10.10.0.8
Local 10.10.0.1 to Remote 10.10.0.9
Local 10.10.0.1 to Remote 10.10.0.10
Local 10.10.0.1 to Remote 10.10.0.11
Local 10.10.0.1 to Remote 10.10.0.12
Local 10.10.0.2 to Remote 10.10.0.5
Local 10.10.0.2 to Remote 10.10.0.6
Local 10.10.0.2 to Remote 10.10.0.7
Local 10.10.0.2 to Remote 10.10.0.8
Local 10.10.0.2 to Remote 10.10.0.9
Local 10.10.0.2 to Remote 10.10.0.10
Local 10.10.0.2 to Remote 10.10.0.11
Local 10.10.0.2 to Remote 10.10.0.12
Local 10.10.0.3 to Remote 10.10.0.5
Local 10.10.0.3 to Remote 10.10.0.6
Local 10.10.0.3 to Remote 10.10.0.7
Local 10.10.0.3 to Remote 10.10.0.8
Local 10.10.0.3 to Remote 10.10.0.9
Local 10.10.0.3 to Remote 10.10.0.10
Local 10.10.0.3 to Remote 10.10.0.11
Local 10.10.0.3 to Remote 10.10.0.12
Local 10.10.0.4 to Remote 10.10.0.5
Local 10.10.0.4 to Remote 10.10.0.6
Local 10.10.0.4 to Remote 10.10.0.7
Local 10.10.0.4 to Remote 10.10.0.8



1.

Local 10.10.0.4 to Remote 10.
Local 10.10.0.4 to Remote 10.
Local 10.10.0.4 to Remote 10.
Local 10.10.0.4 to Remote 10.

10.
10.
10.
10.

O O O O

-9

.10
11
.12

Larger than PMTU communication succeeds on 32 path(s)

RPC status:
8 paths up, 0 paths down (tcp check)
8 paths up, 0 paths down (udp check)

Herunterfahren der Ports 1/31 und 1/32 auf CL1 und des aktiven Nexus 3132Q-V-Switches:

shutdown

Beispiel anzeigen

In diesem Beispiel werden die ISL-Ports 1/31 und 1/32 am Switch CL1 heruntergefahren:

Schritt 2: Ports konfigurieren

1.

4. Uberprifen Sie, ob die ISLs auf CL1 verfligbar sind:

Entfernen Sie alle Kabel, die am Nexus 3132Q-V Switch CL2 angeschlossen sind, und schlieRen Sie sie

an allen Knoten an den Ersatzschalter C2 an.

(CL1)# configure

(CL1) (Config) # interface el/31-32
(CL1) (config-if-range) # shutdown
(CL1) (config-if-range) # exit
(CL1) (Config) # exit

(CL1) #

Entfernen Sie die ISL-Kabel von den Ports 1/31 und e1/32 am CL2, und schlieen Sie sie an die gleichen

Ports am Ersatzschalter C2 an.

(CL1)# configure

(CL1) (Config) # interface el1/31-32
(CL1) (config-if-range) # no shutdown
(CL1) (config-if-range) # exit

(CL1) (Config) # exit

(CL1) #

show port-channel

. ISLs-Ports 1/31 und 1/32 auf dem Nexus 3132Q-V Switch CL1:
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Die Ports eth1/31 und eth1/32 sollten angegeben werden (P), Was bedeutet, dass die ISL-Ports im Port-
Channel aktiv sind.

Beispiel anzeigen

CL1# show port-channel summary

Flags: D - Down P - Up in port-channel (members)
I - Individual H - Hot-standby (LACP only)
s — Suspended r - Module-removed
S - Switched R - Routed
U - Up (port-channel)
M - Not in use. Min-links not met

Group Port- Type Protocol Member
Ports
Channel
1 Pol (SU) Eth LACP Ethl/31 (P) Ethl1/32 (P)

5. Uberpriifen Sie, ob die ISLs auf C2:
show port-channel summary

Die Ports eth1/31 und eth1/32 sollten angegeben werden (P), Was bedeutet, dass beide ISL-Ports im
Port-Channel aktiv sind.

Beispiel anzeigen

C2# show port-channel summary

Flags: D - Down P - Up in port-channel (members)
I - Individual H - Hot-standby (LACP only)
s — Suspended r - Module-removed
S - Switched R - Routed
U - Up (port-channel)
M - Not in use. Min-links not met
Group Port- Type Protocol Member Ports
Channel
1 Pol (SU) Eth LACP Ethl/31 (P) Ethl/32 (P)
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6. Fahren Sie auf allen Knoten alle mit dem Nexus 3132Q-V Switch verbundenen Cluster-Interconnect-Ports

C2:

network port modify

Beispiel anzeigen

cluster::
cluster:
cluster:
cluster:
cluster:
cluster:

*>

x>
F>
3 WD
F>
DF>

network
network
network
network
network

network

port modify -node

port modify -node

port modify -node

port modify -node

port modify -node

port modify -node

nl -port
nl -port
n2 -port
n2 -port
n3 -port
nd4 -port

e0b -up-admin true

elc -up-admin true

eO0b -up-admin true

e0c -up-admin true

ede -up-admin true

ede -up-admin true

7. Setzen Sie flr alle Nodes alle migrierten Cluster Interconnect LIFs zuriick:

network interface revert

Beispiel anzeigen

cluster:
cluster:
cluster:
cluster:
cluster:
cluster::

x>
3>
DF>
x>
3>

*>

network
network
network
network
network

network

interface
interface
interface
interface
interface

interface

revert
revert
revert
revert
revert

revert

—-vserver

—vserver

—vserver

—-vserver

—vserver

—vserver

Cluster -1if
Cluster -1if
Cluster -1if
Cluster -1if
Cluster -1if
Cluster -1if

nl clus2
nl clus3
n2 clus?2
n2 clus3
n3 clus?2
n4 clus?2

8. Vergewissern Sie sich, dass die Cluster-Interconnect-Ports jetzt nach Hause zurlickgesetzt werden:

network interface show
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Beispiel anzeigen

In diesem Beispiel wird angezeigt, dass alle LIFs erfolgreich zurlickgesetzt werden, da die Ports unter
aufgefiihrt sind Current Port Spalte hat den Status von true Im Is Home Spalte. Wenn der s
Home Spaltenwert ist false, Das LIF wurde nicht zurlickgesetzt.

cluster::*> network interface show -role cluster
(network interface show)

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nl clusl up/up 10.10.0.1/24 nl
ela true

nl clus2 up/up 10.10.0.2/24 nl
e0b true

nl clus3 up/up 10.10.0.3/24 nl
elc true

nl clus4 up/up 10.10.0.4/24 nl
eld true

n2 clusl up/up 10.10.0.5/24 n2
ela true

n2 clus2 up/up 10.10.0.6/24 n2
e0b true

n2 clus3 up/up 10.10.0.7/24 n2
elc true

n2 clus4 up/up 10.10.0.8/24 n2
e0d true

n3 clusl up/up 10.10.0.9/24 n3
eda true

n3 clus2 up/up 10.10.0.10/24 n3
ede true

n4 clusl up/up 10.10.0.11/24 n4
eda true

n4 clus2 up/up 10.10.0.12/24 n4
ede true

12 entries were displayed.

9. Vergewissern Sie sich, dass die Cluster-Ports verbunden sind:

network port show
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Beispiel anzeigen

cluster::*> network port show -role cluster
(network port show)

Node: nl
Ignore

Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
ela Cluster Cluster up 9000 auto/10000 -
elb Cluster Cluster up 9000 auto/10000 -
elc Cluster Cluster up 9000 auto/10000 -
e0d Cluster Cluster up 9000 auto/10000 -
Node: n2
Ignore

Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
ela Cluster Cluster up 9000 auto/10000 -
elb Cluster Cluster up 9000 auto/10000 -
elc Cluster Cluster up 9000 auto/10000 -
e0d Cluster Cluster up 9000 auto/10000 -
Node: n3
Ignore

Speed (Mbps) Health
Health

Port IPspace Broadcast Domain Link MTU Admin/Oper Status



Status

eda Cluster Cluster up 9000 auto/40000 -
ede Cluster Cluster up 9000 auto/40000 -
Node: n4

Ignore

Speed (Mbps) Health

Health

Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status

eda Cluster Cluster up 9000 auto/40000 -

ede Cluster Cluster up 9000 auto/40000 -

12 entries were displayed.

10. Uberprifen Sie die Konnektivitat der Remote-Cluster-Schnittstellen:
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ONTAP 9.9.1 und héher

Sie kénnen das verwenden network interface check cluster-connectivity Befehl, um eine
Zugriffsprufung fur die Cluster-Konnektivitat zu starten und dann Details anzuzeigen:

network interface check cluster-connectivity start Und network interface check

cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

HINWEIS: Warten Sie einige Sekunden, bevor Sie den Befehl show ausflhren, um die Details

anzuzeigen.

clusterl::*> network interface check cluster-connectivity show

Source Destination Packet

Node Date LIF LIF Loss
nl

3/5/2022 19:21:18 -06:00 nl clus2 n2 clusl none

3/5/2022 19:21:20 -06:00 nl clus2 n2 clus2 none
n2

3/5/2022 19:21:18 -06:00 n2 clus2 nl clusl none

3/5/2022 19:21:20 -06:00 n2 clus?2 nl clus2 none
n3
n4

Alle ONTAP Versionen

Sie kdnnen fiir alle ONTAP Versionen auch den verwenden cluster ping-cluster -node <name>

Befehl zum Uberpriifen der Konnektivitat:

cluster ping-cluster -node <name>

cluster::*> cluster ping-cluster -node nl

Host is nl

Getting addresses from network interface table...
Cluster nl clusl nl ela 10.10.0.1

Cluster nl clus2 nl eOb 10.10.0.2

Cluster n2Z2 clusl n2 ela 10.10.0.5

Cluster n2 clus2 n2 eOb 10.10.0.6

Cluster n2 clus3 n2 elc 10.10.0.7
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Cluster n2 clus4 n2 e0d 10.10.0.8
Cluster n3 clusl n3 ela 10.10.0.9
Cluster n3 clus2 n3 ele 10.10.0.10
Cluster n4 clusl n4 e0a 10.10.0.11
Cluster n4 clus2 n4 ele 10.10.0.12

Local = 10.10.0.1 10.10.0.2 10.10.0.3 10.10.0.4

Remote = 10.10.0.5 10.10.0.6 10.10.0.7 10.10.0.8 10.10.0.9 10.10.0.10
10.10.0.11 10.10.0.12

Cluster Vserver Id = 4294967293

Ping status:

Basic connectivity succeeds on 32 path(s)
Basic connectivity fails on 0 path(s)

Detected 1500 byte MTU on 32 path(s):

Local 10.10.0.1 to Remote 10.10.0.5
Local 10.10.0.1 to Remote 10.10.0.6
Local 10.10.0.1 to Remote 10.10.0.7
Local 10.10.0.1 to Remote 10.10.0.8
Local 10.10.0.1 to Remote 10.10.0.9
Local 10.10.0.1 to Remote 10.10.0.10
Local 10.10.0.1 to Remote 10.10.0.11
Local 10.10.0.1 to Remote 10.10.0.12
Local 10.10.0.2 to Remote 10.10.0.5
Local 10.10.0.2 to Remote 10.10.0.6
Local 10.10.0.2 to Remote 10.10.0.7
Local 10.10.0.2 to Remote 10.10.0.8
Local 10.10.0.2 to Remote 10.10.0.9
Local 10.10.0.2 to Remote 10.10.0.10
Local 10.10.0.2 to Remote 10.10.0.11
Local 10.10.0.2 to Remote 10.10.0.12
Local 10.10.0.3 to Remote 10.10.0.5
Local 10.10.0.3 to Remote 10.10.0.6
Local 10.10.0.3 to Remote 10.10.0.7
Local 10.10.0.3 to Remote 10.10.0.8
Local 10.10.0.3 to Remote 10.10.0.9
Local 10.10.0.3 to Remote 10.10.0.10
Local 10.10.0.3 to Remote 10.10.0.11
Local 10.10.0.3 to Remote 10.10.0.12
Local 10.10.0.4 to Remote 10.10.0.5
Local 10.10.0.4 to Remote 10.10.0.6
Local 10.10.0.4 to Remote 10.10.0.7
Local 10.10.0.4 to Remote 10.10.0.8
Local 10.10.0.4 to Remote 10.10.0.9
Local 10.10.0.4 to Remote 10.10.0.10



Local 10.10.0.4 to Remote 10.10.0.11
Local 10.10.0.4 to Remote 10.10.0.12

Larger than PMTU communication succeeds on 32 path(s)
RPC status:

8 paths up, 0 paths down (tcp check)
8 paths up, 0 paths down (udp check)

Schritt 3: Uberpriifen Sie die Konfiguration

1. Zeigen Sie die Informationen zu den Geraten in Ihrer Konfiguration an:

° network device-discovery show
° network port show -role cluster
° network interface show -role cluster

° system cluster-switch show
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Beispiel anzeigen

cluster::> network device-discovery show

n2

n3

n4

Local
Port

eld
/cdp
ela
eOb
elc
e0d
/cdp
eda
ede
/cdp
eda
ede

Discovered

Device

Cl
C2
C2
Cl

Cl
C2
C2
Cl

Cl
C2

Cl
Cc2

12 entries were displayed.

Interface

Ethernetl/1/1
Ethernetl/1/1
Ethernetl/1/2
Ethernetl/1/2

Ethernetl/1/3
Ethernetl/1/3
Ethernetl/1/4
Ethernetl/1/4

Ethernetl/7
Ethernetl/7

Ethernetl/8
Ethernetl/8

cluster::*> network port show —-role cluster

(network port show)

Node: nl

Ignore

Health

Broadcast Domain Link MTU

Platform

N3K-C31320-V
N3K-C31320-V
N3K-C31320-V
N3K-C31320-V

N3K-C31320-V
N3K-C31320-V
N3K-C31320-V
N3K-C31320-V

N3K-C3132Q-V
N3K-C31320-V

N3K-C3132Q-V
N3K-C31320-V

Speed (Mbps) Health

Admin/Oper

Status

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

up 9000 auto/10000 -

up 9000 auto/10000 -

up 9000 auto/10000 -

up 9000 auto/10000 -



Node: n2

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster

Cluster

Cluster

Cluster

up

up

up

up

9000

9000

9000

9000

auto/10000

auto/10000

auto/10000

auto/10000

Speed (Mbps)

Admin/Oper

Cluster

Cluster

up

up

9000

9000

auto/40000

auto/40000

Speed (Mbps)

Admin/Oper

Ignore

Health

Port IPspace
Status

ela Cluster
eOb Cluster
elc Cluster
e0d Cluster
Node: n3

Ignore

Health

Port IPspace
Status

eda Cluster
ede Cluster
Node: ni4

Ignore

Health

Port IPspace
Status

eda Cluster
ede Cluster

up

up

9000

9000

auto/40000

auto/40000

Health

Status

Health

Status

Health

Status
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12 entries were displayed.

cluster::*> network interface show -role cluster
(network interface show)

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nl clusl up/up 10.10.0.1/24 nl
ela true

nl clus2 up/up 10.10.0.2/24 nl
elb true

nl clus3 up/up 10.10.0.3/24 nl
elc true

nl clus4 up/up 10.10.0.4/24 nl
eld true

n2 clusl up/up 10.10.0.5/24 n2
ela true

n2 clus2 up/up 10.10.0.6/24 n2
eOb true

n2 clus3 up/up 10.10.0.7/24 n2
elc true

n2 clus4 up/up 10.10.0.8/24 n2
e0d true

n3 clusl up/up 10.10.0.9/24 n3
eda true

n3 clus2 up/up 10.10.0.10/24 n3
ede true

n4 clusl up/up 10.10.0.11/24 n4
eda true

n4 clus?2 up/up 10.10.0.12/24 n4
ede true

12 entries were displayed.



2. Entfernen Sie den ausgetauschten Nexus 3132Q-V-Schalter, wenn er nicht bereits automatisch entfernt

wird:

cluster::*> system cluster-switch show

Switch
Model

CL1
NX3132V

Serial Number:

Is Monitored:
Reason:

Software Version:

Version

Version Source:

CL2
NX3132V

Serial Number:

Is Monitored:
Reason:

Software Version:

Version

Version Source:

C2
NX3132V

Serial Number:

Is Monitored:
Reason:

Software Version:

Version

Version Source:

Type

cluster—-network

FOX000001

true

Address

10.10.1.101

Cisco Nexus Operating System (NX-0S) Software,
7.0(3)I4(1)
CDP

cluster—-network 10.10.1.102
FOX000002
true
Cisco Nexus Operating System (NX-0S) Software,
7.0(3)I4(1)
CDP

cluster-network 10.10.1.103
FOX000003
true
Cisco Nexus Operating System (NX-0S) Software,

7.0(3)I4(1)
CDP

3 entries were displayed.

system cluster-switch delete

cluster::*> system cluster-switch delete -device CL2
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3. Uberpriifen Sie, ob die richtigen Cluster-Switches tiberwacht werden:
system cluster-switch show

Beispiel anzeigen

cluster::> system cluster-switch show

Switch Type Address
Model

CL1 cluster—-network 10.10.1.101
NX3132V

Serial Number: FOX000001
Is Monitored: true
Reason:
Software Version: Cisco Nexus Operating System (NX-0S) Software,
Version
7.0(3)I4(1)
Version Source: CDP

C2 cluster-network 10.10.1.103
NX3132V
Serial Number: FOX000002
Is Monitored: true
Reason:
Software Version: Cisco Nexus Operating System (NX-0S) Software,
Version
7.0(3)I4(1)
Version Source: CDP

2 entries were displayed.

4. Wenn Sie die automatische Case-Erstellung unterdriickt haben, aktivieren Sie es erneut, indem Sie eine
AutoSupport Meldung aufrufen:

system node autosupport invoke -node * -type all -message MAINT=END

Was kommt als Nachstes?
"Konfigurieren Sie die Uberwachung des Switch-Systemzustands"
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Austausch von Cisco Nexus 3132Q-V Cluster-Switches
durch Verbindungen ohne Switches

In ONTAP 9.3 und hoéher kdnnen Sie von einem Cluster mit einem Switched-Cluster-
Netzwerk zu einem Cluster migrieren, bei dem zwei Knoten direkt verbunden sind.

NetApp empfiehlt, dass Sie Ihre ONTAP-Version aktualisieren, bevor Sie mit dem Switchless-
Clusterbetrieb fir Cisco Nexus 3132Q-V-Switches fortfahren.

@ Im Folgenden finden Sie weitere Informationen:
» "SU540: Chelsio T6 NIC-Fehler filhren zum Systemabsturz beim Upgrade von 40G- auf
100G-Netzwerk-Switches"

» "Knotenpanik nach der Migration vom Switched- zum Switchless-Cluster"

Sie kénnen von einem Cluster mit einem Switch-Cluster-Netzwerk zu einem migrieren, mit dem zwei Nodes
direkt fir ONTAP 9.3 und héher verbunden sind.

Prufen Sie die Anforderungen

Richtlinien
Lesen Sie sich die folgenden Richtlinien durch:

» Die Migration auf eine Cluster-Konfiguration mit zwei Nodes ohne Switches ist ein unterbrechungsfreier
Betrieb. Die meisten Systeme verfiigen auf jedem Node Uber zwei dedizierte Cluster Interconnect Ports,
jedoch kénnen Sie dieses Verfahren auch fir Systeme mit einer groReren Anzahl an dedizierten Cluster
Interconnect Ports auf jedem Node verwenden, z. B. vier, sechs oder acht.

» Sie kdnnen die Cluster Interconnect-Funktion ohne Switches nicht mit mehr als zwei Nodes verwenden.

* Wenn Sie bereits Gber ein zwei-Node-Cluster mit Cluster Interconnect Switches verfligen und ONTAP 9.3
oder héher ausgefuhrt wird, kdnnen Sie die Switches durch direkte Back-to-Back-Verbindungen zwischen
den Nodes ersetzen.

Bevor Sie beginnen
Stellen Sie sicher, dass Sie Folgendes haben:

 Ein gesundes Cluster, das aus zwei durch Cluster-Switches verbundenen Nodes besteht. Auf den Nodes
muss dieselbe ONTAP Version ausgefihrt werden.

» Jeder Node mit der erforderlichen Anzahl an dedizierten Cluster-Ports, die redundante Cluster
Interconnect-Verbindungen bereitstellen, um die Systemkonfiguration zu unterstitzen. Beispielsweise gibt
es zwei redundante Ports fur ein System mit zwei dedizierten Cluster Interconnect Ports auf jedem Node.

Migrieren Sie die Switches

Uber diese Aufgabe

Durch das folgende Verfahren werden die Cluster-Switches in einem 2-Node-Cluster entfernt und jede
Verbindung zum Switch durch eine direkte Verbindung zum Partner-Node ersetzt.
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Nodel ClusterSwitch1 Node?

{________________‘___J ClusterSwitch2 [::__————-———-—-—-—-—J

Zu den Beispielen

Die Beispiele in dem folgenden Verfahren zeigen Nodes, die ,e0a“ und ,e0b* als Cluster-Ports verwenden. |hre
Nodes verwenden mdglicherweise unterschiedliche Cluster-Ports, je nach System.

Schritt: Bereiten Sie sich auf die Migration vor

1. Andern Sie die Berechtigungsebene in erweitert, indem Sie eingeben y Wenn Sie dazu aufgefordert
werden, fortzufahren:

set -privilege advanced
Die erweiterte Eingabeaufforderung *> Angezeigt.

2. ONTAP 9.3 und hoher unterstitzt die automatische Erkennung von Clustern ohne Switches, die
standardmafig aktiviert sind.

Sie kénnen Uberprifen, ob die Erkennung von Clustern ohne Switch durch Ausfilhren des Befehls
»<Advanced Privilege" aktiviert ist:

network options detect-switchless-cluster show

Beispiel anzeigen

Die folgende Beispielausgabe zeigt, ob die Option aktiviert ist.

cluster::*> network options detect-switchless-cluster show
(network options detect-switchless-cluster show)
Enable Switchless Cluster Detection: true

Wenn ,Switch less Cluster Detection aktivieren® lautet false, Wen Sie sich an den NetApp Support.

3. Wenn AutoSupport in diesem Cluster aktiviert ist, unterdriicken Sie die automatische Erstellung eines Falls
durch Aufrufen einer AutoSupport Meldung:

32



system node autosupport invoke -node * -type all -message
MAINT=<number of hours>h

Wo h Dies ist die Dauer des Wartungsfensters von Stunden. Die Meldung wird vom technischen Support
dieser Wartungsaufgabe benachrichtigt, damit die automatische Case-Erstellung wahrend des
Wartungsfensters unterdriickt werden kann.

Im folgenden Beispiel unterdriickt der Befehl die automatische Case-Erstellung flr zwei Stunden:

Beispiel anzeigen

cluster::*> system node autosupport invoke -node * -type all
-message MAINT=2h

Schritt: Ports und Verkabelung konfigurieren

1. Ordnen Sie die Cluster-Ports an jedem Switch in Gruppen, so dass die Cluster-Ports in grop1 zu Cluster-
Switch 1 wechseln und die Cluster-Ports in grop2 zu Cluster-Switch 2 wechseln. Diese Gruppen sind
spater im Verfahren erforderlich.

2. Ermitteln der Cluster-Ports und Uberpriifen von Verbindungsstatus und Systemzustand:
network port show -ipspace Cluster
Im folgenden Beispiel fur Knoten mit Cluster-Ports ,e0a“ und ,,e0b“ wird eine Gruppe als ,node1:e0a“ und

,node2:e0a“ und die andere Gruppe als ,node1:e0b*“ und ,node2:e0b*” identifiziert. lnre Nodes verwenden
moglicherweise unterschiedliche Cluster-Ports, da diese je nach System variieren.

Nodel ClustErSwilcm Node2

ClusterSwitch2 L’\AI

>

Uberpriifen Sie, ob die Ports einen Wert von haben up Fiir die Spalte ,Link“ und einen Wert von healthy
Fir die Spalte ,Integritatsstatus”.
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Beispiel anzeigen

cluster::> network port show -ipspace Cluster

Node: nodel

Ignore

Health

Port
Status

IPspace

Node: node2

Ignore
Health

Port
Status

IPspace

Cluster

Broadcast Domain Link

MTU

Speed (Mbps)

Admin/Oper

Health

Status

Cluster up

Cluster up

Broadcast Domain Link

9000

9000

MTU

auto/10000

auto/10000

Speed (Mbps)

Admin/Oper

healthy

healthy

Health

Status

Cluster up

Cluster up

4 entries were displayed.

9000

9000

auto/10000

auto/10000

3. Vergewissern Sie sich, dass alle Cluster-LIFs auf ihren Home-Ports sind.

healthy

healthy

Vergewissern Sie sich, dass die Spalte ,ist-Home" angezeigt wird t rue FUr jedes der Cluster-LIFs:

network interface show -vserver Cluster -fields is-home
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Beispiel anzeigen

cluster::*> net int show -vserver Cluster -fields is-home
(network interface show)

vserver 1if is-home

Cluster nodel clusl true
Cluster nodel clus2 true
Cluster node2 clusl true
Cluster node2 clus2 true
4 entries were displayed.

Wenn Cluster-LIFs sich nicht auf ihren Home-Ports befinden, setzen Sie die LIFs auf ihre Home-Ports
zuruck:

network interface revert -vserver Cluster -1if *
. Deaktivieren Sie die automatische Zurticksetzung fiir die Cluster-LIFs:
network interface modify -vserver Cluster -1if * -auto-revert false

. Vergewissern Sie sich, dass alle im vorherigen Schritt aufgefihrten Ports mit einem Netzwerk-Switch
verbunden sind:

network device-discovery show -port cluster port
Die Spalte ,ermittelte Gerate“ sollte der Name des Cluster-Switch sein, mit dem der Port verbunden ist.

Beispiel anzeigen

Das folgende Beispiel zeigt, dass Cluster-Ports ,e0a“ und ,e0b“ korrekt mit Cluster-Switches ,cs1”
und ,cs2“ verbunden sind.

cluster::> network device-discovery show -port ela|e0b
(network device-discovery show)

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface Platform
nodel/cdp
ela csl 0/11 BES-53248
eOb cs2 0/12 BES-53248
node?2/cdp
ela csl 0/9 BES-53248
e0b cs?2 0/9 BES-53248

4 entries were displayed.



6. Uberpriifen Sie die Konnektivitat der Remote-Cluster-Schnittstellen:
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ONTAP 9.9.1 und héher

Sie kénnen das verwenden network interface check cluster-connectivity Befehl, um eine
Zugriffsprufung fur die Cluster-Konnektivitat zu starten und dann Details anzuzeigen:

network interface check cluster-connectivity start Und network interface check
cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

HINWEIS: Warten Sie einige Sekunden, bevor Sie den Befehl ausfiihren show, um die Details
anzuzeigen.

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

Alle ONTAP Versionen

Sie kdnnen fiir alle ONTAP Versionen auch den verwenden cluster ping-cluster -node <name>
Befehl zum Uberpriifen der Konnektivitét:

cluster ping-cluster -node <name>



1.

cluster
Host is
Getting
Cluster
Cluster
Cluster
Cluster
Local =
Remote

Cluster
Ping st

Basic c
Basic c

Detecte
Local 1
Local 1
Local 1
Local 1
Larger

RPC sta
2 paths
2 paths

1::*> cluster ping-cluster -node local
node?2
addresses from network interface table...

nodel clusl 169.254.209.69 nodel e0a
nodel clusZ 169.254.49.125 nodel eOb
node2 clusl 169.254.47.194 node2 eQa
node2 clus2 169.254.19.183 node2 e0b
169.254.47.194 169.254.19.183
= 169.254.209.69 169.254.49.125
Vserver Id = 4294967293
atus:

onnectivity succeeds on 4 path(s)
onnectivity fails on 0 path(s)

d 9000 byte MTU on 4 path(s):

69.254.47.194 to Remote 169.254.209.69
69.254.47.194 to Remote 169.254.49.125
69.254.19.183 to Remote 169.254.209.69
69.254.19.183 to Remote 169.254.49.125

than PMTU communication succeeds on 4 path(s)
tus:

up, O paths down (tcp check)

up, 0 paths down (udp check)

Uberpriifen Sie, ob das Cluster ordnungsgema ist:

cluster ring show

Alle Einheiten missen entweder Master oder sekundar sein.

2. Richten Sie die Konfiguration ohne Switches fir die Ports in Gruppe 1 ein.
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®

a. Ziehen

Im folgenden Beispiel werden die Kabel von Port ,e0a“ auf jeden Node getrennt, und der Cluster-Traffic

Um mogliche Netzwerkprobleme zu vermeiden, mussen Sie die Ports von group1 trennen
und sie so schnell wie moglich wieder zurtickverbinden, z. B. in weniger als 20 Sekunden.

Sie alle Kabel gleichzeitig von den Anschlissen in Groupp1 ab.

wird auf jedem Node durch den Switch und Port ,e0b® fortgesetzt:



Nodel

ClusterSwitch1

Node2

ola

>

alb

ClusterSwitch2

eda

— -

aln

b. Schlieen Sie die Anschlisse in der Gruppe p1 zuriick an die Rickseite an.

Im folgenden Beispiel ist ,e0a“ auf node1 mit ,e0a“ auf node2 verbunden:

Nodel

alla

alb

ClusterSwitch2

Node2

>

3. Die Cluster-Netzwerkoption ohne Switches wechselt von false Bis true. Dies kann bis zu 45 Sekunden

dauern. Vergewissern Sie sich, dass die Option ,ohne Switch* auf eingestellt ist t rue:

network options switchless-cluster show

Das folgende Beispiel zeigt, dass das Cluster ohne Switches aktiviert ist:

cluster::*> network options switchless-cluster show
Enable Switchless Cluster:

4. Uberprifen Sie die Konnektivitat der Remote-Cluster-Schnittstellen:

true
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ONTAP 9.9.1 und héher

Sie kénnen das verwenden network interface check cluster-connectivity Befehl, um eine
Zugriffsprufung fur die Cluster-Konnektivitat zu starten und dann Details anzuzeigen:

network interface check cluster-connectivity start Und network interface check
cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

HINWEIS: Warten Sie einige Sekunden, bevor Sie den Befehl ausfiihren show, um die Details
anzuzeigen.

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

Alle ONTAP Versionen

Sie kdnnen fiir alle ONTAP Versionen auch den verwenden cluster ping-cluster -node <name>
Befehl zum Uberpriifen der Konnektivitét:

cluster ping-cluster -node <name>



1.

cluster
Host is
Getting
Cluster

1::*> cluster ping-cluster -node local
node?2
addresses from network interface table...

nodel clusl 169.254.209.69 nodel e0a

Cluster nodel clus2 169.254.49.125 nodel eOb
Cluster node2 clusl 169.254.47.194 node2 e0a
Cluster node2 clus2 169.254.19.183 node2 e0Ob
Local = 169.254.47.194 169.254.19.183
Remote = 169.254.209.69 169.254.49.125
Cluster Vserver Id = 4294967293
Ping status:
Basic connectivity succeeds on 4 path(s)
Basic connectivity fails on 0 path(s)
Detected 9000 byte MTU on 4 path(s):
Local 169.254.47.194 to Remote 169.254.209.69
Local 169.254.47.194 to Remote 169.254.49.125
Local 169.254.19.183 to Remote 169.254.209.69
Local 169.254.19.183 to Remote 169.254.49.125
Larger than PMTU communication succeeds on 4 path(s)
RPC status:
2 paths up, 0 paths down (tcp check)
2 paths up, 0 paths down (udp check)
@ Bevor Sie mit dem nachsten Schritt fortfahren, missen Sie mindestens zwei Minuten warten,
um eine funktionierende Back-to-Back-Verbindung fiir Gruppe 1 zu bestatigen.

richten Sie die Konfiguration ohne Switches flir die Ports in Gruppe 2 ein.

®

a. Ziehen

Um mogliche Netzwerkprobleme zu vermeiden, missen Sie die Ports von groerp2 trennen
und sie so schnell wie méglich wieder zurtickverbinden, z. B. in weniger als 20 Sekunden.

Sie alle Kabel gleichzeitig von den Anschlissen in Groupp2 ab.

Im folgenden Beispiel werden die Kabel von Port ,,e0b“ auf jedem Node getrennt, und der Cluster-
Datenverkehr wird durch die direkte Verbindung zwischen den ,e0a“-Ports fortgesetzt:
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Nodel MNode2

ela ala

o0b ClusterSwitch2 a0b

=

b. Verkabeln Sie die Anschlisse in der Rickfiihrung von Group2.

Im folgenden Beispiel wird ,e0a“ auf node1 mit ,e0a“ auf node2 verbunden und ,e0b* auf node1 ist mit
,e0b“ auf node2 verbunden:

MNodel Node2

ela ela

elb alb

Schritt 3: Uberpriifen Sie die Konfiguration

1. Vergewissern Sie sich, dass die Ports auf beiden Nodes ordnungsgemal verbunden sind:

network device-discovery show -port cluster port
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Beispiel anzeigen

Das folgende Beispiel zeigt, dass Cluster-Ports ,e0a“ und ,e0b“ korrekt mit dem entsprechenden Port
auf dem Cluster-Partner verbunden sind:

cluster::> net device-discovery show -port elalelOb
(network device-discovery show)
Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface Platform

nodel/cdp

ela node?2 ela AFF-A300

eOb node?2 elb AFF-A300
nodel/11dp

ela node?2 (00:a0:98:da:16:44) ela =

e0b node?2 (00:a0:98:da:16:44) e0b =
node2/cdp

ela nodel ela AFF-A300

eOb nodel eOb AFF-A300
node2/11dp

ela nodel (00:a0:98:da:87:49) ela =
e0b nodel (00:a0:98:da:87:49) eOb —
8 entries were displayed.

2. Aktivieren Sie die automatische Zurlicksetzung fir die Cluster-LIFs erneut:
network interface modify -vserver Cluster -1if * -auto-revert true
3. Vergewissern Sie sich, dass alle LIFs Zuhause sind. Dies kann einige Sekunden dauern.

network interface show -vserver Cluster -1if 1if name
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Beispiel anzeigen

Die LIFs wurden zuriickgesetzt, wenn die Spalte ,ist Home" lautet t rue, Wie gezeigt fur
nodel clus2 Und node2 clus2 Im folgenden Beispiel:

cluster::> network interface show -vserver Cluster -fields curr-
port, is-home

vserver 1if curr-port is-home
Cluster nodel clusl ela true
Cluster nodel clus2 e0b true
Cluster nodeZ clusl ela true
Cluster node2Z clus2 eOb true

4 entries were displayed.

Wenn Cluster-LIFS nicht an die Home Ports zurlickgegeben haben, setzen Sie sie manuell vom lokalen
Node zurlick:

network interface revert -vserver Cluster -1if 1if name
4. Uberpriifen Sie den Cluster-Status der Nodes von der Systemkonsole eines der beiden Nodes:
cluster show

Beispiel anzeigen

Das folgende Beispiel zeigt das Epsilon auf beiden Knoten false:

Node Health Eligibility Epsilon

nodel true true false
node2 true true false
2 entries were displayed.

5. Uberpriifen Sie die Konnektivitat der Remote-Cluster-Schnittstellen:
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ONTAP 9.9.1 und héher

Sie kénnen das verwenden network interface check cluster-connectivity Befehl, um eine
Zugriffsprufung fur die Cluster-Konnektivitat zu starten und dann Details anzuzeigen:

network interface check cluster-connectivity start Und network interface check
cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

HINWEIS: Warten Sie einige Sekunden, bevor Sie den Befehl ausfiihren show, um die Details
anzuzeigen.

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

Alle ONTAP Versionen

Sie kdnnen fiir alle ONTAP Versionen auch den verwenden cluster ping-cluster -node <name>
Befehl zum Uberpriifen der Konnektivitét:

cluster ping-cluster -node <name>



clusterl::*> cluster ping-cluster -node local
Host is node2

Getting addresses from network interface table...
Cluster nodel clusl 169.254.209.69 nodel eOa
Cluster nodel clus2 169.254.49.125 nodel eOb
Cluster node2 clusl 169.254.47.194 node2 e0a
Cluster node2 clus2 169.254.19.183 node2 e0Ob
Local = 169.254.47.194 169.254.19.183

Remote = 169.254.209.69 169.254.49.125
Cluster Vserver Id = 4294967293

Ping status:

Basic connectivity succeeds on 4 path(s)
Basic connectivity fails on 0 path(s)

Detected 9000 byte MTU on 4 path(s):

Local 169.254.47.194 to Remote 169.254.209.69

Local 169.254.47.194 to Remote 169.254.49.125

Local 169.254.19.183 to Remote 169.254.209.69

Local 169.254.19.183 to Remote 169.254.49.125
Larger than PMTU communication succeeds on 4 path(s)
RPC status:

2 paths up, 0 paths down (tcp check)

2 paths up, 0 paths down (udp check)

1. Wenn Sie die automatische Fallerstellung unterdriickt haben, aktivieren Sie sie erneut, indem Sie eine
AutoSupport-Meldung aufrufen:

system node autosupport invoke -node * -type all -message MAINT=END

Weitere Informationen finden Sie unter "NetApp KB Artikel 1010449: Wie kann die automatische Case-
Erstellung wahrend geplanter Wartungszeiten unterdriickt werden".

2. Andern Sie die Berechtigungsebene zuriick in den Administrator:

set -privilege admin
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